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A B S T R A C T

Fine sediment derived from catchment erosion can adversely impact aquatic ecosystems. Previous

studies of lake sediment deposits in western Canada attributed increased sedimentation to land use;

however, high catchment variability and short- and long-term climatic responses complicated the

interpretation of those regional records. We compiled a large inventory of lake catchment data

transecting the Canadian cordillera that comprised 210Pb-based profiles of deposition, GIS-based land

use records, and interpolated climate change data. We used these data and mixed-effects modeling to

relate sedimentation trends to land use and climate change since the mid-20th century. Although

sedimentation was highly variable, increasing trends in accumulation corresponded with cumulative

land use and, to a lesser degree, with climate change. Road density was the most important variable, but

the inclusion of timber harvesting density further improved model fits significantly. Land use effects

were more difficult to discern for the easternmost region of the Alberta Plateau where sedimentation

appeared to be cumulatively associated with both timber and energy resource extraction. Stronger

relations were obtained with whole catchment (0.50–273 km2) measures of land use, suggesting that

fine sediment is efficiently transferred from hillslopes to the lake basins. While accounting for land use, a

climate signal was also detected with improved model fits obtained with the inclusion of catchment

warming. Further modeling results suggest that at least one critical control of reconstructed

sedimentation remains undetermined. Interdecadal rates of lake sedimentation in western Canada

have steadily increased during the late 20th century, following patterns of regional environmental

change.

� 2014 Elsevier Ltd. All rights reserved.
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Introduction

Elevated transfer of fine-grained sediment (silt and clay) in
drainage systems can adversely impact aquatic ecosystems in
downstream channels and water bodies. Effects of fine sediment
include direct and indirect harm to fish, invertebrates, and aquatic
plants, as well as diminished water quality for human use (Kerr,
1995; Miller et al., 1997). Contemporary land use can elevate
sediment delivery from forested catchments by increasing erosion
rates on cleared slopes, initiating erosion on road surfaces, and
increasing sediment transfer to watercourses by induced mass
wasting (Church, 2010). The combined effect (i.e. cumulative
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effect; Reid (1993)) of land use activities on watershed sediment
transfer to downstream water bodies is difficult to assess because
of the lack of adequate sediment gauge records, especially in
remote and mountainous regions where sediment transfer is
highly episodic and long-term catchment monitoring is rare. The
sampling and analysis of lacustrine (lake) sediment deposits can be
effective for determining anthropogenic impacts on past sediment
delivery from the contributing catchment (Foster, 2010). Lakes act
as a primary sink in the sediment cascade, and rates of lake
sediment accumulation reflect integrated upstream and upslope
processes of sediment transfer, as well as internal lake processes.
The lake sediment approach can avert some of the typical
limitations of drainage basin studies of land use impacts on
sediment transfer. Lake deposits represent a continuous record of
historical sediment transfer, enabling the selection of appropriate
time scales of analysis and the determination of background
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conditions and long-term trends. Chronological control is needed
for such reconstructions, and 210Pb radiometric dating has been
commonly applied for the purpose of studying sediment transfer
associated with contemporary (20th century to current) land use
activities, including urbanization (e.g. Ruiz-Fernández et al., 2005),
agriculture (e.g. McCarty et al., 2009), grazing (e.g. Garcia-
Rodriguez et al., 2002), mining (e.g. Osleger et al., 2008), and
timber harvesting (e.g. Van Furl et al., 2010).

Studies relating land use with records of lake sedimentation are
typically limited to one or a few lake catchments because of the
high cost and logistical effort associated with sediment recovery
and dating, on top of additional biological/chemical/physical
analyses. A global review of lake sediment-based studies by
Dearing and Jones (2003) investigated large-scale patterns of
sediment flux and the impact of land use and climate change on
those sedimentary records. In that review, it was observed that
with few exceptions, climate impacts were largely subordinate to
land use impacts for smaller catchments (<103 km2) and that the
magnitude of sedimentation increase was typically 5- to 10-fold
relative to pre-disturbance rates. Dearing and Jones (2003) note
that greater increases in sedimentation rates are qualitatively
associated with greater land use intensities, but the high variability
in the resolution, quality, and expression of reconstructed
sediment flux data complicates inter-catchment comparison. Rose
et al. (2011) provide another large-scale review of lake sedimen-
tation trends in Europe where consistent chronological control had
been obtained for the last �150 years by 210Pb dating. By
homogenizing the data into 25-year classes since 1850, they show
that there has been a general acceleration in sedimentation rates
during the second half of the 20th century. These increases in
lowland regions are ascribed to land use impacts, including both
allochthonous and autochthonous sediment sources, associated
primarily with agricultural activities and eutrophication effects,
respectively. The underlying causes for increased sedimentation in
upland lakes was less clear and climate change may be a factor.
Results from Rose et al. (2011) are congruent with Dearing and
Jones (2003), with 5- to 10-fold increases in sedimentation being
relatively common and generally associated with land use;
although, magnitudes of land use impacts within the study
catchments were not quantitatively described.

A large (>100 lake catchments) and consistent database of lake
sedimentation can be obtained for western Canada by combining
inventories developed by Spicer (1999), Schiefer et al. (2001a), and
Schiefer and Immell (2012). For all three of these studies, 210Pb was
used for reconstructing sediment accumulation rates over most or
all of the 20th century for the primarily purpose of assessing land
use impacts on sedimentation. A useful characteristic of these
studies is that they all incorporated detailed spatiotemporal
records of land use disturbances for all of the study catchments in
Geographic Information System (GIS) databases. The dominant
land use impact in the studies was timber harvesting and
associated road development during the mid- to late-20th century.
Many of the Schiefer and Immell (2012) catchments also
experienced extensive disturbances associated with fossil fuel
exploration and extraction during the last several decades. These
three studies all showed highly variable, although generally
positive, relations between elevated sedimentation and increased
densities of land use. Spicer (1999) found that the onset of forestry,
wildfire activity, and major earthquakes and storms could be
related to increased sedimentation, with the proximity of forestry
disturbances to stream channels and hillslope characteristics
influencing the severity of land use impacts. Schiefer et al. (2001a)
observed regionally variable trends in sedimentation and generally
increasing sedimentation rates irrespective of land use change, a
trend that may have been related to climate change; although,
signatures of land use were observed for some of the catchments
that experienced particularly high intensities of land use. Schiefer
and Immell (2012) observed a relation between forest road and
natural gas well densities within 50 m of watercourses and the
total magnitude of sedimentation increases over a half century. For
all three studies, regional signatures of land use were confounded
by natural disturbances, the complex response of the catchment
system to hydrogeomorphic events, and the high degree of
catchment uniqueness which limits inter-catchment comparisons.
The Schiefer et al. (2001a) dataset, which contains the largest
number of study catchments (70), has also been used to investigate
scaling relations between background sedimentation rates and
physiographic controls of the catchment area (Schiefer et al.,
2001b).

The purpose of this study is to re-analyze these databases of
lake sedimentation in western Canada using a more robust
method for relating temporal trends of sediment accumulation
with patterns of land use and climate change. To account for the
significant amount of unexplained or unknown sources of
catchment-specific variability, which we cannot deterministical-
ly model because of the high complexity in sediment transfer
spatially and temporally at the catchment scale, we used a mixed-
effects modeling approach (Wallace and Green, 2002). Mixed-
effect models explicitly separate fixed effects, in our case variance
in sedimentation associated with independent model variables,
from random effects, which includes catchment-specific variabil-
ity not associated with our model variables and possible
catchment-specific offsets from the fixed effects. Such a method
is well suited for repeated measure data where a dependent
variable (i.e., sedimentation rate) and some controlling indepen-
dent variables (i.e., environmental change variables) are observed
on multiple occasions (i.e., 210Pb dating intervals) for each
experimental unit (i.e., lake catchment). This kind of modeling
design can incorporate both static and time-varying covariates
associated with the repeated observations, allowing for appro-
priate statistical inferences of land use effects by simultaneously
examining within- and between-catchment data. The lake
sediment datasets for western Canada are well matched for this
analysis because of their consistency in sedimentation rate
reconstruction and associated development of GIS-based inven-
tories of land use history. The spatial distribution of study
catchments also represents a broad regional transect across the
Canadian cordillera.

Study area

Excluding the Spicer (1999) Vancouver Island sites, the study
catchments span a central portion of the Canadian cordillera, from
west central British Columbia to west central Alberta (Fig. 1). The
major physiographic units spanning the cordillera at this latitude,
from west to east, include the Insular Mountains, the Coast
Mountains, a mosaic of interior plateaus and mountains, and then
the Rocky Mountains which grade through a narrow foothills
region into the Alberta Plateau (Mathews, 1986). The Insular
Mountains of Vancouver Island and the Queen Charlotte Islands are
comprised of deformed volcanic and sedimentary rocks of accreted
terranes along the modern Pacific margin. Granitic rocks of the
Coast Plutonic Complex make up the rugged and high relief region
of the Coast Mountain ranges. The interior plateaus and mountains
are comprised of stratified and deformed sedimentary and volcanic
rocks associated primarily with intermontane terranes. Folded and
thrusted sedimentary rocks make up the Rocky Mountains with
foothills marking the approximate eastern limit of cordilleran
deformation at the transition to gently dipping sedimentary rocks
of the Alberta Plateau. Glacial landforms formed by the Cordilleran
Ice Sheet are dominant in all of the mountain ranges and till is a
primary surficial material across the region.



Fig. 1. Study area regions (after Mathews, 1986) and lake catchment locations. Catchment summary data is provided as supplementary data.
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Climate across the region is mainly controlled by topography
and the predominant flow of moisture-laden air from the north
Pacific. All of the mountain ranges exhibit orographic precipitation
patterns, with maritime air masses becoming increasingly modi-
fied for the more continental ranges. Cold and dry air masses
become a dominant climatic control only east of the Rocky
Mountains. Highest rates of precipitation occur on the west side of
the mountain ranges during the winter months when intensifica-
tion of the Aleutian low increases cyclonic-frontal activity.
Summer convection dominates the precipitation regime of the
plateau regions. Annual precipitation ranges from over 3000 mm
on windward slopes of the Insular and Coast mountains, to less
than 500 mm in the Coast Mountain rainshadow over much of the
central interior plateaus. Seasonal mean temperature fluctuations
range from about 2–15 8C at the coast to about �12–15 8C over the
Alberta Plateau. Climate and vegetation is strongly controlled by
elevation gradients in the mountain regions. Coniferous forests are
dominant below 1500 m with large segments having been cleared
in the more accessible valleys, plateaus, and moderate mountain
slopes during the 20th century to support forest industry and other
land uses. Between 1948 and 2003, there was a significant increase
in annual temperatures of 1–2 8C from the maritime to the most
inland lake catchment areas, and a minor (<10%) increase in
precipitation (Hengeveld et al., 2005).

The distribution of study catchments transects the Canadian
cordillera between about 53 and 568 N latitude (Fig. 1). Study
catchments on Vancouver Island represent the Insular Mountains,
but at a more southerly latitude of about 498 N. The distribution of
catchments is heterogeneous between physiographic regions, a
consequence of accessibility limitations, geographic focuses of the
individual studies, and, to a lesser extent, the geographic
occurrences of lakes. The interior Skeena Mountains and the
northwest portion of the Interior Plateau are overrepresented. The
Coast Mountains are sparsely represented and the Insular
Mountain lakes are highly concentrated in a small coastal region
of Vancouver Island. The Rocky Mountains are not represented in
the dataset beyond a few study catchments in the foothills region.
Study catchments on Vancouver Island and in the central to
eastern Interior Plateau are from the Spicer (1999) dataset. The
Vancouver Island is the most seismically active region of this study,
although no major earthquakes have occurred during the latter
half of 20th century, which is our primary period of interest for
assessing controls of sedimentation. The northwestern study
catchments, representing the Coast Mountains, Skeena Mountains,
and the northwest interior are from the Schiefer et al. (2001a)
dataset. The Coast Mountain catchments have the steepest and
most thinly mantled slopes. The eastern most study catchments,
representing the Foothills-Alberta Plateau are from the Schiefer
and Immell (2012) dataset. These eastern lake catchments have
experienced considerable land use disturbance associated with oil
and gas exploration and extraction, in addition to forestry
activities, whereas all other catchment regions have primarily
experienced only forestry-related land use impacts. Many of the
study catchments outside Vancouver Island and the Coast
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Mountains have probably experienced fires during the last half
century, but we do not assess fire-related impacts in this study.
More detailed background information on the individual catch-
ments and various study regions is provided by Spicer (1999),
Schiefer et al. (2001a), and Schiefer and Immell (2012). Study lakes
ranged in size from 0.06 to 13.5 km2 (mean = 1.51 km2) and
contributing catchment areas ranged in size from 0.50 to 273 km2

(mean = 28.5 km2).

Methods

Methods used for lake selection, sediment sampling and dating,
and GIS processing of catchment topography and land use history,
were highly consistent between the Spicer (1999), Schiefer et al.
(2001a), and Schiefer and Immell (2012) studies. Upland (first- to
third-order) lakes were selected that had a relatively simple
morphometry, were large enough in extent and depth to minimize
effects of both energetic deposition and biophysical reworking of
bottom sediment, and had low potential for sediment storage in
upstream water bodies. Sediment cores were obtained from the
deepest point of each lake using a 7.6 cm diameter Glew or Kaja–
Brinkhurst gravity corer (Glew et al., 2001). Cores were extruded at
0.25–1 cm intervals for standard bulk physical property analyses
and 210Pb radiometric dating using a Constant Rate of Supply (CRS)
model (Turner and Delorme, 1996). MyCore Scientific Inc. (Deep
River, Ontario, Canada) completed all of the 210Pb dating and
sedimentation rate calculations. GIS databases were used to store
spatiotemporal data relating to catchment topography and land
use history. Base topographic data was obtained from the Terrain
Resource Inventory Management (TRIM) program (1:20k) (Geo-
graphic Data BC, 2002) for catchments in British Columbia and
from the National Topographic System (NTS) database (1:50k)
(Natural Resources Canada, 2009) for catchments in Alberta. Land
use features were extracted and dated from provincial forest cover
maps, remotely sensed imagery (aerial photography and Landsat
imagery), and other land management maps, where available.
Additional methodological details associated with initial develop-
ment of the lake catchment inventories are provided by Spicer
(1999), Schiefer et al. (2001a), and Schiefer and Immell (2012).

We combined the three pre-existing datasets into a single
dataset (104 lake catchments) to represent contemporary patterns
of lake sedimentation and catchment land use in western Canada.
The 210Pb-based sedimentation rate profiles were smoothed from
their irregular raw chronologies to fixed, 5-year intervals from
1952–1957 to 1992–1997 (n = 9) (1952–1957 to 2002–2007
(n = 11) for the more recent Schiefer and Immell (2012) data) to
simplify the modeling and interpretation of nonlinear changes in
sedimentation rates over time, and to approximately match the
average observation frequency of land use covariates. The ending
of the last resampled intervals at 1997 and 2007 was convenient
because those were the sediment sampling years in the previous
studies used for this reanalysis. For smoothing, we calculated the
average sedimentation rate within each interval based on linear
interpolation between raw chronology dates. Minimal land use
activity had taken place in the study catchments during the first
half of the 20th century. We therefore used the median value from
1900 to 1952 as a measure of the pre-land use disturbance, or
‘background’, sedimentation rate for each lake. Use of a median
filter reduces the influence of episodically high sediment delivery
associated with extreme hydrogeomorphic events, such as severe
floods and extensive mass wasting. We chose not to use a
minimum pre-disturbance sedimentation rate as a measure of
background because analytical and sampling constraints in 210Pb
dating can yield erroneously old ages for deeper sections of core,
which could result in underestimation of background rates (e.g.
MacKenzie et al., 2011). We also did not incorporate data prior to
1900 in the background calculation because of the much greater
uncertainty in 210Pb dates and because many of the chronologies
do not extend that far back in time. All of the post-1952
sedimentation rates were divided by the background rate for
conversion to a dimensionless index of sedimentation relative to
the early 20th century.

We standardized the spatial datasets of catchment topography
and land use into a consistent GIS database structure, organized by
individual catchment, in terms of layer and attribute definitions.
The Spicer (1999) and Schiefer et al. (2001a) data were converted
from an older ARC/INFO format to a more recent Shapefile layer
format that matched the Schiefer and Immell (2012) data. Layers
that were available for all catchments included: catchment
boundary, rivers, lakes, coring location, a DEM, roads (temporal,
i.e. containing an attribute for known or estimated year of
construction), and cuts (temporal). The Foothills-Alberta Plateau
catchments also included seismic cutline and hydrocarbon well
(primarily for natural gas) layers of land use (temporal). We
developed GIS scripts to extract a suite of consistent variables for
representing catchment morphometry and land use history,
including: region (categorical), catchment area (km2), mean
catchment slope (%), road density (km/km2), cut density (km2/
km2), cutline density (km/km2), and well density (number of wells/
km2). All of the land use density variables were extracted for the
full catchment areas, as well as for four different buffer distances
from rivers and lakes (10 m, 50 m, 250 m, and 500 m) to quantify
land use densities at different proximities to water courses.

To assess potential relations between sedimentation trends and
climate change, we generated temperature and precipitation data
for each study catchment. Wang et al. (2012) combined regression
and spatial smoothing techniques to produce interpolated climate
data for western North America from the Parameter-elevation
Regressions on Independent Slopes Model (PRISM) gridded data
(Daly et al., 2002). An associated application (ClimateWNA, version
4.70) produces down-scaled, annual climate data from 1901 to
2009, including mean monthly temperature and precipitation,
suitable for the variable terrain of the Canadian cordillera. The
climate data generated for our analyses included mean monthly
temperature (8C) and total precipitation (mm) for times of the year
that represent open-water conditions (i.e. generally lacking ice
cover) (Apr–Oct) and closed-water conditions (Nov–Mar). This
climate data was added to our longitudinal dataset by using the
centroid coordinate for each catchment polygon as a PRISM
interpolation point. Given the degree of spatial interpolation of the
climate data, we do not attempt to resolve climatic gradients
within individual catchments. The land use and climate variables
were both resampled to the same 5-year interval used for the
sedimentation data (Table 1). These variables for describing
environmental change likely exhibit lower relative uncertainties
during the late 20th century because of improved land manage-
ment records and greater climate station counts, respectively.
Maximum spring temperature and maximum monthly rainfall
were included in preliminary model assessments in an attempt to
capture freshet and rainstorm flooding potential, but these
variables were not well suited for the temporal interval used
and they did not improve model fits.

We modeled relative sedimentation rates using a linear mixed-
effects design with the lme4 R package (Bates, 2005). We applied a
stepwise forward approach to build models with the variables in
Table 1, excluding cutline and well densities, for the analysis of the
full dataset of lake catchments. The sedimentation response
variable was log transformed to achieve approximate normality of
the residuals. Akaike’s information criterion (AIC) was used to
assess the relative goodness of fit for each model (Burnham and
Anderson, 2002). To more confidently estimate fixed effects on
sediment delivery, we assessed random intercept and random



Fig. 2. Box plot of background sedimentation rates by region for the study lakes.

Regions are: Insular Mountains (IM), Coast Mountains (CM), Nass Basin (NB),

Hazelton Mountains (HM), Skeena Mountains (SM), Nechako Plateau (NP), and

Foothills-Alberta Plateau (FAP).

Table 1
List of variables developed for mixed-effects modeling. Longitudinal variables follow a 5-year interval through the latter half of the 20th century, from 1952–1957 to 1992–

1997 (n = 9) (1952–1957 to 2002–2007 (n = 11) for the more recent data from the Foothills-Alberta Plateau region). All variables were standardized for model inputs.

Variable Type Description

sedimentation Longitudinal; dependent variable Sedimentation rate relative to 1900–1952 background (g m�2 a�1/g m�2 a�1)

catchment Static; categorical Lake catchment (104 levels, see Fig. 4)

region Region (6 levels, see Fig. 1)

area Static; continuous Catchment area (km2)

slope Mean catchment slope (%)

roads_x Longitudinal; x = 10 m, 50 m, 250 m,

500 m, or no_buf (buffer distance from watercourses)

Road density (km/km2)

cuts_x Cut density (km2/km2)

cutlines_x Cutline density (km/km2)

wells_x Well density (no. of wells/km2)

temp_x Longitudinal; x = open or closed

(Apr–Oct or Nov–Mar, respectively)

Mean monthly temperature (8C)

precip_x Total precipitation (mm)
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slope models (Schielzeth and Forstmeier, 2008) to control for the
repeated measures of sedimentation and environmental change,
including cumulative land use and climate change, by lake
catchment. The random intercept is interpreted as each catchment
having a variation from average pre-disturbance sedimentation
rates. A random slope is interpreted as a variation from the average
(fixed) slope effect.

An initial model was obtained through an exhaustive testing of
all one and two independent variable combinations, with all the
terms entered as a fixed effect only and as both a fixed effect and a
random effect by catchment. Higher-order models were obtained
by adding additional variables, again as fixed and as both fixed and
random effects. With each iteration, possible two-way interactions
were also included as candidate model terms, with a higher order
model only being accepted if the resulting AIC was lower by at least
two than that for the previous best model. For the best model,
diagnostic plots were used to check that no obvious trends were
seen in the residuals and that the residual distribution was
approximately normal. We used the same approach to assess
potential relations between sedimentation and energy extraction
related activities by including cutline and well density variables
using only the Foothills-Alberta Plateau region data.

Results

Sediment cores obtained in the previous studies were typically
several decimeters long (20–50 cm) and the sediments were
generally massive (i.e. lacking visible structure) with relatively low
dry bulk densities (typically 0.05–0.2 g cm�3) and moderately high
organic contents (typical 550 8C loss on ignition (LOI) of 20–50%).
Texture is assumed to be dominantly silt and clay because the
sediment logs only mention minor traces of fine sand for four lakes
with high local relief. A few of the sediment records from
mountainous catchments in northwestern British Columbia
contained faint rhythmites segments, which were interpreted as
varves (annual deposits) because of high agreement between
corresponding estimates of accumulation rates from 210Pb dating
(Schiefer et al., 2001a). For most study catchments, 210Pb-based
background lake sedimentation rates (1900–1952 medians)
ranged from about 20–200 g m�2 a�1 (Fig. 2). Only the mountain-
ous catchment regions, excluding the Vancouver Island-Insular
Mountains, contained a significant number of lakes with back-
ground rates exceeding 200 g m�2 a�1. A few lakes in the Coast and
Skeena mountains exhibited very high background rates
(>1000 g m�2 a�1). Relatively low rates (<20 g m�2 a�1) were
observed for most of the Insular Mountain lake catchments.

Environmental changes experienced by the lake catchments in
the study are described by our suite of land use and climate change
variables (Table 1). Cumulative intensities of land use increased
steadily for study catchments overall, especially shown by the
trends in road density (Fig. 3). For the late 20th century, averaged
road densities were highest for the Insular Mountains (up to
1.90 km km�2) and lowest for the Coast Mountains (up to
0.26 km km�2). By the end of the century, other region catchments
had intermediate road densities ranging between 0.46 and
0.80 km km�2. Land use histories for individual study catchments
were temporarily variable. The percentage of unroaded catch-
ments over the period of analysis ranged from 0 to 44% for the
Insular and Coast mountain regions, respectively. Road densities in
excess of 2 km km�2 were observed for several Insular Mountain
catchments, one Nechako Plateau catchment, and one Nass Basin
catchment. Land use variables are all positively correlated, with
highest correlations occurring between road and cut density and
between seismic cutline and hydrocarbon well density (Foothills-
Alberta Plateau region only). Temperature and precipitation
differences among regions and individual lake catchments are
related to elevation, continentality, and orographic setting.
Temperature data show interdecadal fluctuations and an increas-
ing trend since the mid 20th century for all regions (Fig. 3).
Precipitation has increased slightly over the same period and high
correlations are observed among temperature and precipitation



Fig. 3. Land use and climate change experienced by the study catchments since the mid 20th century, including road density and open-water season temperature plots by

region and correlation matrices for all land use (entire catchment) and climate change variables for the complete dataset (italicized correlations are not significant at a = 0.05).

Fig. 4. Trellis plot showing smoothed sedimentation rates relative to pre-1952 (background) lake sedimentation (black dots) with linear time trends (thick black lines) for

individual study catchments during the second half of the 20th century. Lake names are above each trellis subplot. Colored lines show land use histories, including cumulative

road, cut, cutline, and well densities. Temporal summary data by catchment is provided as additional supplementary data.
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Table 2
Counts (and percentages) of post-1950 lake sediment profiles that exhibit

decreasing and increasing trends over time and that have mean sedimentation

rates above and below the background rate.

Decreasing trend Increasing trend

Mean above background 12 (11.5%) 60 (57.7%)

Mean below background 14 (13.5%) 18 (17.3%)

Table 4
Best linear mixed model for the Foothills-Alberta Plateau catchments with

log(sedimentation) as the dependent variable (n = 156). Independent variables are

cuts_no_buf and cutlines_no_buf as random effects (grouped by catchment) and fixed

effects, and temp_closed as a fixed effect.

Random effects Fixed effects

Std. deviation Estimate Std. error t value

Intercept 0.751 0.565 0.227 2.485

cuts_no_buf 0.542 0.280 0.170 1.645

cutlines_no_buf 0.146 0.175 0.047 3.744

temp_closed – 0.215 0.065 3.329

Residual 0.207 – – –
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change variables. Minor regional differences in climate fluctua-
tions include reduced interdecadal variability in highly continental
(i.e. Foothills and Alberta Plateau) temperatures during the open-
water season and in coastal (i.e. Insular and Coast mountain)
temperatures during the closed-water season, as well as greater
interdecadal variability in coastal precipitation between seasons
and regions.

Sedimentation trends during the second half of the 20th
century are highly variable between lake catchments (Fig. 4);
although, rates more commonly exceed those during the first half
of the century (background) and more commonly exhibit an
increasing trend (Table 2). The median change in sedimentation
rates by the end of the 20th century is about 50% greater than
background. Although increased sedimentation often corresponds
with greater land use intensities, any such relation is highly
inconsistent among the catchments. For example, there are lakes
for which sedimentation rates have steadily increased to over
double their background rate without corresponding increases in
land use (Arbor, Beta, Farewell, and Justine lakes), and there are
lakes for which sedimentation rates have decreased or have been
nearly flat while land use activities have greatly increased (e.g.
Cataract, Jakes, and Sugsaw lakes). Sedimentation trends are
approximately linear for a large number of lake catchments.
Curvilinear and spiked patterns are also observed in the sediment
records, with nonlinear increases in sedimentation only occasion-
ally coinciding with temporal patterns of land use (Fig. 4).
Sedimentation rates have accelerated in the late 20th century
for Boomerang, Chisholm, Mitten, Pentz, and Pitoney lakes despite
dramatically different trends in land use. Distinctive spikes in
sedimentation to over triple the background rate occurred at the
onset of land use or during periods of intense land use in Elizabeth
and Maggie lakes, while similar episodic sedimentation conversely
occurred in the absence of land use or preceding land use in Haney
and Octopus lakes.

The best mixed-effects model relating sedimentation (log
transformed) to our watershed variables (Table 1) obtained
through our stepwise procedure included roads_no_buf, cuts_-

no_buf, and temp_closed variables as fixed effects and their
interactions with catchment as random effects (Table 3). Random
effect parameters show that there is high variability between
lake sedimentation rates, both for intercept and slope coeffi-
cients. Residual variability in log(sedimentation) is �0.44 times
Table 3
Best linear mixed model fit for the full catchment inventory using the lme4 R

package (Bates, 2005) with log(sedimentation) as the dependent variable (n = 1066).

Independent variables are cuts_no_buf, roads_no_buf, and temp_closed, all as random

effects (grouped by catchment) and fixed effects, for the second half of the 20th

century (1952–).

Random effects Fixed effects

Std. deviation Estimate Std. error t value

Intercept 1.057 0.158 0.109 1.459

cuts_no_buf 0.394 0.081 0.079 1.022

roads_no_buf 0.393 0.289 0.070 4.135

temp_closed 0.478 0.144 0.070 2.057

Residual 0.442 – – –
the background sedimentation rate for about two thirds of the lake
catchments. Positive fixed effect estimates for the model intercept,
as well as with roads_no_buf, cuts_no_buf, and temp_closed, indicate
that higher rates of sedimentation correspond to the post-1952
period in the absence of recorded environmental change, as well as
to greater whole-catchment road and cut densities and higher
temperatures during the closed water season. The relation with
sedimentation change is most significant for road density,
intermediate for temperature change, and least significant for
forest clearing.

For the Foothills-Alberta Plateau catchments that experienced
forestry and energy extraction land uses, subsetted model results
are similar to those obtained for the full catchment inventory.
Positive fixed effect estimates for the intercept, land use densities
(all types), and temperature suggest that higher sedimentation
rates correspond to the post-1952 period, higher densities of land
use, and warmer temperatures. The best model contained
cuts_no_buf and cutlines_no_buf as both fixed and random effects,
and temp_closed as a fixed effect variable (Table 4). For this subset
of catchments, land use and climate change fixed effects are
associated with a relatively low proportion of model variance
relative to random effects (between-catchment).

Discussion

The general lack of notable event structures (e.g. turbidites) or
distinct lamina in the sediment records suggests that the
dominantly massive sediments may have accumulated in relative-
ly stable lake environments during the past century. Background
sedimentation rates (Fig. 2) are low relative to those for other
studied lakes in western Canada (Schiefer et al., 2001b). Other
studies have largely focused on proglacial lakes in more
mountainous terrain for the purpose of examining signatures of
extreme hydrogeomorphic events (e.g. Desloges and Gilbert, 1994)
or to reconstruct long-term environmental change from varve
records (e.g. Menounos et al., 2005). The low background
sedimentation rates for the Vancouver Island-Insular Mountains
is likely associated with greater lake to watershed size ratios for
those study catchments. Related estimates of specific sediment
yield for those catchments are in the order of 5–25 Mg km�2 yr�1,
which is similar to yields from other regions of British Columbia
(Schiefer et al., 2001b). Greater sedimentation rates are observed
for study lakes in the other montane regions; especially for the
Coast Mountains, where high remobilization of Quaternary
sediment and low downstream sediment storage characterizes
the sediment cascade (Church and Slaymaker, 1989). A few lakes
exhibited anomalously high rates of background sedimentation
(>1000 g m�2 yr�1), which could be related to major and long-
lasting (i.e. interdecadal) hydrogeomorphic disturbances (Schiefer
et al., 2001a). Long-term recovery from such disturbances could
explain some of the low relative sedimentation rates observed
during the late 20th century (Fig. 4).
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Overall, study catchments have experienced considerable
environmental change during the latter half of the 20th century
(Fig. 3). For most catchments, the intensity of land use has been
dominantly controlled by forestry activities, with higher cut and
road densities associated with greater amounts of timber harvest-
ing. In the Foothills-Alberta Plateau region, land use intensities are
controlled by both forestry and energy resource industries, with
the latter being associated with expansive seismic cutline and
hydrocarbon well development. Observed climatic changes over
the last 50 years, including about a 1 8C increase in mean monthly
temperature and minor increases in precipitation, during both
open- and closed-water seasons, are consistent with regional
climate change trends reported for western Canada over a similar
period (Hengeveld et al., 2005). Interdecadal temperature fluctua-
tions among the study regions largely reflect spatiotemporal
influences of the Pacific Decadal Oscillation (Whitfield et al., 2010).

Relations between environmental change and sedimentation
have been explored previously for the study catchments by Spicer
(1999), Schiefer et al. (2001a), and Schiefer and Immell (2012).
Those studies reported inconsistent relations among sediment
records and inventoried trends of land use (Fig. 4). In many cases,
relations were confounded by natural disturbances and other land
use impacts. During the first half of the 20th century, several major
earthquakes and rainstorm-generated floods were associated with
episodes of highly elevated sedimentation in many Vancouver
Island lakes. Increased sedimentation in Cataract, Fredrick, and
Toquart lakes during the 1950s and Maggie and Toquart lakes in
the early 1970s may be related to a major central island earthquake
(Mag. 7.6, 1946) and storm event (Hurricane Freda, 1962),
respectively. Moderately elevated sedimentation in Woodcock
and Justine lakes of the Interior Plateau during the mid 20th
century were attributed to wildfire activity, with subsequent
recovery to near background rates for Woodcock and no such
recovery for Justine. Short-term, but intensive mining during the
1960s and more gradually increasing mining activity mid-century
were associated with an episodic pulse of sedimentation and long-
term increases of sedimentation for Maggie and Aldrich lakes,
respectively. A more detailed examination of the Maggie Lake
sediment record by Arnaud and Church (1999) found that elevated
sedimentation was plausibly related to both mining activity and
Hurricane Freda. Minor urbanization or industrial activity has also
taken place in Bear, Iosegun, Smoke, and Takysie lakes, all of which
have experienced increasing sedimentation rates during the
second half of the 20th century. Increased sedimentation in
Takysie Lake was linked to eutrophication caused by human
activity (Reavie and Smol, 1998). Shoreline camping and recreation
are other potential land use impacts, especially for the interior
catchment regions, which could elevate nutrient and sediment
delivery. Early trail and road development along major transpor-
tation corridors may have impacted sedimentation rates in the
early to mid 20th century. There are also many examples of
cordilleran lakes where there were major sedimentation increases
with no known causes (Spicer, 1999; Schiefer et al., 2001a; Schiefer
and Immell, 2012).

Despite highly variable sedimentation patterns and the many
confounding natural and land use effects, some general trends are
observed. Sedimentation rates during the second half of the 20th
century are more commonly above estimated background rates
and more commonly exhibit an increasing temporal trend
(Table 2). Greater increases often occur for lake catchments that
have experienced greater intensities of land use or more diverse
land use histories (Spicer, 1999; Schiefer et al., 2001a; Schiefer and
Immell, 2012). Increases in sedimentation up to double the
background rate are typical in our dataset, and there are a few lakes
where 4-fold increases are approached (Fig. 4). This is low relative
to the 5- to 10-fold increases reported as being typical in the
analysis of global and European sedimentation records by Dearing
and Jones (2003) and Rose et al. (2011), respectively. Some of that
variation is likely related to methodological differences. For
example, we calculated background sedimentation rates as the
median rate for the first half of the 20th century, whereas Rose
et al. (2011) used 1850–1875 or basal sedimentation rates as
background. But perhaps more significantly, many of the global
and European study catchments have experienced greater
intensities of land use (e.g. complete deforestation, intensive
agriculture, or rapid urbanization) and/or have had longer histories
of industrialization.

Our compiled inventory of lake sedimentation includes
consistently derived variables that describe variations in catch-
ment conditions since the mid 20th century, including land use
density and climate change. These environmental data and our
associated analyses provide further support that elevated sedi-
mentation rates in lakes of western Canada may be related to land
use impacts. Other studies of land use effects on sediment transfer
in forested catchments are dominantly based on assessments of
water quality or channel conditions relatively short distances
downstream of land use impacts (for example, see Gomi et al.
(2005) review paper). Such studies often focus on the importance
of preserving riparian buffers, maintaining bank stability, and
limiting road crossings for controlling fluvial sediment. With our
mixed-effects modeling, full-catchment (i.e. not buffered) road and
cut densities were most strongly associated with lake sedimenta-
tion rates (Table 3). The presence of multiple land use variables in
the best fit models suggests that sedimentation is related to
cumulative land use impacts. Unlike that for background
sedimentation, relative sedimentation trends during the late
20th century did not exhibit regional, spatial scale, or slope
controls (c.f. Schiefer et al., 2001a,b). Fixed- and random-effect
parameters indicate that greater densities of land use correspond
with increased sedimentation; however, there is a large amount of
inter-catchment variability in this relation. The inclusion of
roads_no_buf and cuts_no_buf densities instead of related buffered
variables in the best model suggests that considering land use
proximity to watercourses does not strengthen the relation
between land use and elevated sedimentation. Since fine sediment
is deposited at the mid-lake coring sites, this could indicate the
prevalence of supply-limited sediment transfer, with effective
slope-channel coupling, and low catchment potential for storage
for that mobilized fraction.

The lack of a proximity effect between land use and lake
sedimentation in our analysis contradicts some findings of Spicer
(1999) and Schiefer and Immell (2012) based on their analyses of
corresponding catchment subsets. The absence of region interac-
tions in our best models suggests that this inconsistency is not
simply a regional effect. The differences in interpreting a proximity
effect may be related to analytical disparities among studies. Spicer
(1999) converted sedimentation rates to estimates of catchment
yield based on the relative size of each lake and the assumption
that coring sites were representative of lake-wide sedimentation.
Canonical correlations were then used to relate land use and
landscape characteristics to sediment yields with pseudoreplica-
tion of the sediment response data by lake catchment. This analysis
was done for the full regional datasets as well as for a subset of
most topographically similar lakes identified from variables
describing catchment morphometry and a similarity index.
Variables correlated with sediment yield included an impact
statistic for timber harvesting, density of streamside logging, road
density, road density on slopes exceeding 30 degrees, and the
density of stream crossings. Schiefer and Immell (2012) only
related total land use impacts to relative change of sedimentation
rates over a single half-century interval for each lake using linear
regression. They found the strongest relation for land use activities
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that occurred within 50 m of watercourses. The Schiefer et al.
(2001a) study only qualitatively assessed land use impacts on
estimates of sediment yield derived from lake sedimentation rates.
In our mixed-effects modeling approach, inter-catchment differ-
ences are only expressed as random effects by catchment because
the area and slope variables were absent in the best models. In all of
these studies, it is important to acknowledge that the effect of
proximity is difficult to assess because of high correlations
between the densities of land use at varying proximities. The
correlation between roads_10 m and roads_no_buf and cuts_10 m

and cuts_no_buf exceeds 0.7 and 0.9 for the full dataset,
respectively. Furthermore, proximity to watercourses may not
be a sufficient parameter to evaluate connectivity between
hillslopes and river channels. Distance between system compo-
nents may be related to connectivity, but a more thorough
examination should integrate the spatial arrangement of land use,
topography, and watercourse characteristics for each watershed.
Such an assessment is the goal of future research with our
compiled dataset. There is an associated need for sediment budget
and sediment source studies to further improve our understanding
of sediment transfer processes in natural and disturbed water-
sheds. The few such available studies have indicated the
importance of road surface erosion and debris slides following
forestry impacts (e.g. Reid et al., 1981; Roberts and Church, 1986;
Jordan, 2006). Most other studies are based on small-scale, site
specific processes, lack funding for long-term measurement, and
are limited to short-term pre- and post-harvest sampling schemes
(Gomi et al., 2005).

Our mixed-effects modeling of lake sedimentation in the
Foothills-Alberta Plateau region yielded positive fixed effect
coefficients for all paired variable combinations of land use. As
with the full dataset, it is difficult to determine the relative
influence of different land use impacts on sedimentation because
of high correlations between land use variables (Fig. 3) and a large
proportion of model variance is associated with random effects by
catchment (i.e. inter-catchment differences). With the best model
containing both cuts_no_buf and cutlines_no_buf as fixed-effect
variables (Table 4), both forestry- and energy-related land use
activities appear to cumulatively relate to rates of sedimentation.
Few studies have previously examined the impact of natural gas
extraction on watershed sediment transfer. Measurements of
sediment erosion from well pads in Texas (Williams et al., 2008;
McBroom et al., 2012) and an examination of water quality data in
Pennsylvania (Olmstead et al., 2013) have all related elevated
fluvial sediments to the presence of gas wells.

We also explored the potential influence of interdecadal climate
change in our modeling of lake sedimentation in western Canada.
The importance of extreme hydroclimatic events on episodic
sediment transfer is well established (e.g. Church et al., 1989), and
many anomalous pulses of sedimentation in our study dataset
have been attributed to specific floods (Spicer, 1999; Schiefer et al.,
2001a; Schiefer and Immell, 2012). Contemporary climate change
was proposed as an explanation for increasing sedimentation rates
in some of the undisturbed study lakes, but no associated empirical
relations were explored. Effects of climate change were hard to
discern in the global review of lake sediment records by Dearing
and Jones (2003) because of the compounding and dominant effect
of land use. In relatively undisturbed lake catchments in upland
areas of Europe, generally increasing trends in sedimentation have
been attributed to the likely influence of climate change, but
controlling climate attributes remain uncertain (Rose et al., 2011).
None of these large-scale studies attempted to quantitatively
relate lake sedimentation patterns with longer term climate
change (only individual extreme events). Our stepwise analysis
with mixed effects modeling included multiple variables describ-
ing climate change over the last half century (Table 1). Best models
for the entire catchment inventory and the Foothills-Alberta
Plateau subset included climate variables temp_open and temp_-

closed, respectively. The two temperature variables are highly
correlated, and model fits are negligibly affected when they are
interchanged. Increasing temperatures, both in the open- and
closed-water seasons, can be associated with elevated autochtho-
nous or allochthonous sedimentation by increasing aquatic and
terrestrial productivity, as well as potentially increasing the
proportion of precipitation falling as rain. The temperature
variables are moderately correlated with precipitation (Fig. 3),
so the mechanisms for climatic effects remain uncertain. We were
limited in our analysis to using climate variables based on monthly
data and, therefore, could not assess storminess which may better
relate to allochthonous sediment transfer. Although it is widely
known that short-term rainfall events can be a more dominant
control on sedimentation, the data constrained us to only explore
the potential influence of long term precipitation change which
would largely control cumulative runoff at coarse temporal scales.

Process-based studies of lake catchments are needed to
understand the mechanisms of how climate-driven changes may
affect sedimentation and to differentiate between autochthonous
production and allochthonous inputs. The lack sediment source
discrimination is a major limitation of our study. The Spicer (1999)
analyses for Vancouver Island and central to eastern Interior
Plateau lakes included systematic, LOI-based estimates of organic
content. Regression models by Spicer (1999) yielded better fits
between land use and inorganic sedimentation, suggesting that
forestry activities may have elevated mineralogenic sediment
delivery. It is important to note, however, that changing organic
fractions could also influence composition trends and that organic
sediment sources can be aquatic or terrestrial based. Significantly
more sediment analyses would be needed for any possible attempt
of such discrimination. Inconsistent LOI measurements from our
other regional records showed that organic matter tended to
increase up core. Such a trend could be associated with increased
autochthonous production or allochthonous inputs over time, both
of which could be related to land use by nutrient or debris transfer.
Alternatively, diagenesis could be influencing some of the
sediment composition trends (e.g. decomposition of organics over
time).

To account for the potential effect of diagenesis or some other
unknown linear control over time on the sediment records (Fig. 4)
(e.g. a bias associated with the sampling or dating methods), we
tried adding a standardized time variable (interval year) as a fixed
and random effect to our best models. For both the complete
inventory and the Foothills-Alberta Plateau subset models,
estimates of land use and temperature fixed effects were greatly
reduced, although most remained as positive coefficients. Even
with this addition of a linear trend in time, the continued inclusion
of all fixed effect variables continued to yield better overall
models (based on AIC), than with any combination removed. This
could further support the land use and climate relations with
sedimentation; however, those environmental changes are
correlated with time and multicollinearity inhibited model
interpretation. We noted that model fits were significantly
improved with time included, suggesting that a highly time
correlated process or methodological artifact remains undefined.
The most robust relation we observed throughout model
development was between sedimentation rate and catchment
road density. When added to the models, interaction coefficients
between land use variables and time are positive, implying that
land use effects have not been reduced by improving practices
over time. Detailed and long-term monitoring of lake catchment
systems may be necessary for further explaining environmental
controls and ongoing land use impacts on sediment delivery
processes.
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Conclusions

Sediment transfer from small, upland catchments is of broad
interest because of disproportionate delivery to continental
margins (Milliman and Syvitski, 1992; Dearing and Jones, 2003),
and is of local interest because of effects on downstream water
quality and health of aquatic ecosystems (Kerr, 1995; Miller et al.,
1997). Although sediment accumulation is highly variable among
lake catchments across the Canadian cordillera, we show that
trends in sedimentation relate to cumulative land use and, to a
lesser degree, climate change. We used mixed effects modeling to
analyze our dataset of lake catchment sedimentation and
environmental change to account for the significant amount of
inter-catchment variability in sedimentation processes, both
spatially and temporally, that we could not assess deterministi-
cally. Increased densities of roads and forest clearing were
associated with increased sedimentation for the full lake
catchment inventory. Land use effects were more difficult to
discern for the Foothills-Alberta Plateau subset of catchments;
although, cumulative impacts associated with both forestry and
energy extraction were still detected. The relation between road
density and sedimentation was the most consistent and robust of
all fixed effects across catchments ranging in area, relief, and
physiographic region. Stronger relations were obtained from
whole catchment measures of land use density, suggesting that
the fine sediment fraction is efficiently transferred from hillslopes
to the central lake basin in these upland watersheds. Climate
change was also related to sedimentation rates, with better model
fits obtained for seasonal temperatures than for precipitation. The
analysis of lake sediments will likely continue to be important for
establishing long-term patterns of sediment transfer, especially for
remote upland regions, where there is little availability of
monitoring data. Our inventory of lake sedimentation and
environmental change in the lake catchment is one of the largest
such datasets (104 lakes) in the literature, and it is unique in its
incorporation of consistently developed histories of environmental
change spanning over half a century. Future modeling efforts
should further assess sediment transfer connectivity from
hillslopes and use techniques that accommodate complex sedi-
ment responses that may result from multiple forcing factors (e.g.
Simpson and Anderson, 2009). Sediment budget studies are also
needed to discriminate between autochthonous and allochthonous
sediment sources and to resolve underlying processes that link
land use and climate change to lake sedimentation.
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A global strategy for road building
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Oscar Venter1, David P. Edwards5, Ben Phalan6, Andrew Balmford6, Rodney Van Der Ree7 & Irene Burgues Arrea8

The number and extent of roads will expand dramatically this century1.
Globally, at least 25 million kilometres of new roads are anticipated
by 2050; a 60% increase in the total length of roads over that in 2010.
Nine-tenths of all road construction is expected to occur in develop-
ing nations1, including many regions that sustain exceptional biodi-
versity and vital ecosystem services. Roads penetrating into wilderness
or frontier areas are a major proximate driver of habitat loss and frag-
mentation, wildfires, overhunting and other environmental degrada-
tion, often with irreversible impacts on ecosystems2–5. Unfortunately,
much road proliferation is chaotic or poorly planned3,4,6, and the rate
of expansion is so great that it often overwhelms the capacity of envi-
ronmental planners and managers2–7. Here we present a global scheme
for prioritizing road building. This large-scale zoning plan seeks to
limit the environmental costs of road expansion while maximizing
its benefits for human development, by helping to increase agricul-
tural production, which is an urgent priority given that global food
demand could double by mid-century8,9. Our analysis identifies areas
with high environmental values where future road building should
be avoided if possible, areas where strategic road improvements could
promote agricultural development with relatively modest environ-
mental costs, and ‘conflict areas’ where road building could have size-
able benefits for agriculture but with serious environmental damage.
Our plan provides a template for proactively zoning and prioritizing
roads during the most explosive era of road expansion in human history.

A multitude of factors is promoting rapid road expansion globally,
including a quest for valuable resources such as timber, minerals, oil and
arable land, and initiatives to increase regional trade, transportation and
energy infrastructure4,7. Yet, while new roads can promote social and
economic development10,11, they also can open a Pandora’s box of envi-
ronmental problems2–7. This is especially the case in pristine or frontier
regions, where new roads often dramatically increase land colonization,
habitat disruption, and overexploitation of wildlife and natural resources2–6.
It is broadly understood that the best strategy for maintaining the integ-
rity of wilderness areas is by ‘avoiding the first cut’—keeping them road-
free4—because deforestation is highly contagious spatially12 and because
new roads tend to spawn networks of secondary and tertiary roads that
greatly increase the extent of environmental damage4. Unfortunately,
new roads are now penetrating into many of the world’s last surviving
wildernesses, including the Amazon2,5,6,10, New Guinea13, Siberia14 and
the Congo Basin3,8,15.

However, some roads generate substantial social and economic ben-
efits with only modest environmental costs. Particularly in developing
nations, vast expanses of land have been settled but have low agricultural
productivity because of poor access to fertilizers and modern farming
technologies11,16. In such contexts, new roads—or road improvements
such as paving—could increase access to agricultural supplies and markets,
facilitating production increases and lowering post-harvest crop losses13,17.
As such accessible areas tend to sustain more prosperous rural livelihoods,
they may also act as ‘magnets’, attracting colonists away from environ-
mentally vulnerable frontier areas, such as the margins of forests17,18. In

this way, improving transportation in suitable areas could help to con-
centrate and improve agricultural production, raising farm yields11,13 while
potentially promoting land sparing for nature conservation19.

Despite the pivotal role that roads have in human land-use, efforts
to plan and zone roads are extremely inadequate. First, although roads
increasingly dominate much of Earth’s land surface (Fig. 1), many roads
are unmapped, especially in developing nations; in the Brazilian Amazon,
for example, the total length of unofficial or illegal roads is nearly triple
that of official roads20. Second, environmental-impact assessments often
place the burden of proof on road opponents21,22, who rarely have suf-
ficient information on rare species, biological resources and ecosystem
services23 needed to determine the actual environmental costs of roads.
Third, many road assessments are limited in scope4,22, focusing only on
the direct effects of road building while ignoring its critical indirect effects,
such as promoting deforestation, fires, poaching and land speculation.
Finally, because there is no strategic, proactive system for zoning roads
globally, road projects must be assessed with little information on their
broader context (see the 2013 report on high-risk road development by
the Conservation Strategy Fund; http://conservation-strategy.org/sites/
default/files/field-file/CSFPolicyBrief_14_english_1.pdf). This increases
the burden on road planners and evaluators, who are being swamped by
the unprecedented pace of contemporary road expansion2–7,11,15,20.

For these reasons, we devised a ‘global roadmap’ to identify areas in
which roads or road improvements are likely to have major costs or ben-
efits. The map has two components: an environmental-values layer that
estimates the natural importance of ecosystems, and a road-benefits layer
that estimates the potential for increased agricultural production, in part
via new or improved roads. Combining these two layers allows us to
identify areas where roads or road upgrades could have large potential
benefits, areas where road building should be avoided wherever possible,
and conflict areas where their potential costs and benefits are both sizeable.

We created the environmental-values layer (Fig. 2a) by integrating
global data sets on three classes of parameters: biodiversity (number of
threatened terrestrial-vertebrate species, estimated number of plant spe-
cies per ecoregion); key wilderness habitats (G200 terrestrial ecoregions,
important bird areas and endemic bird areas, biodiversity hotspots, fron-
tier forests, high-biodiversity wilderness areas); and carbon storage and
climate-regulation services of the local ecosystem (see Methods and Sup-
plementary Figs 1–11). Values for each class were equally weighted, rescaled
(range: 0–1) and then averaged to produce the environmental-values
layer. Regions that scored highly on this layer include wet and humid
tropical and subtropical forests, Mediterranean ecosystems, wildlife-rich
savanna woodlands in South America and Africa, many islands, certain
mountain ranges, and some higher-latitude forests, among others.

The road-benefits layer (Fig. 2b) identifies areas where new roads or
road improvements could potentially help to improve agricultural pro-
duction. Like the environmental-values layer, it is a relative index (range:
0–1). In general terms, areas that score highly on this layer have been
largely converted to agriculture (and thus have little native vegetation
remaining), are relatively low-yielding despite having soils and climates
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broadly suitable for agriculture, are not so distant from urban markets
that crop-transportation costs would be prohibitive even with new or
improved roads, and are expected to see large future increases in agricul-
tural production to meet projected food or export demands (see Methods
and Supplementary Figs 12–16 for details of how these data sets were
integrated). All continents have regions that score highly, including parts
of south Asia, east and southeast Asia, West and East Africa, central Eur-
asia, west-central North America, Central America and Mexico, and the
Atlantic region of South America.

We classified each of the environmental-values (Fig. 2a) and road-
benefits (Fig. 2b) layers into deciles and then cross-tabulated them to

generate 100 unique colour combinations (see Supplementary Infor-
mation for details). In this scheme, green-shaded areas are where road
building would have relatively high environmental costs and only modest
potential benefits for agriculture. Red-shaded areas are the opposite, with
high potential to increase agricultural production and lower scores on the
environmental-values axis. Black and dark-shaded areas are ‘conflict
zones’ with high values on both axes, whereas white and light-shaded
areas are lower priorities for both environment and agriculture.

On top of this scheme we overlaid polygons for 177,857 protected areas
(Supplementary Fig. 17) globally, using available data from the World
Database on Protected Areas (http://www.wdpa.org). Protected areas

Figure 1 | The distribution of major roads globally. Roads are indicated
in black; white areas lack mapped roads. The quality of road maps varies
greatly among nations, with many smaller and unofficial roads remaining
unmapped. We generated this map using data from the integrated gROADS
database (http://sedac.ciesin.columbia.edu/data/set/groads-global-roads-
open-access-v1 accessed 7 June 2014); Center for International Earth Science

Information Network - CIESIN - Columbia University, and Information
Technology Outreach Services - ITOS - University of Georgia. 2013. Global
Roads Open Access Data Set, Version 1 (gROADSv1). Palisades, NY: NASA
Socioeconomic Data and Applications Center (SEDAC). http://dx.doi.org/
10.7927/H4VD6WCT.

a

High : 1

Low : 0

b

High : 1

Low : 0

Figure 2 | The environmental-values and road-benefits layers. a, b, The
environmental-values layer (a) integrates data on terrestrial biodiversity, key
habitats, wilderness, and environmental services. The road-benefits layer

(b) shows areas broadly suitable for agricultural intensification, where new
roads or road improvements could potentially promote increased production.
See Supplementary Information for data sources.
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were zoned fully green because we judged that they should be free of
new roads wherever possible, given that roads can facilitate illegal acti-
vities such as poaching, encroachment, and vehicle-related road-kill of
wildlife2–4 that are contrary to the goals of protected-area management24,25.

The resulting global roadmap (Fig. 3) attempts to portray key relative
risks and rewards of road building for each 1-km2 pixel on Earth’s land
surface. In broad terms, our map illustrates the enormous potential for
environmental loss and degradation as a result of contemporary road
expansion (Table 1 and Supplementary Fig. 18). Roads are currently pro-
liferating or planned in many areas categorized as having high environ-
mental values but only modest agricultural potential, such as the Amazon
Basin, parts of the Asia-Pacific region, and higher-latitude forests in the
Northern Hemisphere.

The roadmap also reveals extensive conflict areas (Fig. 3), where environ-
mental and agricultural values are both high, particularly in Sub-Saharan
Africa, Madagascar, Central America, the Mediterranean, southeast and
south-central Asia, the Andes, and the Atlantic region of South America.
Conflict zones often occur in regions with rapid population growth, high
species endemism, or both. In total, 1.97 billion hectares (16.5% of global
land area) fall into conflict areas (Table 1). Land-use pressures in such
regions are mounting rapidly; it has been estimated that, unless current
agricultural yields markedly improve, approximately 1 billion hectares
of additional farming and grazing land will be needed by 2050 to meet
projected food demands9, with extensive additional lands converted for
production of biofuels26.

However, our road-planning scheme also suggests that many areas
could be targeted for agricultural production increases with relatively
modest environmental costs. Such areas include expanses of the Indian
subcontinent, central Eurasia, the Irano-Anatolian region, and African
Sahel, among others (Fig. 3). In total, 1.46 billion hectares of land (12.3%

of global land area) is zoned red (Table 1), suggesting that there is con-
siderable potential on every continent to increase agricultural produc-
tion, by raising yields on existing farming and grazing land.

Although improved roads or other transportation can facilitate agricul-
tural yield increases11,13,17,18, additional measures—such as investments in
improved farming methods, fertilizers and, where appropriate, irrigation—
will also be essential. A particular challenge will be devising strategies
to help developing nations with exceptional environmental values, such
as Madagascar and Indonesia (Fig. 2a), to meet pressing economic and
food-production needs while limiting the environmental costs of rapid
road development. For such nations, international payments for ecosys-
tem services, ecotourism, and sustainable harvesting of native production
forests could potentially help to balance economic and environmental
priorities27. A further priority when planning road and agricultural invest-
ments is to consider how factors such as inter-annual weather variability
or projected future climate change could impact on crop yields28.

The global roadmap we created underscores the potential benefits and
need for strategic road planning, but actual road planning will be under-
taken at smaller national or regional scales. For this, we created more
detailed maps that show finer-scale features (for example, Extended Data
Fig. 1). These maps and their components are freely available (http://
global-roadmap.org) and can be combined with additional data, such as
more detailed information on topography, soils, existing croplands and
local road networks, to facilitate road planning.

Integrating local information is important because the drivers and
environmental impacts of road construction will vary in different con-
texts. For example, in arable, largely road-free areas of East Africa (Fig. 4a),
new roads driven by a burgeoning mining boom11,29 could provoke major
land-use changes and habitat loss. Yet expanding roads from timber and
mining operations could also have large impacts in Siberia (Fig. 4b), even
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Figure 3 | A global roadmap. Shown are priority road-free areas (green
shades), priority agricultural areas (red shades), conflict areas (dark shades),
and lower-priority areas (light shades). Values of the environmental-values and

road-benefits layers are each divided into deciles, yielding 100 unique colour
combinations. See Supplementary Information for details and data sources.

Table 1 | Percentages of seven geographical regions that fall into four broad categories on the global roadmap
Zone Africa Asia Australia Europe North and Central America South America Oceania Global

Conserve 29.03 45.69 34.21 26.44 47.39 66.28 95.29 46.31
Agriculture 7.93 12.44 3.63 32.92 11.35 6.83 0.23 12.29
Conflict 24.75 14.87 7.01 9.10 8.70 15.74 0.58 16.54
Low-tension 38.30 27.00 55.15 31.54 32.55 11.14 3.89 32.67
Total area 29,805 44,174 7,693 9,670 23,395 17,662 412 132,811

Data on the total areas of each region are given in km2 x 103. ‘Conserve’ zones are where road building would have relatively high environmental costs (above-median environmental values; Fig. 2a) and modest
potential agricultural benefits (below-median road-benefits values; Fig. 2b). ‘Agriculture’ zones have the opposite attributes (above-median road-benefits values and below-median environmental values).
‘Conflict’ zones have both above-median environmental values and above-median road-benefits values, whereas ‘low-tension’ zones are lower priorities for both environment and agriculture (with below-median
environmental and road-benefits values). See Supplementary Fig. 18 for a map of these zones.
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though agricultural potential is limited, by promoting forest fires and
clearing14. In general, we expect road impacts to be lowest in unproduc-
tive, arid regions, moderate in carbon-rich ecosystems such as higher-
latitude forests, and most damaging in species- and carbon-rich ecosystems
such as tropical forests, particularly where few roads currently exist.

We see our global road-mapping scheme as a working model—an
important first step towards strategic road planning to reduce environ-
mental damage—that can be downscaled and tailored for particular cir-
cumstances. We believe such proactive planning should be a central
element of any discussion about road expansion and associated land-
use zoning13,30. Given that the total length of new roads anticipated by
mid-century1 would encircle the Earth more than 600 times, there is
little time to lose.

Online Content Methods, along with any additional Extended Data display items
andSourceData, are available in the online version of the paper; references unique
to these sections appear only in the online paper.
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Figure 4 | Mapped roads overlaid onto the roads-benefits layer. a, b, In
eastern Africa (a) and Siberia (b), roads are rapidly expanding into relatively
road-free areas, but for different reasons. Narrow black lines indicate mapped

roads. In both regions, areas with darker-red colours have greater agricultural
potential than those with lighter colours. See Supplementary Information for
data sources.
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METHODS
We used ArcGIS 10.1 and IDRISI Selva to integrate spatial data relevant to our
global roadmap. Analyses were conducted using Goode’s homolosine equal-area
projection and a 1-km2 pixel size, yielding ,132.8 million pixels for Earth’s ter-
restrial surface (excluding Antarctica). Larger freshwater bodies (.50 km2) were
removed before analysis but land areas under ice or permafrost were not excluded.
A small fraction (2.21%) of all pixels lacked data (mostly in Greenland) and so were
excluded from the analysis.

We created the environmental-values layer (Fig. 2a) by integrating global data
sets on biodiversity (number of threatened terrestrial-vertebrate species, estimated

number of plant species per ecoregion); key wilderness habitats (G200 terrestrial
ecoregions, important bird areas and endemic bird areas, biodiversity hotspots,
frontier forests, high-biodiversity wilderness areas); and carbon storage and climate-
regulation services of the local ecosystem (Supplementary Figs 1–11). Areas that scored
highly on the road-benefits layer (Fig. 2b) were defined by having: a high propor-
tion of land already under farming or grazing; soils and climates that are broadly
suitable for agriculture; large agricultural yield gaps; large projected increases in future
agricultural production; and the potential to access urban markets with improved
transportation (Supplementary Figs 12–16). The global data sets that comprise the
environmental-values and road-benefits layers, and the methods by which they
were integrated, are described in detail in the Supplementary Information.
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Extended Data Figure 1 | Roadmaps for northern South America and
Sub-Saharan Africa. Magnified images such as these could be integrated
with local-scale data to facilitate actual road planning. Values of the

environmental-values and road-benefits layers are each divided into deciles,
yielding 100 unique colour combinations. See Supplementary Information for
data sources.
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SI Materials and Methods
Current Stocks and Fluxes.Live tree biomass and dead tree biomass
were calculated using ecoregion- and species-specific allometric
equations that use both height and diameter (DBH) in the equa-
tions for predicting bole and coarse root volume as well as bark,
branch, and foliage biomass. Fine root biomass was calculated from
coarse root biomass (1). In cases where an ecoregion- and or
species-specific equation was not available, substitutions were made
by genus or like form (e.g., pines with tap roots). Ecoregion-specific
wood density data were used to convert bole and coarse root volume
to biomass with substitutions made by genus, like form, etc. Dead
tree branch, bark, and foliage biomass were adjusted based on
decay class (e.g., a decay class of “0” indicates many branches and
some foliage are still present versus higher decay classes indicating
more to complete branch, bark, or foliage loss). Downed dead
wood biomass was calculated by FIADB v.4.0 methods (line
transect method for piece volume by size class), and species- and
size-specific wood densities were reduced by decay class. Stump
abundance was estimated from a relationship between stand age
and the number of tree records on the plot recorded as “cut or
removed.” Stump volume was calculated as a cylinder 1 ft in height
with an average DBH by species and age class, and was converted
to biomass using decay class-adjusted, species-specific wood den-
sities as for downed wood. Understory biomass (seedlings and
shrubs) was calculated from shrub volume (percent cover and
height), combined with an allometric equation database developed
from harvested shrubs in previous studies (2–4) and from the shrub
extension to BIOPAK (5). Again, substitution for species not rep-
resented in the database was applied by genus, family, like form, etc.
Litter and duff biomass estimates were the product of plot average
depth and material carbon density provided for each forest type in
the FIA database tables. Conversions to carbon were calculated
based on a carbon density of 0.5 for all live pools (Tables S1 and S2).
For NPP and NEP, we used a mass-balance approach with data

from FIA and >200 regional study plots. NPP of woody com-
ponents (branches and stems) was computed from the difference
in biomass at two points in time divided by the measurement
interval. Previous diameter and height for each tree were used to
calculate the previous biomass. Previous diameter was derived
from current diameter and radial increment. Previous height was
recorded on remeasured trees or modeled for unmeasured trees
in the previous inventory using diameter-height equations (3).
Woody shrub, foliage, and fine root NPP were calculated from
the additional regional plot data (2).
NEP was computed from NPP minus Rh using a mass balance

approach (6):

NEP= aboveground NPP− dead  wood  decomposition
− litterfall+Δ  root+Δ  soil  C.

We estimated NEP from aboveground NPP minus dead wood de-
composition minus litterfall plus the change in coarse and fine
root carbon and the change in soil carbon (4). We assumed that
annual soil respiration is in balance with litterfall, belowground

carbon allocation, and change in carbon in roots and soils. Dead-
wood decomposition was estimated using a global dataset of wood
decomposition rates for tree species modified by response to tem-
perature, precipitation, diameter, and position [standing or downed
wood (7)]. FoliageNPPwas estimated from foliage biomass divided
by leaf retention time. Litterfall was estimated from foliage NPP
and 20% mass loss on abscission. We assumed litterfall turns over
annually (losses equal additions to litter pool). Change in coarse
root carbon was calculated as the difference between coarse root
NPP and decomposition of dead tree and stump coarse roots. Change
in soil C was estimated from an observed relationship with stand age
calculated from a synthesis of chronosequence plot data in Ore-
gon (8), where stand ages <50 y are losing soil carbon at the rate
of 0.05–1.0 Mg C ha−1·y−1, and then increased at rates of 0.01–
0.05 Mg C ha−1·y−1 until no net change at ∼200 y. We assumed
no change in fine root carbon.
NECB is NEP minus losses due to fire or harvest, and it deter-

mines whether a forest is a net source or sink of atmospheric carbon
dioxide (9). Harvest histories were constructed using Oregon De-
partment of Forestry historical datasets. Harvest volumes were
converted to biomass removals using wood density data (10) (Tables
S3 and S4). Fire emissions were computed using annual burn area
estimates for each severity class (low, moderate, and high; Moni-
toring Trends in Burn Severity database), biomass data, and region-
specific combustion factors for each pool [large stems, small stems,
downed dead wood, understory vegetation, standing dead wood, and
litter pools (11, 12)]. Monitoring Trends in Burn Severity dataset
burn areas are at least 404 ha in size (1,000 acres), which accounts for
92% of the total burn area of forests in the western United States
(13). TheMonitoring Trends in Burn Severity data on burn area are
consistently correlated with field measurements in conifer forests of
the western United States.

Uncertainty Analysis. For the observation-based analysis, Monte
Carlo simulations were used to conduct an uncertainty analysis
with the mean and SDs for NPP and Rh calculated using several
approaches. For NPP, three sets of allometric equations were
used to estimate the uncertainty due to variation in region- and/
or species-specific allometry. The full suite of species-specific
equations that use tree diameter (DBH) and height (preferred)
were compared with a DBH-only national set and with a grouped
forest-type set. For Rh, the variation in the calculated decomposition
rate was used to quantify the uncertainty. A species-specific lookup
table of decay constants was compared with decay constants that
were allowed to vary by genus, precipitation, and temperature or by
class, precipitation, and temperature. Finally, uncertainty in NECB
was calculated as the combined uncertainty of NEP, fire emissions
(10%), harvest emissions (7%), and land cover estimates (10%)
using the propagation of error approach. Uncertainty in CLM4.5
model simulations and LCA was quantified by combining the un-
certainty in the observations used to evaluate the model, the un-
certainty in input datasets (e.g., remote sensing), and the uncertainty
in the LCA coefficients (14).
Methods for Tables S3–S5 are provided in the main text.
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Fig. S1. Live tree biomass in primary forests from Oregon and other regions. Live tree biomass (kg C m−2; aboveground + belowground) for primary forests in
Oregon’s mesic ecoregions relative to primary forests in other parts of the world. Each bar denotes median live tree biomass in a region, while whiskers denote
minimum and maximum live tree biomass across a network of plots. Summaries for Oregon and California were derived using data from one of our earlier
studies for stands >300 y old (1). Summaries from southern Alaska (2), Brazil (3), and Costa Rica (4) were drawn from the literature, with belowground biomass
estimated using root/shoot ratios for each biome (5) and biomass assumed to be 50% carbon. Mts, Mountains.
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Fig. S2. Evaluation of simulated aboveground tree carbon. Comparison between observed aboveground tree carbon stocks derived from FIA surveys and
simulated by CLM4.5. Estimates are provided for the state and by ecoregion. Ecoregions include the Coastal Range (CR), Klamath Mountains (KM), Western
Cascades (WC), Eastern Cascades (EC), and Blue Mountains (BM). The intrabox line denotes median value, box edges denote the 25th and 75th percentiles, and
whiskers extend the interquartile range 1.5-fold.
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Fig. S3. Evaluation of simulated total burn area and emissions. Comparison of total area burned (A) and emissions (B) from 1990 to 2014 for Oregon as
derived from the Monitoring Trends in Burn Severity (MTBS) dataset and as simulated by CLM 4.5. The Biscuit Fire emissions were removed for the comparison
in B to assess the model’s ability to predict average fire conditions rather than large anomalous fires. The MTBS dataset is based on Landsat satellite observations.
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Table S1. State total carbon stocks by ecoregion (Tg·C)

Ecoregion Live trees Dead trees CWD* FWD Shrubs
Litter and

duff Soil C Total C

2001–2005
Blue Mountains 230.32 39.49 35.74 0.32 2.55 44.88 226.18 579
West Cascades 481.52 52.96 48.05 0.77 6.21 43.62 249.98 883
Coast Range 328.87 18.87 31.43 0.80 8.19 42.30 211.47 641
Columbia Plateau 2.03 0.32 0.31 0.00 0.02 0.39 1.95 5
East Cascades 137.16 21.62 22.44 0.19 1.78 31.72 129.93 345
Klamath Mountains 214.59 24.29 19.97 0.34 2.72 18.50 112.53 393
Northern Basin 11.16 2.17 1.55 0.02 0.10 2.27 10.95 28
Willamette Valley 48.91 5.31 4.87 0.08 0.62 4.44 25.57 90

State total 1,454.57 165.03 164.37 2.52 22.20 188.13 968.57 2,965
2006–2010
Blue Mountains 235.71 37.13 35.68 0.31 2.70 40.74 224.01 576
West Cascades 481.45 53.38 47.77 0.78 6.31 43.00 249.83 883
Coast Range 334.77 22.74 32.17 0.87 8.44 38.91 213.40 651
Columbia Plateau 2.10 0.30 0.32 0.00 0.02 0.35 1.94 5
East Cascades 141.64 19.04 19.27 0.20 2.04 19.91 128.84 331
Klamath Mountains 215.64 24.67 20.31 0.35 2.76 18.65 113.46 396
Northern Basin 11.22 2.13 1.51 0.02 0.12 2.19 10.95 28
Willamette Valley 49.19 5.36 4.88 0.08 0.64 4.44 25.67 90

State total 1,471.71 164.75 161.89 2.62 23.04 168.20 968.10 2,960
2011–2015
Blue Mountains 238.20 38.34 37.63 0.33 2.88 42.08 224.98 584
West Cascades 489.55 54.02 47.77 0.76 5.88 42.99 249.48 890
Coast Range 379.02 30.02 32.79 0.79 5.91 38.13 209.50 696
Columbia Plateau 2.09 0.31 0.34 0.00 0.03 0.37 1.94 5
East Cascades 140.54 26.38 18.57 0.18 2.05 25.42 130.37 344
Klamath Mountains 217.21 24.59 20.11 0.35 2.58 18.29 112.83 396
Willamette Valley 12.20 2.33 1.60 0.02 0.14 2.41 10.92 30
Northern Basin 49.89 5.44 4.90 0.08 0.60 4.40 25.57 91

State total 1,528.70 181.42 163.72 2.52 20.06 174.10 965.58 3,036

Values are derived from inventory (FIA) and >200 intensive plots. FWD, fine woody debris.
*Coarse woody debris (CWD) does not include stumps.
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Table S2. State mean carbon stocks by ecoregion (Mg C ha−1)

Ecoregion Live trees Dead trees CWD FWD Shrubs Litter and duff Soil C Total C

2001–2005
Blue Mountains 62.13 10.65 9.64 0.09 0.69 12.11 61.02 156.32
West Cascades 172.13 18.93 17.18 0.28 2.22 15.59 89.36 315.69
Coast Range 155.91 8.95 14.90 0.38 3.88 20.05 100.25 304.32
Columbia Plateau 54.13 8.49 8.28 0.07 0.62 10.41 51.86 133.87
East Cascades 61.37 9.67 10.04 0.09 0.80 14.19 58.13 154.29
Klamath Mountains 171.33 19.39 15.94 0.27 2.17 14.77 89.85 313.73
Northern Basin 60.13 11.68 8.35 0.09 0.53 12.22 59.01 152.01
Willamette Valley 168.49 18.30 16.77 0.27 2.15 15.31 88.08 309.38

State average 115.31 13.08 13.03 0.20 1.76 14.91 76.78 235.07
2006–2010
Blue Mountains 63.58 10.02 9.63 0.08 0.73 10.99 60.43 155.46
West Cascades 172.10 19.08 17.07 0.28 2.26 15.37 89.31 315.47
Coast Range 158.70 10.78 15.25 0.41 4.00 18.45 101.17 308.76
Columbia Plateau 55.94 8.03 8.44 0.07 0.64 9.39 51.54 134.05
East Cascades 63.37 8.52 8.62 0.09 0.91 8.91 57.65 148.07
Klamath Mountains 172.17 19.70 16.21 0.28 2.20 14.89 90.59 316.05
Northern Basin 60.43 11.46 8.12 0.10 0.64 11.78 58.98 151.50
Willamette Valley 169.43 18.47 16.81 0.28 2.20 15.30 88.41 310.90

State average 116.66 13.06 12.83 0.21 1.83 13.33 76.74 234.67
2011–2015
Blue Mountains 64.26 10.34 10.15 0.09 0.78 11.35 60.69 157.66
West Cascades 175.00 19.31 17.08 0.27 2.10 15.37 89.18 318.31
Coast Range 179.68 14.23 15.55 0.37 2.80 18.08 99.32 330.02
Columbia Plateau 55.63 8.38 9.11 0.08 0.69 9.97 51.69 135.55
East Cascades 62.88 11.80 8.31 0.08 0.92 11.38 58.33 153.69
Klamath Mountains 173.42 19.63 16.06 0.28 2.06 14.60 90.09 316.14
Willamette Valley 65.72 12.53 8.64 0.10 0.73 13.00 58.81 159.53
Northern Basin 171.86 18.73 16.88 0.27 2.05 15.15 88.06 313.01

State average 121.18 14.38 12.98 0.20 1.59 13.80 76.54 240.67

Values are derived from inventory (FIA) and >200 intensive plots. FWD, fine woody debris.
*Coarse woody debris (CWD) does not include stumps.

Table S3. Forest sector emissions (million tCO2e·y
−1) calculated from the LCA

Period Utility fuel WD1* WD2†
Total wood product

emissions‡
Wood substitution

credits
Net wood product

emissions

2001–2005 −1.18 −8.67 −51.85 −61.70 29.09 −32.61
2006–2010 −1.06 −7.84 −52.00 −60.91 26.30 −34.60
2011–2015 −1.18 −8.72 −53.79 −63.69 29.23 −34.45

Average emissions are calculated for each period.
*WD1 is emissions in manufacturing processes.
†WD2 is wood decomposed over time from product use.
‡Total wood product emissions are the sum of utility fuel, WD1, and WD2.
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Table S4. Forest sector emissions averaged over each period (million tCO2e·y
−1)

Period NECB* Fire emissions
Net wood product

emissions†
Forest sector
emissions‡

Energy sector
emissions§

Total emissions
(forest + energy sectors)

2001–2005 62.41 −8.69 −32.61 −41.30 −64.65 −105.95
2006–2010 68.32 −6.56 −34.60 −41.16 −65.49 −106.65
2011–2015 68.98 −3.56 −34.45 −38.01 −59.85 −97.86

Energy sector emissions are shown separately for comparison, and the sum of forest and energy sector emissions is used to determine the role of the forest
carbon sink (NECB) in reducing total emissions to the atmosphere. Net emissions to the atmosphere are shown as negative values (Fig. 1).
*NECB is calculated from NEP minus fire emissions and harvest removals.
†Net wood product emissions are from Table S3.
‡Forest sector emissions are the sum of utility fuels, fire, and net wood product emissions. The estimates include cradle-to-grave emissions calculated by the LCA.
§Energy sector emissions are those reported by the Oregon Global Warming Commission (1), and include transportation, residential/commercial, industrial,
and agriculture emissions, subtracting forest utility fuel emissions to avoid double counting. The state estimates of energy sector emissions do not include
cradle-to-grave emissions.

1. Oregon Global Warming Commission (2017) Biennial Report to the Legislature (Oregon Global Warming Commission, Salem, OR).

Table S5. Projected ecoregion percent change in NECB (Tg C)
comparedwith BAU for the combined afforestation, reforestation,
and reduced harvest scenarios for 2050 and 2100

Ecoregion 2050 change, % 2100 change, %

Blue Mountains 11 9
West Cascades 47 42
Coast Range 77 8
Columbia Plateau 0 1
East Cascades 98 60
Klamath Mountains 166 106
Willamette Valley 0 0
Northern Basin 0 0

Table S6. Increase in NECB (million tCO2e) for each strategy
compared with BAU management in each period

Strategy 2025 2050

BAU 3 4
Afforestation 4 4
Reforestation 4 4
Reduced harvest 5 6

Total 13 14
8% offset (energy sector GHG emissions) 0.9 3.6
8% offset (total GHG emissions) 2.1 8.4

Values are shown for periods with GHG targets. Offsets are 8% of target
emission reductions, which are 20% of 1990 levels by 2025 and 80% below
1990 levels by 2050.
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Table S7. Grass seed crop reduction in irrigation demand due to afforestation

Year Grass crop area, ha
Irrigation demand total,

billion m3·y−1
Irrigation demand
per hectare,* m3·y−1

Reduced irrigation demand,†

billion m3·y−1

2015 238,679 413 1,730,027 220
2050 235,600 412 1,748,277 222
2100 220,524 405 1,838,234 233

Grass crop area and irrigation demand are projected under future climate and management scenarios using hydrology and
agricultural models (Willamette Water 2100, 2017) (1).
*Irrigation demand per hectare was computed from an agricultural water demand submodel, which estimates daily water
demand for each crop type, where ET is a function of climate, crop type, crop growth state, and available soil water capacity.
A crop decision submodel determines the crop type by calculating the probability of growing several crop categories and
accounts for irrigation water rights.
†Reduced irrigation demand is due to afforestation of 127,000 ha of irrigated grass seed crop that can support native forests
without irrigation under future climate conditions.

1. Hudiburg TW, Law BE, Thornton PE (2013) Evaluation and improvement of the community land model (CLM4) in Oregon forests. Biogeosciences 10:453–470.
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Strategies to mitigate carbon dioxide emissions through forestry
activities have been proposed, but ecosystem process-based in-
tegration of climate change, enhanced CO2, disturbance from fire,
and management actions at regional scales are extremely limited.
Here, we examine the relative merits of afforestation, reforesta-
tion, management changes, and harvest residue bioenergy use in
the Pacific Northwest. This region represents some of the highest
carbon density forests in the world, which can store carbon in
trees for 800 y or more. Oregon’s net ecosystem carbon balance
(NECB) was equivalent to 72% of total emissions in 2011–2015. By
2100, simulations show increased net carbon uptake with little
change in wildfires. Reforestation, afforestation, lengthened har-
vest cycles on private lands, and restricting harvest on public lands
increase NECB 56% by 2100, with the latter two actions contribut-
ing the most. Resultant cobenefits included water availability and
biodiversity, primarily from increased forest area, age, and species
diversity. Converting 127,000 ha of irrigated grass crops to native
forests could decrease irrigation demand by 233 billion m3·y−1.
Utilizing harvest residues for bioenergy production instead of leav-
ing them in forests to decompose increased emissions in the short-
term (50 y), reducing mitigation effectiveness. Increasing forest carbon
on public lands reduced emissions compared with storage in wood
products because the residence time is more than twice that of wood
products. Hence, temperate forests with high carbon densities and
lower vulnerability to mortality have substantial potential for reduc-
ing forest sector emissions. Our analysis framework provides a tem-
plate for assessments in other temperate regions.

forests | carbon balance | greenhouse gas emissions | climate mitigation

Strategies to mitigate carbon dioxide emissions through for-
estry activities have been proposed, but regional assessments

to determine feasibility, timeliness, and effectiveness are limited and
rarely account for the interactive effects of future climate, atmo-
spheric CO2 enrichment, nitrogen deposition, disturbance from
wildfires, and management actions on forest processes. We examine
the net effect of all of these factors and a suite of mitigation strat-
egies at fine resolution (4-km grid). Proven strategies immediately
available to mitigate carbon emissions from forest activities in-
clude the following: (i) reforestation (growing forests where they
recently existed), (ii) afforestation (growing forests where they did
not recently exist), (iii) increasing carbon density of existing for-
ests, and (iv) reducing emissions from deforestation and degra-
dation (1). Other proposed strategies include wood bioenergy
production (2–4), bioenergy combined with carbon capture and
storage (BECCS), and increasing wood product use in build-
ings. However, examples of commercial-scale BECCS are still
scarce, and sustainability of wood sources remains controversial
because of forgone ecosystem carbon storage and low environmental
cobenefits (5, 6). Carbon stored in buildings generally outlives
its usefulness or is replaced within decades (7) rather than the
centuries possible in forests, and the factors influencing prod-
uct substitution have yet to be fully explored (8). Our analysis
of mitigation strategies focuses on the first four strategies, as
well as bioenergy production, utilizing harvest residues only and
without carbon capture and storage.

The appropriateness and effectiveness of mitigation strate-
gies within regions vary depending on the current forest sink,
competition with land-use and watershed protection, and envi-
ronmental conditions affecting forest sustainability and resilience.
Few process-based regional studies have quantified strategies that
could actually be implemented, are low-risk, and do not depend
on developing technologies. Our previous studies focused on re-
gional modeling of the effects of forest thinning on net ecosystem
carbon balance (NECB) and net emissions, as well as improving
modeled drought sensitivity (9, 10), while this study focuses mainly
on strategies to enhance forest carbon.
Our study region is Oregon in the Pacific Northwest, where

coastal and montane forests have high biomass and carbon se-
questration potential. They represent coastal forests from northern
California to southeast Alaska, where trees live 800 y or more and
biomass can exceed that of tropical forests (11) (Fig. S1). The
semiarid ecoregions consist of woodlands that experience frequent
fires (12). Land-use history is a major determinant of forest carbon
balance. Harvest was the dominant cause of tree mortality (2003–
2012) and accounted for fivefold as much mortality as that from fire
and beetles combined (13). Forest land ownership is predominantly
public (64%), and 76% of the biomass harvested is on private lands.

Significance

Regional quantification of feasibility and effectiveness of forest
strategies to mitigate climate change should integrate observa-
tions and mechanistic ecosystem process models with future cli-
mate, CO2, disturbances from fire, and management. Here, we
demonstrate this approach in a high biomass region, and found
that reforestation, afforestation, lengthened harvest cycles on
private lands, and restricting harvest on public lands increased net
ecosystem carbon balance by 56% by 2100, with the latter two
actions contributing the most. Forest sector emissions tracked
with our life cycle assessment model decreased by 17%, partially
meeting emissions reduction goals. Harvest residue bioenergy use
did not reduce short-term emissions. Cobenefits include increased
water availability and biodiversity of forest species. Our improved
analysis framework can be used in other temperate regions.

Author contributions: B.E.L. and T.W.H. designed research; B.E.L., T.W.H., and P.C.B. per-
formed research; M.E.H. contributed new reagents/analytic tools; B.E.L., L.T.B., J.J.K., and
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tributed the substitution model.
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(https://www.fia.fs.fed.us/tools-data/).
1To whom correspondence should be addressed. Email: bev.law@oregonstate.edu.

This article contains supporting information online at www.pnas.org/lookup/suppl/doi:10.
1073/pnas.1720064115/-/DCSupplemental.

www.pnas.org/cgi/doi/10.1073/pnas.1720064115 PNAS Latest Articles | 1 of 6

EN
V
IR
O
N
M
EN

TA
L

SC
IE
N
CE

S
SU

ST
A
IN
A
BI
LI
TY

SC
IE
N
CE

http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1720064115/-/DCSupplemental
http://crossmark.crossref.org/dialog/?doi=10.1073/pnas.1720064115&domain=pdf&date_stamp=2018-03-16
https://creativecommons.org/licenses/by-nc-nd/4.0/
https://creativecommons.org/licenses/by-nc-nd/4.0/
http://terraweb.forestry.oregonstate.edu/FMEC
http://terraweb.forestry.oregonstate.edu/FMEC
https://daac.ornl.gov/NACP/guides/NACP_TERRA-PNW.html
https://daac.ornl.gov/NACP/guides/NACP_TERRA-PNW.html
https://www.fia.fs.fed.us/tools-data/
mailto:bev.law@oregonstate.edu
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1720064115/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1720064115/-/DCSupplemental
www.pnas.org/cgi/doi/10.1073/pnas.1720064115
reviewer
Highlight

reviewer
Highlight

reviewer
Highlight



Many US states, including Oregon (14), plan to reduce their
greenhouse gas (GHG) emissions in accordance with the Paris
Agreement. We evaluated strategies to address this question: How
much carbon can the region’s forests realistically remove from the
atmosphere in the future, and which forest carbon strategies can
reduce regional emissions by 2025, 2050, and 2100? We propose
an integrated approach that combines observations with models
and a life cycle assessment (LCA) to evaluate current and future
effects of mitigation actions on forest carbon and forest sector
emissions in temperate regions (Fig. 1). We estimated the recent
carbon budget of Oregon’s forests, and simulated the potential to
increase the forest sink and decrease forest sector emissions under
current and future climate conditions. We provide recommenda-
tions for regional assessments of mitigation strategies.

Results
Carbon stocks and fluxes are summarized for the observation
cycles of 2001–2005, 2006–2010, and 2011–2015 (Table 1 and
Tables S1 and S2). In 2011–2015, state-level forest carbon stocks
totaled 3,036 Tg C (3 billion metric tons), with the coastal and
montane ecoregions accounting for 57% of the live tree carbon
(Tables S1 and S2). Net ecosystem production [NEP; net primary
production (NPP) minus heterotrophic respiration (Rh)] aver-
aged 28 teragrams carbon per year (Tg C y−1) over all three
periods. Fire emissions were unusually high at 8.69 million metric
tons carbon dioxide equivalent (tCO2e y−1, i.e., 2.37 Tg C y−1) in
2001–2005 due to the historic Biscuit Fire, but decreased to
3.56 million tCO2e y−1 (0.97 Tg C y−1) in 2011–2015 (Table S4).
Note that 1 million tCO2e equals 3.667 Tg C.
Our LCA showed that in 2001–2005, Oregon’s net wood

product emissions were 32.61 million tCO2e (Table S3), and 3.7-
fold wildfire emissions in the period that included the record fire
year (15) (Fig. 2). In 2011–2015, net wood product emissions were
34.45 million tCO2e and almost 10-fold fire emissions, mostly due
to lower fire emissions. The net wood product emissions are
higher than fire emissions despite carbon benefits of storage in
wood products and substitution for more fossil fuel-intensive
products. Hence, combining fire and net wood product emis-
sions, the forest sector emissions averaged 40 million tCO2e y−1

and accounted for about 39% of total emissions across all sectors
(Fig. 2 and Table S4). NECB was calculated from NEP minus
losses from fire emissions and harvest (Fig. 1). State NECB was
equivalent to 60% and 70% of total emissions for 2001–2005 and
2011–2015, respectively (Fig. 2, Table 1, and Table S4). Fire
emissions were only between 4% and 8% of total emissions from

all sources (2011–2015 and 2001–2004, respectively). Oregon’s for-
ests play a larger role in meeting its GHG targets than US forests
have in meeting the nation’s targets (16, 17).
Historical disturbance regimes were simulated using stand age

and disturbance history from remote sensing products. Comparisons
of Community Land Model (CLM4.5) output with Forest Inventory
and Analysis (FIA) aboveground tree biomass (>6,000 plots) were
within 1 SD of the ecoregion means (Fig. S2). CLM4.5 estimates of
cumulative burn area and emissions from 1990 to 2014 were 14%
and 25% less than observed, respectively. The discrepancy was
mostly due to the model missing an anomalously large fire in 2002
(Fig. S3A). When excluded, modeled versus observed fire emis-
sions were in good agreement (r2 = 0.62; Fig. S3B). A sensitivity
test of a 14% underestimate of burn area did not affect our final
results because predicted emissions would increase almost equally
for business as usual (BAU) management and our scenarios,
resulting in no proportional change in NECB. However, the ratio
of harvest to fire emissions would be lower.
Projections show that under future climate, atmospheric carbon

dioxide, and BAUmanagement, an increase in net carbon uptake due
to CO2 fertilization and climate in the mesic ecoregions far outweighs
losses from fire and drought in the semiarid ecoregions. There was not
an increasing trend in fire. Carbon stocks increased by 2% and 7%
and NEP increased by 12% and 40% by 2050 and 2100, respectively.
We evaluated emission reduction strategies in the forest sector:

protecting existing forest carbon, lengthening harvest cycles, re-
forestation, afforestation, and bioenergy production with product
substitution. The largest potential increase in forest carbon is in the
mesic Coast Range andWest Cascade ecoregions. These forests are
buffered by the ocean, have high soil water-holding capacity, low
risk of wildfire [fire intervals average 260–400 y (18)], long carbon
residence time, and potential for high carbon density. They can
attain biomass up to 520 Mg C ha−1 (12). Although Oregon has
several protected areas, they account for only 9–15% of the total
forest area, so we expect it may be feasible to add carbon-protected
lands with cobenefits of water protection and biodiversity.
Reforestation of recently forested areas include those areas im-

pacted by fire and beetles. Our simulations to 2100 assume regrowth
of the same species and incorporate future fire responses to climate
and cyclical beetle outbreaks [70–80 y (13)]. Reforestation has the
potential to increase stocks by 315 Tg C by 2100, reducing forest sector
net emissions by 5% by 2100 relative to BAU management (Fig. 3).
The East andWest Cascades ecoregions had the highest reforestation
potential, accounting for 90% of the increase (Table S5).
Afforestation of old fields within forest boundaries and non-

food/nonforage grass crops, hereafter referred to as “grass crops,”
had to meet minimum conditions for tree growth, and crop grid
cells had to be partially forested (SI Methods and Table S6). These
crops are not grazed or used for animal feed. Competing land uses
may decrease the actual amount of area that can be afforested.
We calculated the amount of irrigated grass crops (127,000 ha)
that could be converted to forest, assuming success of carbon
offset programs (19). By 2100, afforestation increased stocks by

– FireNPP – Rh – HarvestNECB = 

Fig. 1. Approach to assessing effects of mitigation strategies on forest
carbon and forest sector emissions. NECB is productivity (NPP) minus Rh and
losses from fire and harvest (red arrows). Harvest emissions include those
associated with wood products and bioenergy.

Table 1. Forest carbon budget components used to compute
NECB

Flux, Tg C·y−1 2001–2005 2006–2010 2011–2015 2001–2015

NPP 73.64 7.59 73.57 7.58 73.57 7.58 73.60
Rh 45.67 5.11 45.38 5.07 45.19 5.05 45.41
NEP 27.97 9.15 28.19 9.12 28.39 9.11 28.18
Harvest removals 8.58 0.60 7.77 0.54 8.61 0.6 8.32
Fire emissions 2.37 0.27 1.79 0.2 0.97 0.11 1.71
NECB 17.02 9.17 18.63 9.14 18.81 9.13 18.15

Average annual values for each period, including uncertainty (95%
confidence interval) in Tg C y−1 (multiply by 3.667 to get million tCO2e).
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94 Tg C and cumulative NECB by 14 Tg C, and afforestation
reduced forest sector GHG emissions by 1.3–1.4% in 2025, 2050,
and 2100 (Fig. 3).
We quantified cobenefits of afforestation of irrigated grass crops

on water availability based on data from hydrology and agricultural
simulations of future grass crop area and related irrigation demand
(20). Afforestation of 127,000 ha of grass cropland with Douglas
fir could decrease irrigation demand by 222 and 233 billion m3·y−1

by 2050 and 2100, respectively. An independent estimate from
measured precipitation and evapotranspiration (ET) at our ma-
ture Douglas fir and grass crop flux sites in the Willamette Valley
shows the ET/precipitation fraction averaged 33% and 52%, re-
spectively, and water balance (precipitation minus ET) averaged
910 mm·y−1 and 516 mm·y−1. Under current climate conditions,
the observations suggest an increase in annual water avail-
ability of 260 billion m3· y−1 if 127,000 ha of the irrigated grass
crops were converted to forest.
Harvest cycles in the mesic and montane forests have declined

from over 120 y to 45 y despite the fact that these trees can live
500–1,000 y and net primary productivity peaks at 80–125 y (21).
If harvest cycles were lengthened to 80 y on private lands and
harvested area was reduced 50% on public lands, state-level stocks
would increase by 17% to a total of ∼3,600 Tg C and NECB would
increase 2–3 Tg C y−1 by 2100. The lengthened harvest cycles re-
duced harvest by 2 Tg C y−1, which contributed to higher NECB.
Leakage (more harvest elsewhere) is difficult to quantify and could
counter these carbon gains. However, because harvest on federal
lands was reduced significantly since 1992 (NW Forest Plan),
leakage has probably already occurred.
The four strategies together increased NECB by 64%, 82%,

and 56% by 2025, 2050, and 2100, respectively. This reduced
forest sector net emissions by 11%, 10%, and 17% over the same
periods (Fig. 3). By 2050, potential increases in NECB were largest
in the Coast Range (Table S5), East Cascades, and Klamath

Mountains, accounting for 19%, 25%, and 42% of the total
increase, whereas by 2100, they were most evident in the West
Cascades, East Cascades, and Klamath Mountains.
We examined the potential for using existing harvest residue

for electricity generation, where burning the harvest residue for
energy emits carbon immediately (3) versus the BAU practice of
leaving residues in forests to slowly decompose. Assuming half of
forest residues from harvest practices could be used to replace
natural gas or coal in distributed facilities across the state, they
would provide an average supply of 0.75–1 Tg C y−1 to the year
2100 in the reduced harvest and BAU scenarios, respectively.
Compared with BAU harvest practices, where residues are left to
decompose, proposed bioenergy production would increase cu-
mulative net emissions by up to 45 Tg C by 2100. Even at 50% use,
residue collection and transport are not likely to be economically
viable, given the distances (>200 km) to Oregon’s facilities.

Discussion
Earth system models have the potential to bring terrestrial ob-
servations related to climate, vulnerability, impacts, adaptation,
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and mitigation into a common framework, melding biophysical
with social components (22). We developed a framework to
examine a suite of mitigation actions to increase forest carbon
sequestration and reduce forest sector emissions under current
and future environmental conditions.
Harvest-related emissions had a large impact on recent forest

NECB, reducing it by an average of 34% from 2001 to 2015. By
comparison, fire emissions were relatively small and reduced NECB
by 12% in the Biscuit Fire year, but only reduced NECB 5–9%
from 2006 to 2015. Thus, altered forest management has the po-
tential to enhance the forest carbon balance and reduce emissions.
Future NEP increased because enhancement from atmospheric

carbon dioxide outweighed the losses from fire. Lengthened har-
vest cycles on private lands to 80 y and restricting harvest to 50%
of current rates on public lands increased NECB the most by 2100,
accounting for 90% of total emissions reduction (Fig. 3 and Tables
S5 and S6). Reduced harvest led to NECB increasing earlier than
the other strategies (by 2050), suggesting this could be a priority
for implementation.
Our afforestation estimates may be too conservative by limit-

ing them to nonforest areas within current forest boundaries and
127,000 ha of irrigated grass cropland. There was a net loss of
367,000 ha of forest area in Oregon and Washington combined
from 2001 to 2006 (23), and less than 1% of native habitat remains
in the Willamette Valley due to urbanization and agriculture (24).
Perhaps more of this area could be afforested.
The spatial variation in the potential for each mitigation option

to improve carbon stocks and fluxes shows that the reforestation
potential is highest in the Cascade Mountains, where fire and
insects occur (Fig. 4). The potential to reduce harvest on public
land is highest in the Cascade Mountains, and that to lengthen
harvest cycles on private lands is highest in the Coast Range.
Although western Oregon is mesic with little expected change

in precipitation, the afforestation cobenefits of increased water
availability will be important. Urban demand for water is pro-
jected to increase, but agricultural irrigation will continue to
consume much more water than urban use (25). Converting
127,000 ha of irrigated grass crops to native forests appears to
be a win–win strategy, returning some of the area to forest land,
providing habitat and connectivity for forest species, and easing
irrigation demand. Because the afforested grass crop represents
only 11% of the available grass cropland (1.18 million ha), it is
not likely to result in leakage or indirect land use change. The
two forest strategies combined are likely to be important con-
tributors to water security.
Cobenefits with biodiversity were not assessed in our study.

However, a recent study showed that in the mesic forests, cobe-
nefits with biodiversity of forest species are largest on lands with
harvest cycles longer than 80 y, and thus would be most pro-
nounced on private lands (26). We selected 80 y for the harvest
cycle mitigation strategy because productivity peaks at 80–125 y
in this region, which coincides with the point at which cobenefits
with wildlife habitat are substantial.
Habitat loss and climate change are the two greatest threats to

biodiversity. Afforestation of areas that are currently grass crops
would likely improve the habitat of forest species (27), as about
90% of the forests in these areas were replaced by agriculture.
About 45 mammal species are at risk because of range contraction
(28). Forests are more efficient at dissipating heat than grass and
crop lands, and forest cover gains lead to net surface cooling in all
regions south of about 45° latitude in North American and Europe
(29). The cooler conditions can buffer climate-sensitive bird pop-
ulations from approaching their thermal limits and provide more
food and nest sites (30). Thus, the mitigation strategies of affor-
estation, protecting forests on public lands and lengthening harvest
cycles to 80–125 y, would likely benefit forest-dependent species.
Oregon has a legislated mandate to reduce emissions, and is

considering an offsets program that limits use of offsets to 8% of

the total emissions reduction to ensure that regulated entities
substantially reduce their own emissions, similar to California’s
program (19). An offset becomes a net emissions reduction by
increasing the forest carbon sink (NECB). If only 8% of the GHG
reduction is allowed for forest offsets, the limits for forest offsets
would be 2.1 and 8.4 million metric tCO2e of total emissions by
2025 and 2050, respectively (Table S6). The combination of affor-
estation, reforestation, and reduced harvest would provide 13 million
metric tCO2e emissions reductions, and any one of the strategies
or a portion of each could be applied. Thus, additionality beyond
what would happen without the program is possible.
State-level reporting of GHG emissions includes the agriculture

sector, but does not appear to include forest sector emissions, ex-
cept for industrial fuel (i.e., utility fuel in Table S3) and, potentially,
fire emissions. Harvest-related emissions should be quantified,
as they are much larger than fire emissions in the western United
States. Full accounting of forest sector emissions is necessary to
meet climate mitigation goals.
Increased long-term storage in buildings and via product sub-

stitution has been suggested as a potential climate mitigation op-
tion. Pacific temperate forests can store carbon for many hundreds
of years, which is much longer than is expected for buildings that
are generally assumed to outlive their usefulness or be replaced
within several decades (7). By 2035, about 75% of buildings in
the United States will be replaced or renovated, based on new
construction, demolition, and renovation trends (31, 32). Re-
cent analysis suggests substitution benefits of using wood versus
more fossil fuel-intensive materials have been overestimated by at

A

B

Change in forest carbon from BAU

Fig. 4. Spatial patterns of forest carbon stocks and NECB by 2091–2100. The
decadal average changes in forest carbon stocks (A) and NECB (B) due to
afforestation, reforestation, protected areas, and lengthened harvest cycles
relative to continued BAU forest management (red is increase in NECB)
are shown.

4 of 6 | www.pnas.org/cgi/doi/10.1073/pnas.1720064115 Law et al.

http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1720064115/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1720064115/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1720064115/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1720064115/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1720064115/-/DCSupplemental
www.pnas.org/cgi/doi/10.1073/pnas.1720064115
reviewer
Highlight

reviewer
Highlight

reviewer
Highlight

reviewer
Highlight

reviewer
Highlight

reviewer
Highlight

reviewer
Highlight

reviewer
Highlight

reviewer
Highlight

reviewer
Highlight

reviewer
Highlight

reviewer
Highlight

reviewer
Highlight



least an order of magnitude (33). Our LCA accounts for losses in
product substitution stores (PSSs) associated with building life
span, and thus are considerably lower than when no losses are
assumed (4, 34). While product substitution reduces the overall
forest sector emissions, it cannot offset the losses incurred by
frequent harvest and losses associated with product trans-
portation, manufacturing, use, disposal, and decay. Methods
for calculating substitution benefits should be improved in
other regional assessments.
Wood bioenergy production is interpreted as being carbon-

neutral by assuming that trees regrow to replace those that burned.
However, this does not account for reduced forest carbon stocks
that took decades to centuries to sequester, degraded productive
capacity, emissions from transportation and the production pro-
cess, and biogenic/direct emissions at the facility (35). Increased
harvest through proposed thinning practices in the region has
been shown to elevate emissions for decades to centuries regardless
of product end use (36). It is therefore unlikely that increased wood
bioenergy production in this region would decrease overall forest
sector emissions.

Conclusions
GHG reduction must happen quickly to avoid surpassing a 2 °C
increase in temperature since preindustrial times. Alterations in
forest management can contribute to increasing the land sink and
decreasing emissions by keeping carbon in high biomass forests,
extending harvest cycles, reforestation, and afforestation. For-
ests are carbon-ready and do not require new technologies or
infrastructure for immediate mitigation of climate change. Grow-
ing forests for bioenergy production competes with forest carbon
sequestration and does not reduce emissions in the next decades
(10). BECCS requires new technology, and few locations have
sufficient geological storage for CO2 at power facilities with
high-productivity forests nearby. Accurate accounting of forest
carbon in trees and soils, NECB, and historic harvest rates,
combined with transparent quantification of emissions from the
wood product process, can ensure realistic reductions in forest
sector emissions.
As states and regions take a larger role in implementing climate

mitigation steps, robust forest sector assessments are urgently
needed. Our integrated approach of combining observations,
an LCA, and high-resolution process modeling (4-km grid vs.
typical 200-km grid) of a suite of potential mitigation actions
and their effects on forest carbon sequestration and emissions
under changing climate and CO2 provides an analysis frame-
work that can be applied in other temperate regions.

Materials and Methods
Current Stocks and Fluxes. We quantified recent forest carbon stocks and
fluxes using a combination of observations from FIA; Landsat products on
forest type, land cover, and fire risk; 200 intensive plots in Oregon (37); and a
wood decomposition database. Tree biomass was calculated from species-
specific allometric equations and ecoregion-specific wood density. We esti-
mated ecosystem carbon stocks, NEP (photosynthesis minus respiration), and
NECB (NEP minus losses due to fire or harvest) using a mass-balance approach
(36, 38) (Table 1 and SI Materials and Methods). Fire emissions were computed
from the Monitoring Trends in Burn Severity database, biomass data, and
region-specific combustion factors (15, 39) (SI Materials and Methods).

Future Projections and Model Description. Carbon stocks and NEP were
quantified to the years 2025, 2050, and 2100 using CLM4.5 with physiological
parameters for 10 major forest species, initial forest biomass (36), and future
climate and atmospheric carbon dioxide as input (Institut Pierre Simon
Laplace climate system model downscaled to 4 km × 4 km, representative
concentration pathway 8.5). CLM4.5 uses 3-h climate data, ecophysiological
characteristics, site physical characteristics, and site history to estimate the
daily fluxes of carbon, nitrogen, and water between the atmosphere, plant
state variables, and litter and soil state variables. Model components are
biogeophysics, hydrological cycle, and biogeochemistry. This model version
does not include a dynamic vegetation model to simulate resilience and

establishment following disturbance. However, the effect of regeneration
lags on forest carbon is not particularly strong for the long disturbance in-
tervals in this study (40). Our plant functional type (PFT) parameterization
for 10 major forest species rather than one significantly improves carbon
modeling in the region (41).

Forest Management and Land Use Change Scenarios. Harvest cycles, re-
forestation, and afforestationwere simulated to the year 2100. Carbon stocks
and NEP were predicted for the current harvest cycle of 45 y compared with
simulations extending it to 80 y. Reforestation potential was simulated over
areas that recently suffered mortality from harvest, fire, and 12 species of
beetles (13). We assumed the same vegetation regrew to the maximum
potential, which is expected with the combination of natural regeneration
and planting that commonly occurs after these events. Future BAU harvest
files were constructed using current harvest rates, where county-specific aver-
age harvest and the actual amounts per ownership were used to guide grid cell
selection. This resulted in the majority of harvest occurring on private land
(70%) and in the mesic ecoregions. Beetle outbreaks were implemented using
a modified mortality rate of the lodgepole pine PFT with 0.1% y−1 biomass
mortality by 2100.

For afforestation potential, we identified areas that are within forest
boundaries that are not currently forest and areas that are currently grass crops.
We assumed no competition with conversion of irrigated grass crops to urban
growth, given Oregon’s land use laws for developing within urban growth
boundaries. A separate study suggested that, on average, about 17% of all
irrigated agricultural crops in the Willamette Valley could be converted to
urban area under future climate; however, because 20% of total cropland is
grass seed, it suggests little competition with urban growth (25).

Landsat observations (12,500 scenes) were processed to map changes in
land cover from 1984 to 2012. Land cover types were separated with an
unsupervised K-means clustering approach. Land cover classes were assigned
to an existing forest type map (42). The CropScape Cropland Data Layer (CDL
2015, https://nassgeodata.gmu.edu/CropScape/) was used to distinguish nonforage
grass crops from other grasses. For afforestation, we selected grass cropland
with a minimum soil water-holding capacity of 150 mm and minimum pre-
cipitation of 500 mm that can support trees (43).

Afforestation Cobenefits. Modeled irrigation demand of grass seed crops
under future climate conditions was previously conducted with hydrology
and agricultural models, where ET is a function of climate, crop type, crop
growth state, and soil-holding capacity (20) (Table S7). The simulations
produced total land area, ET, and irrigation demand for each cover type.
Current grass seed crop irrigation in the Willamette Valley is 413 billion m3·y−1

for 238,679 ha and is projected to be 412 and 405 billion m3 in 2050 and 2100
(20) (Table S7). We used annual output from the simulations to estimate irrigation
demand per unit area of grass seed crops (1.73, 1.75, and 1.84 million m3·ha−1 in
2015, 2050, and 2100, respectively), and applied it to the mapped irrigated crop
area that met conditions necessary to support forests (Table S7).

LCA. Decomposition of wood through the product cycle was computed using
an LCA (8, 10). Carbon emissions to the atmosphere from harvest were cal-
culated annually over the time frame of the analysis (2001–2015). The net
carbon emissions equal NECB plus total harvest minus wood lost during
manufacturing and wood decomposed over time from product use. Wood
industry fossil fuel emissions were computed for harvest, transportation, and
manufacturing processes. Carbon credit was calculated for wood product
storage, substitution, and internal mill recycling of wood losses for bioenergy.

Products were divided into sawtimber, pulpwood, and wood and paper
products using published coefficients (44). Long-term and short-term prod-
ucts were assumed to decay at 2% and 10% per year, respectively (45). For
product substitution, we focused on manufacturing for long-term structures
(building life span >30 y). Because it is not clear when product substitution
started in the Pacific Northwest, we evaluated it starting in 1970 since use of
concrete and steel for housing was uncommon before 1965. The displacement
value for product substitution was assumed to be 2.1 Mg fossil C/Mg C wood
use in long-term structures (46), and although it likely fluctuates over time, we
assumed it was constant. We accounted for losses in product substitution as-
sociated with building replacement (33) using a loss rate of 2% per year (33),
but ignored leakage related to fossil C use by other sectors, which may result
in more substitution benefit than will actually occur.

The general assumption for modern buildings, including cross-laminate
timber, is they will outlive their usefulness and be replaced in about 30 y (7).
By 2035, ∼75% of buildings in the United States will be replaced or renovated,
based on new construction, demolition, and renovation trends, resulting in
threefold as many buildings as there are now [2005 baseline (31, 32)]. The loss of
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the PSS is therefore PSS multiplied by the proportion of buildings lost per year
(2% per year).

To compare the NECB equivalence to emissions, we calculated forest sector
and energy sector emissions separately. Energy sector emissions [“in-boundary”
state-quantified emissions by the Oregon Global Warming Commission (14)]
include those from transportation, residential and commercial buildings, industry,
and agriculture. The forest sector emissions are cradle-to-grave annual carbon
emissions from harvest and product emissions, transportation, and utility fuels
(Table S3). Forest sector utility fuels were subtracted from energy sector emissions
to avoid double counting.

Uncertainty Estimates. For the observation-based analysis, Monte Carlo sim-
ulations were used to conduct an uncertainty analysis with the mean and SDs
for NPP and Rh calculated using several approaches (36) (SI Materials and
Methods). Uncertainty in NECB was calculated as the combined uncertainty of
NEP, fire emissions (10%), harvest emissions (7%), and land cover estimates

(10%) using the propagation of error approach. Uncertainty in CLM4.5 model
simulations and LCA were quantified by combining the uncertainty in the
observations used to evaluate the model, the uncertainty in input datasets
(e.g., remote sensing), and the uncertainty in the LCA coefficients (41).

Model input data for physiological parameters and model evaluation data
on stocks and fluxes are available online (37).
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ABSTRACT

The Tongass National Forest (Tongass) is the largest
national forest and largest area of old-growth forest
in the United States. Spatial geographic informa-
tion system data for the Tongass were combined
with forest inventory data to estimate and map
total carbon stock in the Tongass; the result was
2.8 ± 0.5 Pg C, or 8% of the total carbon in the
forests of the conterminous USA and 0.25% of the
carbon in global forest vegetation and soils.
Cumulative net carbon loss from the Tongass due
to management of the forest for the period 1900–95
was estimated at 6.4–17.2 Tg C. Using our spatially
explicit data for carbon stock and net flux, we
modeled the potential effect of five management
regimes on future net carbon flux. Estimates of net
carbon flux were sensitive to projections of the rate
of carbon accumulation in second-growth forests
and to the amount of carbon left in standing bio-
mass after harvest. Projections of net carbon flux in
the Tongass range from 0.33 Tg C annual seques-

tration to 2.3 Tg C annual emission for the period
1995–2095. For the period 1995–2195, net flux
estimates range from 0.19 Tg C annual sequestra-
tion to 1.6 Tg C annual emission. If all timber
harvesting in the Tongass were halted from 1995 to
2095, the economic value of the net carbon
sequestered during the 100-year hiatus, assuming
$20/Mg C, would be $4 to $7 million/y (1995 US
dollars). If a prohibition on logging were extended
to 2195, the annual economic value of the carbon
sequestered would be largely unaffected ($3 to
$6 million/y). The potential annual economic value
of carbon sequestration with management maxi-
mizing carbon storage in the Tongass is comparable
to revenue from annual timber sales historically
authorized for the forest.

Key words: carbon sequestration; geographic
information system; climate change; forest
management; Alaska.

INTRODUCTION

Concern over rising levels of atmospheric carbon
dioxide, a primary greenhouse gas (GHG), has gi-
ven impetus to the construction of global carbon
budgets. Forest carbon dynamics are a key com-
ponent of these budgets. Although the Kyoto
Protocol of the UN Framework Convention on

Climate Change provides for a potentially active
and regulated market in Certified Emission
Reduction credits (CERs) for some types of forest
management, implementing such a program has
been controversial, and as of 2006 the United
States has not ratified the Kyoto Protocol. Quan-
tifying sources and sinks of carbon and the fluxes
resulting from forest management is essential for
the accurate estimation of national emissions and
transparent functioning of a CER market that
could help a country meet GHG emission reduction
targets.
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Terrestrial vegetation and soil represent impor-
tant sources and sinks of atmospheric carbon
(Watson and others 2000), with land-use change
accounting for 24% of net annual anthropogenic
emission of GHGs to the atmosphere (Prentice and
others 2001). Managing these terrestrial carbon
stocks to mitigate future climate change requires
information on global and national carbon budgets.
Specifically, the management of public lands rep-
resents a policy challenge, because there is often a
mandate to consider multiple uses, including car-
bon storage or reduced emissions. Consequently,
estimating the potential economic value of the
carbon held in these lands, and the impacts of
management on carbon stocks, may become an
important part of managing public lands.
It is likely that CERs would be allocated based on

the change in total carbon stock caused by a shift in
forest management. Consequently, quantifying net
carbon flux under varied management regimes and
establishing a ‘‘business as usual’’ baseline are key
to planning for future uses of public lands.
We chose to study the carbon implications of

forest management of the Tongass National Forest
(Tongass) in southeast Alaska for several reasons.
First, the Tongass is the largest national forest in
the United States, and it is part of the largest intact
old-growth temperate rainforest in the world
(USDA Forest Service 2005). Second, few esti-
mates of terrestrial carbon pools include Alaska,
and we are aware of no estimates of net carbon
flux that include the Tongass (Turner and others
1995; R. A. Birdsey personal communication).
Based on studies of similar ecosystems in the US
Pacific Northwest, however, it is reasonable to
assume there is a large net carbon flux due to
harvesting in the Tongass (Harmon and others
1990; Smithwick and others 2002). Third, the
dearth of information about carbon flux in the
Tongass has prevented inclusion of the economic
value of carbon storage in the development of
forest management policies for the Tongass. Eco-
nomic value provides a common metric for com-
parison of the relative merits of carbon
management with other goods and services pro-
vided by the forest. Finally, knowledge about the
effects of management regimes on net carbon flux
in the Tongass will help define the relative
importance of the management of these federal
lands on GHG emissions in the United States.
Commercial timber harvesting began in the

Tongass in the early 20th century, and harvest
intensity increased in 1954 after the granting of
two 50-year timber contracts to large pulp mills
(Ketchikan Pulp Corporation and the Alaska Pulp

Corporation). In the 1990s, the timber volume
harvested from the Tongass declined as a result of
the closure of these two pulp mills. There was a net
loss to the Tongass timber program in 1998 of about
$29 million on $6.5 million in timber sales (USDA
Forest Service 2001).

The research reported in this study was designed
to assess Tongass carbon stocks in 1995, historic net
carbon flux from the Tongass, effects of future
management regimes on net carbon flux, and the
economic value of any net carbon sequestration
resulting from possible future management
regimes.

In this research, existing (1995) and historic
carbon stocks of the Tongass were estimated by
integrating geographic information system (GIS)
data with forest inventory data. Then this spatially
explicit model was used with accretion data from
permanent plots to examine the effects of five fu-
ture management regimes on net carbon flux for
the period 1995–2195.

METHODS

The 70,000-km2 Tongass National Forest lies
within the Pacific Northwest coastal temperate
rainforest biome, with average annual precipita-
tion of 150–560 cm, average winter temperatures
of )1! to 10!C, and average summer temperatures
of 10! to 21!C (Nowacki and others 2001). Gla-
ciers covered most of the region 14,000–20,000 y
bp and are now found in some valleys (Nowacki
and others 2001). Stretching 800 km along the
southeast coast of Alaska, the Tongass includes
22,000 islands with forest, muskeg, alpine mea-
dow, rock, fresh water, and ice (Nowacki and
others 2001; Everest and others 1997). Twenty
percent of the area of the Tongass is rock and ice,
12% is densely vegetated forestlands, 43% is
moderately vegetated forestlands, and 25% is
wetlands (USDA Forest Service 2000). The forest
composition of the Tongass in 1995, based on
species frequency in forest inventory data, was
43% Western hemlock (Tsuga heterophylla), 19%
Alaska yellow cedar (Chamaecyparis nootkatensis),
16% mountain hemlock (Tsuga mertensiana), 9%
Sitka spruce (Picea sitchensis), 7% western red ce-
dar (Thuja plicata), 5% lodgepole pine (Pinus con-
torta), and 1% other species (USDA Forest Service
1995b). In the 1970s, over 2000 km2 (3%) of the
Tongass came under the control of Alaska Native
Corporations as a result of the Alaska Native
Claims Settlement Act. These lands were excluded
from this study because they lack comprehensive
forest inventory data.
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Estimate of Existing Carbon Stocks

Calculation of Carbon Stocks at Sample Plots across the
Tongass. Carbon stocks were calculated for each of
the USDA Forest Service 1995 Forest Inventory
Assessment (FIA) Southeast Alaska Grid Inven-
tory’s 2000 systematic sample plots using data from
these plots (USDA Forest Service 1995b). Data on
live and dead vegetation (including diameter,
height, and species), downed woody debris, and
soil (including thickness of Oi, Oe, and Oa hori-
zons) were collected at each sampling plot (USDA
Forest Service 1995b) (see Appendix 1 at <http://
www.springerlink.com>).

We used these data to quantify the following
seven carbon pools for each FIA sampling plot: (a)
trees, (b) saplings/seedlings, (c) standing dead
wood, (d) coarse woody debris (CWD) (average
diameter more than 7.62 cm), (e) small woody
debris (SWD) (average diameter less than 7.62 cm
and large-end diameter more than 2.5 cm), (f)
understory vegetation, and (g) soil.

Allometric equations were used with tree diam-
eter and height data to estimate biomass (Mg/ha)
(see Appendix 2 at <http://www.springer-
link.com>). For species with more than one suit-
able allometric equation, biomass was estimated
using equations resulting in both the lowest and
highest biomass estimates (see Sensitivity Analy-
sis). To address the need to use most of the equa-
tions beyond the range of data from which they
were created, three-dimensional surface plots were
created to confirm consistent behavior of the
equations (for example, no inflection points) over
the range of diameter at breast height (dbh) and
heights to which they were applied. Additionally,
the total amount of carbon in trees larger than the
allometric equation bounds was estimated in our
sensitivity analysis. Root-to-shoot ratios for conif-
erous forests (with the exception of Pinus sylvestris,
a European species) range from 15% to 26%, so
belowground biomass was assumed to be 20% of
aboveground biomass (Santantonio 1977; Cairns
and others 1997; Hamburg and others 1997).
Additionally, belowground biomass was calculated
with the range 15%–26% of aboveground biomass
in our sensitivity analysis. Carbon was assumed to
account for 50% of tree biomass (Hamburg and
others 1997).

Standing dead biomass was calculated with the
samemethods used for living trees, but with a decay
factor (0%–100% depending on the extent of decay
and component of the tree) (see Appendix 3 at
<http://www.springerlink.com>). Likewise, the
same allometric equationswere used to calculate the

amount of carbon in seedlings and saplings (dbh less
than 2.5 cm and 2.5 to dbh 12.5 cm, respectively).

The amount of carbon in CWD was calculated
using FIA methods ((K. L. Waddel) public com-
munication 2001, An application of line intersect
sampling to estimate attributes of coarse woody
debris in resource inventories, USDA Forest Service
Pacific Northwest Research Station, Forest Sciences
Laboratory) (see Appendix 4 at <http://www.
springerlink.com>). The amount of carbon in SWD
was calculated with the methods described by
Brown (1974) (see Appendix 4 at <http://
www.springerlink.com>).

Understory biomass was calculated using the fo-
liar cover-to-biomass relationships developed in
Alaska by Yarie and Mead (1988). By aggregating
understory species described by Yarie and Mead
into the general taxonomic categories used in the
FIA, we calculated a species-weighted biomass
constant for each FIA category. Biomass in under-
story vegetation was then calculated by multiplying
these constants by foliar percent cover data from
the FIA horizontal/vertical (HV) subplot data. Bio-
mass estimates for each layer described in the FIA
HV data were summed to yield total understory
carbon stocks (Mg C/ha) for each FIA plot.

Soils data from the FIA Grid Inventory were
inadequate for accurately estimating soil carbon in
southeastern Alaska because only the top 50 cm
were sampled, but organic horizons alone are often
much deeper (Alexander and others 1989). Con-
sequently, total soil carbon in organic and mineral
horizons was calculated by applying the soil-cate-
gory carbon stocks developed for the Tongass by
Alexander and others (1989) to each of the more
than 800 soil management units (SMU) in the
Tongass (USDA Soil Conservation Service 1992a,
1992b; 1994; D. V. D’Amore personal communi-
cation 2001). Alexander and others used soil
samples and pedon descriptions to estimate aver-
age organic carbon stock (kg C/m2) for 10 gen-
eral soil categories in the Tongass (see Appendix
5 at <http://www.springerlink.com>). The SMU
scheme defines soil profiles, with the area of each
SMU mapped in polygons in a GIS database (GIS
polygon data define areas with defined attributes).

We began by grouping each SMU into the soil
categories described by Alexander and others
(1989). Then each SMU was assigned the carbon
stock given by Alexander and others for its associ-
ated category. When an SMU was intermediate to
two soil categories, it was assigned to the category
with a lower carbon stock to ensure a conservative
carbon estimate. Finally, total soil carbon in the
Tongass was calculated by multiplying the carbon
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stock assigned to each SMU by its total area. In the
10% of the Tongass where soil type has not been
mapped, mostly wilderness areas, soil carbon stock
was assumed to be the spatially weighted average
of all soil types. Total soil carbon in the Tongass was
also calculated from FIA soil pit data (see Sensitivity
Analysis).

Creation of Spatially Explicit Land-Cover Types and
Carbon Stock Estimates. Existing USDA Forest Ser-
vice GIS data (Figure 1) were combined using the
computer software ArcInfo 380 New York Street
Redlands, CA 92373-8100 (Environmental Systems
Research Institute; Workstation ArcInfo, copyright
1982–2002, ver. 8.0). A decision tree (Figure 1)
was applied to the resulting Complete Coverage for
the Tongass using SAS (SAS Institute Inc; 100 SAS

Campus Drive, Cary, NC 27513-2414 SAS System
for Windows, copyright 1989, 1996, release 6.12)
to define Total Carbon Polygon Types (TCPT) and
Aboveground Carbon Polygon Types (ACPT) based
on polygon attributes.

The decision tree uses available polygon attri-
butes to predict polygon types with varying
aboveground and belowground carbon stocks. For
example, an unharvested, productive spruce–
hemlock forest with high volume and size class
(ACPT 18) contains greater aboveground carbon
stocks than a harvested, productive forest with low
volume and size class (ACPT 23) (Figure 1).

Next, the polygons in the Complete Coverage
were aggregated based on their TCPT (370 polygon
types) and ACPT (40 polygon types) designation.

Figure 1. Decision tree delimiting polygon types with different carbon stocks. Ovals represent Aboveground Carbon
Polygon Types (ACPTs). These 40 polygon types exist for each of 11 soil-type categories, for a total of 370 Total Carbon
Polygon Types (TCPTs). Pattern-coded diamonds indicate data sources used in differentiating among polygons. Dotted lines
divide the figure into four general classes of ACPTs for ease of interpretation. MBF, million board feet (2360 m3); SMU, soil
associations and complexes; NFCON, nonforested conditions; FPROD, expected annual growth; VOLC, timber volume;
SSIZEC, dominant timber size; YR_CUT, year of timber harvest; FTYPE, general forest type; SLPCLS, slope gradient;
HYDRIC, hydric and nonhydric soil conditions; ASPECT-CODE, slope aspect.
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Polygon slivers caused by the aggregation processes
in ArcInfo (defined as polygons with area less than
0.4 ha and perimeter/area ratio greater than 1) were
merged with their largest neighboring polygon.

Finally, the location of each FIA plot was asso-
ciated with a TCPT. The aboveground and below-
ground carbon stocks for each TCPT (Mg C/ha)
were then calculated by averaging the carbon
stocks for all FIA plots in the TCPT. The total carbon
stock in the Tongass was calculated by multiplying
the carbon stock for each TCPT by its area and
summing all TCPTs.

Projecting Net Carbon Flux

Equations were constructed to model carbon
accretion in aboveground biomass after harvesting
(Figure 2). Forest inventory data from 272 perma-
nent ‘‘growth and yield’’ plots from throughout the
Tongass were used to estimate biomass accumula-
tion over the first 100 years of regrowth (DeMars
2000). The area-weighted average aboveground
carbon stock of all old-growth commercial forest
ACPT was used to approximate the carbon stock of
forests more than 350 years old (assumed to be in
equilibrium) because prior research suggests it can
take 350 years for forests in southeast Alaska to
reach old-growth equilibrium (Janisch and Harmon
2002). We addressed the lack of data on biomass of
stands 100 to 350 years old by employing two car-
bon accretion models for 500 y of forest growth: a
polynomial (y ¼ 9 "10#12 " x5 # 3 " 10#8 " x4 þ 4 "
10#5 " x3 # 0:0209x2 þ 4:6459x;R2 ¼ 0:8727) and
an asymptotic (y ¼ 105 " x4 # 0:0027x3 þ 0:2078x2

# 1:0021x;R2 ¼ 0:9531). Comparison between
these twomodels enabled us to test the sensitivity of
flux estimates to the uncertain shape of this accu-
mulation curve.

Pools of CWD were assumed to increase after
harvest by 40% of the preharvest aboveground
standing biomass (estimated from FIA data) due to
stumps and slash left on site, and then decline with
decomposition (Sampson and Hair 1996). Carbon
stocks in the soil before and after harvest were as-
sumed to be unchanged due to lack of data
informing us otherwise.

Past net carbon flux, since 1900, was based on
historic harvest volumes. We split the harvest his-
tory in the Tongass into two time periods, 1900–54
and 1955–95, because the rate of timber harvest
increased dramatically in 1954 with the initiation
of two long-term timber contracts (USDA Forest
Service 1995a). Because nearly all timber harvest-
ing in the Tongass has involved clear-cutting, we
assumed that this harvest method would continue
in the future. Future net carbon flux was modeled
for the following five forest management regimes:
(a) no timber harvesting, regrowth of secondary
forest, and equilibrium in unharvested areas (a
lower bound for harvest intensity); (b) harvesting
of all forested lands on 100-year rotations (an up-
per bound for harvest intensity); (c) harvesting of
all forested lands on 200-year rotations (used to
examine the impact of harvest rotation period); (d)
harvesting of all lands currently available for har-
vest (exclusion of existing roadless areas) on 200-
year rotations (represents an approximation of
‘‘business as usual’’); and (e) harvesting of all lands

Figure 2. Carbon accretion
curves for aboveground live
biomass. Filled diamonds
represent data from permanent
plots; open diamonds are the
area-weighted average of old-
growth Aboveground Carbon
Polygon Types (ACPTs). The
solid line shows the best-fit
polynomial model of carbon
accretion; the dashed line is the
asymptotic accretion curve.
Variable site quality (site index)
causes divergence among
permanent plot data.
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currently available for harvest (exclusion of exist-
ing roadless areas) on 100-year rotations (used to
examine the impact of harvest rotation period).
Current land-use designations (USDA Forest Ser-
vice GIS coverage LUD99) were used to identify
areas available for harvest, and projected harvests
were spread evenly across available land.
Forest regrowth was assumed to follow the bio-

mass accretion models described above, with the
amount of carbon in a specific polygon dependent
on stand age and precut carbon stocks. For the
modeling of past net carbon flux, the total carbon
stock in 1900 was calculated by assuming that all
polygons were unharvested in 1900 and assigning
carbon stocks to harvested polygon types equal to
their unharvested equivalents (Figure 1). We allo-
cated the total net historic flux (difference between
carbon stock in 1900 and 1995) between the time
periods 1900–54 and 1955–95 in proportion to the
volume of timber cut in each period.
To estimate net carbon flux associated with

harvesting, we calculated the forest products
stream, the amount of carbon left on site as slash
and stumps, and the amount of carbon sequestered
annually in secondary growth at annual time steps.
Net annual carbon flux from the Tongass was cal-
culated as the total amount of carbon leaving the
forest less regrowth and does not include carbon
storage in forest products. Carbon storage in forest
products was included in estimates of net annual
carbon flux to the atmosphere, assuming that 60%
of the aboveground living biomass is merchantable
and the rest is left on site as slash and stumps
(Sampson and Hair 1996) (Figure 3). Historically,
roughly half of the merchantable volume entered
the sawtimber production process, whereas the
other half entered the pulpwood production
process (Warren 1999).
We assumed that 90% of the carbon in sawtim-

ber products was emitted to the atmosphere over
75 years (assuming an exponential release pattern),
and that the corresponding figures were 50 years
for pulpwood products, and 100 years for slash and
stumps left on site after harvesting (Skog and
Nicholson 1998). The CWD and SWD present prior
to harvesting was assumed to linearly lose half its
carbon in the 50 years after harvesting, accounting
for decreased deadwood formation in the early
stages of secondary growth. These carbon pools
were then increased to their preharvest stocks over
the next 200 years.
Aboveground carbon stocks after harvesting

were assumed to be equal to those in polygons
defined as forested, productive, low-volume, har-
vested areas with seedlings/saplings (ACPT 23) in

one set of model runs and to equal zero in another
(see Sensitivity Analysis).

Conversion of Net Carbon Flux to
Monetary Units

Current estimates of the economic value of carbon
in potential emissions trading markets vary widely,
from $5 to $125 Mg)1 C (Weyant 2000); in this
analysis, we assumed a market value of $20 Mg)1 C
for avoided emissions or sequestered carbon. We
did not apply a discount factor or temporal varia-
tion in this value, so all monetary values are in
1995 US dollars. Leakage, the possibility of offset-
ting increases in emissions associated with
increased harvest elsewhere, was not considered in
estimating the economic value of different man-
agement scenarios.

Sensitivity Analysis

To test the influence of assumptions required for
the analysis described above, we carried out sensi-
tivity analyses involving the following issues: the
selection of allometric equations, the use of allo-
metric equations for trees outside their specified
ranges, estimation of soil carbon, the shape of
biomass accretion curves, old-growth biomass of
cut-over lands, and postharvest carbon stocks.
Using the results of specific sensitivity analyses,
upper- and lower-bound estimates of net carbon

Figure 3. Product/waste flows for the southeast Alaska
timber industry. The timing of carbon flux to the atmo-
sphere varies among pathways. Percentages refer to the
proportion of the total carbon impacted by harvesting in
each product/waste. Figure modified from Sampson and
Hair (1996).
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flux were calculated. These bounds indicate the
potential impact on our estimates of these key
sources of uncertainty, but they do not include all
possible sources of uncertainty. As such, the sen-
sitivity analysis cannot be considered an uncer-
tainty analysis capable of providing absolute
bounds on our estimates.

Tongass carbon pools were estimated using allo-
metric equations resulting in the lowest and high-
est biomass estimates for all species (Table 1).
Similarly, the importance of carbon in trees larger
than the size specified for the allometric models
employed was examined by calculating the total
amount of carbon in these trees.

Carbon in CWD at one FIA plot was an outlier
(more than twice the next nearest measurement);
therefore it was excluded from calculation of our
best estimates of carbon in CWD for this ACPT.
We included this high value in our calculations
during the sensitivity analyses to verify its relative
insignificance.

In addition to the calculation of soil carbon from
GIS SMU data described above, total soil carbon
was calculated from FIA soil pit data (thickness of
soil horizons) using carbon-density estimates
(Mg/m3) for each soil horizon (Alexander and
others 1989). For each FIA soil pit, horizon thick-
nesses were multiplied by their associated carbon
density estimate, as given by Alexander and others,
to estimate carbon stock. These carbon stock esti-
mates were used to estimate the carbon stock for
each SMU, which were then multiplied by the total
area of each SMU to calculate total soil carbon stock

in the Tongass. The total amount of soil carbon in
areas lacking soil GIS data was estimated, with both
methods, to gauge the size of this uncertain carbon
pool.

In calculating our upper- and lower-bound
carbon pool and net flux estimates, belowground
biomass was calculated using the upper (26%)
and lower (15%) bounds of applicable published
root-to-shoot ratios.

The time periods for 90% carbon emission from
the saw timber, pulp products, and slash pools were
both doubled and halved to gauge the influence of
these rates on the shape of projected net carbon
flux curves.

Net carbon fluxes were modeled using both
asymptotic and polynomial biomass accretion
curves (Figure 2). Net carbon flux was also calcu-
lated using mean and 95% confidence limits (CL)
for carbon stock estimates for each ACPT.

In the no-harvesting scenario, there was uncer-
tainty as to the long-term biomass accumulation on
cut-over lands. For example, will ACPT 7 eventu-
ally reach the carbon stock of ACPT 8 or 10 (Fig-
ure 1)? To test the sensitivity of net flux projections
to the assumed precut carbon stock, the model was
run assuming biomass accumulation to a carbon
stock of the most similar ACPT, as well as to the
carbon stock of a related ACPT with the highest
timber volume.

The carbon stock in aboveground standing bio-
mass of ACPT 23 was used as an estimate of the
amount of carbon present immediately after har-
vesting. However, this ACPT is defined as con-

Table 1. Carbon Pools in the Tongass National Forest in 1995

Model Runs

Carbon Pool (Pg) 1 2 3 4

Roots 0.12 0.12 0.12 0.04
Soil 1.86 1.86 1.86 1.86
Total aboveground 0.87 0.85 0.82 0.38
Trees 0.42 0.42 0.53 0.18
Seedlings/saplings 0.16 0.16 0.05 0.03
Dead Snags 0.09 0.09 0.10 0.04
CWD 0.18 0.16 0.12 0.12
SWD 0.00 0.00 0.00 0.00
Understory 0.02 0.02 0.02 0.02

Total (+ 95% CI) 2.85 (0.51) 2.83 (0.48) 2.80 (0.51) 2.28 (0.40)

CWD, coarse woody debris; SWD, small woody debris; CI, confidence interval.
Six model runs were made using the following combinations of allometric equations and assumptions to quantify the sensitivity of estimation to necessary assumptions: Run 1
used allometric equations predicting low carbon contents, did not include willow or birch, and included a CWD outlier. Run 2 used allometric equations predicting low carbon
contents, included willow and birch, and did not include a CWD outlier. Run 3 used allometric equations predicting high carbon contents, included willow and birch, and did
not include a CWD outlier. Run 4 used allometric equations predicting low carbon contents, included willow and birch, and did not include a CWD outlier or trees with dbh
greater than specified for each allometric equation.
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taining forest composed of seedlings and saplings
(86 Mg C/ha), which suggests that between 5 and
15 years have elapsed since harvesting in these
areas. Consequently, net flux projections were also
performed assuming zero carbon stocks in above-
ground standing biomass after harvesting, a clear
underestimate of aboveground living biomass on
recently clear-cut lands.
We did not explore the effects of varying our

assumptions about the forest products industry (for
example, the proportion of biomass used for mer-
chantable products or the ratio of sawtimber to
pulp production) in the calculation of upper and
lower bounds in our sensitivity analysis. Altering
these assumptions does influence the shape of our
projections of net carbon flux to the atmosphere

(Figure 4) but does not impact the magnitude and
was therefore not amenable to quantification in a
sensitivity analysis. Changing these assumptions
essentially hastens or delays carbon emission to the
atmosphere depending on whether more carbon is
entering product streams with longer or shorter life
spans. More detailed examination of this effect is
beyond the scope of this paper.

RESULTS

Evaluation of our spatially explicit carbon stock
estimates suggests that they are a realistic repre-
sentation of forest structure. Comparison of GIS
carbon stock coverages to aerial photographs
showed a correlation between observable transi-

Figure 4. Past and potential future aggregate net carbon flux between the Tongass and atmosphere (excluding soils).A–D
Aggregate net carbon flux between the Tongass and the atmosphere with each management scenario, re-zeroed in 1995.
Asymptotic carbon accretion in secondary growth is assumed in A and B; polynomial carbon accretion in secondary
growth is assumed in C and D. Carbon stock in standing aboveground biomass after harvesting is assumed to be equal to
zero in B and D; carbon stock in standing aboveground biomass after harvesting is assumed to be equal to 86 Mg C/ha in A
and C. The total carbon stock in the Tongass was estimated to be 2.83 Pg in 1995. Negative aggregate net flux indicates
carbon emission from the Tongass; positive aggregate net flux indicates carbon accumulation in the Tongass.
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tions in forest characteristics and mapped carbon
densities.

The creation of carbon stock polygons resulted in
a limited number of distinct and unique landscape
units. Twelve ACPTs account for over 90% of the
area of the Tongass, and 10 of them account for
86% of the total carbon (Figure 5). Polygon types
with few FIA sample plots have large uncertainty in
carbon stock estimates, but they represent small
land areas and contribute very little to the total
carbon stock. The 17 ACPT with less than five FIA
plots represent 2% of the area of the Tongass and
1% of the total carbon, whereas each of the
10 ACPTs that combine for 86% of the total carbon
stock of the Tongass have between 43 and 312 FIA
sample plots each.

The aboveground carbon stocks in each ACPT
correspond with qualitative descriptions of the
areas. Unharvested high volume old-growth forest
(ACPT 18), for example, has over five times the
aboveground carbon stock of a muskeg meadow
(ACPT 5) (Figures 1 and 5). The influence of soil
carbon, however, complicates this relationship
when considering total carbon stock because the
soil may contain over half of total ecosystem
carbon, thereby preventing a simple relationship
between the description of aboveground forest
characteristics and total carbon stock. Total carbon
stock in a muskeg meadow (ACPT 5), for example,
averages about 1.5 times that of unharvested high
volume old-growth forest (ACPT 18). However,
we did find a relationship between aboveground
and soil carbon stocks, one largely defined by the

following ecosystem types: muskeg, forest, and
alpine meadow/rock and ice (see Appendix 6 at
<http://www.springerlink.com>).

Total carbon in the Tongass (soil, aboveground
living biomass, and roots and dead woody debris)
was estimated to be 2.8 ± 0.5 Pg (95% confidence
interval [CI]) (Table 1). In all, 42% of the vari-
ability is the uncertainty in aboveground carbon
stock estimates, 6% is from uncertainty in root
carbon (root-to-shoot ratios), and 52% is from
uncertainty in soil carbon. Assumptions about the
allometric biomass equation used for willow and
birch, the exclusion of an outlying CWD data point,
and estimation of CIs for carbon stocks in polygons
lacking sufficient data have insignificant influence
on total carbon or the CI (Table 1). Trees outside
the size range of the allometric models account for
19% of the total carbon estimate. Three-dimen-
sional surface plots of the allometric equations
maintained consistent shape outside the dbh range
for which the equations were developed.

The carbon stock in the Tongass forest and soils
(2.8 Pg) comprises 7.7% of the carbon in the forests
and soils of the conterminous United States
(36.7 Pg) (Turner and others 1995) and 0.25% of
the carbon in the Earth’s forest vegetation and soils
(1,146 Pg) (Dixon and others 1994).

In all, 66% of the total carbon in the Tongass is
in the soils, 30% is in aboveground biomass (15%
in live trees, 6% in seedlings and saplings, 3% in
standing dead wood, 6% in CWD, less than 1% in
SWD, and 1% in understory vegetation), and 4% is
in roots. Less than 1% of the total carbon estimates

Figure 5. Aboveground carbon
stock by Aboveground Carbon
Polygon Type (ACPT) number,
ranked by aboveground carbon
stock. Carbon stocks for all
ACPTs (polygon types with n less
than 5 are omitted) are shown in
gray. Asterisks identify the 10
ACPTs that account for 86% of
total carbon in the Tongass (95%
CI).

Carbon Sequestration in Southeast Alaska Forest 1059

reviewer
Highlight

reviewer
Highlight



were influenced by the assumptions involved in
our calculation of aboveground carbon stocks (for
example, selection of allometric equations and
application of these equations beyond their speci-
fied range). Uncertainty in the density and distri-
bution of understory vegetation did not affect the
analysis. Twenty-two percent of total carbon in the
Tongass is in the soils of polygons where soil types
have not been mapped. Comparison of the results
from application of soil carbon density estimates
from Alexander and others (total soil car-
bon = 1.9 Pg) with total soil carbon given by cal-
culations using FIA Grid Inventory soil pit data
(total soil carbon = 0.49 Pg) suggests that more
than 70% of soil carbon is not reported in the FIA
data.
We produced several net carbon flux projections

for each management regime to capture carbon
dynamics associated with the following factors:
variations in the residence time of carbon in slash,
long-term forest products, and short-term forest
products; and effects of the carbon accretion model
(polynomial or asymptotic) (Figure 4). The annual
rate of net carbon flux is the first derivative of the
aggregate net carbon flux presented in Figure 4.
Doubling or halving the time periods for 90%
carbon emission from the saw timber, pulp prod-
ucts, and slash pools alters the shape of projected
net carbon flux curves but causes less than 0.6%
change in average annual net carbon flux for all
modeled management regimes.
The average annual net carbon flux from the

Tongass during the period 1900–54 was 60,000
Mg C/y, and the average annual net flux from the
Tongass for the subsequent 41-year period was
307,000 Mg C/y. Estimates of future net carbon
fluxes are presented in Table 2; upper- and lower-
bound estimates were calculated using the results
of the sensitivity analyses.
Our best estimate of the net annual economic

value of carbon sequestration that would result
from ceasing all harvesting in the Tongass is $4 to
$7 million/y for the 100-year period 1995–2095
and $3 to $6 million/y for the 200-year period
1995–2195 (Table 3). Our best estimate of the net
annual economic value of carbon emission result-
ing from increased harvesting of administratively
available forested lands is )$3 million/y for the
100-year period 1995–2095 and )$2 to )$4
million/y for the 200-year period 1995–2195.

DISCUSSION

Using GIS data in combination with FIA data
proved to be an effective and robust approach to

estimating carbon stocks and modeling the effects
of different management regimes on future net
carbon flux. New spatially explicit data could be
integrated into our existing models, enabling
application of the models to other areas and
refinement of net carbon flux estimates if future
GIS data collection is carried out with this
application in mind.

A lack of data on tree size and density necessi-
tated the use of timber volume classes in mapping
carbon stocks. Although tree size and density data
are preferable, timber volume is tightly correlated
with carbon stocks (Hamburg and others 1997),
and low variances among the 10 most important
ACPTs suggest the robustness of using existing
volume data to map carbon stocks.

The range in estimates of net carbon flux from
ceasing all timber harvesting may overestimate the
uncertainty in this projection. We aggregated
uncertainties of carbon stocks, assumptions about
aboveground carbon stocks postharvest, and the
carbon accretion model that we used; yet it
is highly likely that these uncertainties are
independent, and thus not additive.

The uncertainty in net flux estimates resulted
largely from selection of the biomass accretion
model, asymptotic or polynomial (Figure 2). The
rapidity with which carbon accretion progresses to
equilibrium in the asymptotic model may be
unrealistic, but the polynomial model’s prediction
of carbon stocks greater than those found in old-
growth stands may also be unrealistic. Unfortu-
nately, the limited availability of chronosequence
data leaves a gap in our understanding of carbon
accretion during the transition period from early
secondary growth to old growth. Furthermore,
calculation of carbon stocks for old-growth stands
from area-weighted averages of old-growth poly-
gon types is not analogous to the FIA permanent
plot data used for young stands and may confound
our accretion models. Data from FIA permanent
plots in old-growth forest could be used to test both
our assumption of steady-state carbon stocks and
250 Mg C/ha in aboveground live biomass in
old-growth forest. The actual pattern of carbon
accretion probably lies somewhere between the
polynomial and asymptotic models, but we have
insufficient data to craft a more realistic model
(Janisch and Harmon 2002).

Our use of the area-weighted average above-
ground carbon stocks of all old-growth commercial
forest types in creating the biomass accretion mod-
els could introduce bias if remaining old-growth
forests are lower in biomass than the old-growth
forests already harvested. Failure to area-weight
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these mean values, however, could give too much
importance to the rare forest conditions, which
have relatively few representative FIA sample plots.
Net carbon flux projections for the 200-year

rotation scenarios are more strongly influenced by
selection of the carbon accretion model than are
the 100-year rotation scenarios because the
200-year rotations allow enough time for second-
ary growth to reach the peak carbon stocks pre-
dicted by the polynomial model. Net carbon flux
projections for management regimes involving
100-year rotations are less sensitive to the selection
of carbon accretion curve because forested lands
are reharvested before there is a significant differ-
ence in the trajectories of the two models. Reso-
lution of the uncertainty in carbon accretion rates
is imperative for informing forest management
policy directed at carbon sequestration.
The distribution of carbon among soils (66%),

aboveground living and dead biomass (30%), and
belowground living biomass (4%) is consistent
with carbon inventories completed in other eco-
systems (Turner and others 1995). The large pro-
portion of the carbon stocks found in soil is due to
large areas of muskeg and deep organic soils in
southeast Alaska and is consistent with the average
for other temperate forests (Prentice and others
2001). Our approach to estimating soil carbon re-
sulted in conservative estimates of the total carbon
stock in this pool. Mapping conventions may have
underestimated the depth of hemist soils in the
Tongass by classifying them as saprists (none of
which are deep), which would cause underesti-
mation of carbon stocks (D’Amore and Lynn 2002).
The large discrepancy in results from our two

methods of estimating soil carbon stocks suggests
severe underestimation when FIA data are used.
Consequently, we did not combine our estimates or
use them as separate lines of evidence in our
uncertainty analysis.

Uncertainty in the soil carbon stock, which rep-
resents about half of the uncertainty in total carbon
stock estimates, was not incorporated into our
estimates of net carbon flux because we assumed
equilibrium in soil carbon stocks. Although forest
harvesting has little effect on soil carbon on aver-
age, specific harvesting techniques can cause in-
creases or decreases in soil carbon (Johnson and
Curtis 2001). There is insufficient information,
however, on the effects of harvesting in south-
eastern Alaska to include soil carbon in our net flux
models. Carbon flux from soils could represent a
significant addition to the net carbon flux associ-
ated with harvesting in southeastern Alaska, but
the assumption of soil equilibrium is necessary
until more data are available.

In defining our ‘‘best estimates’’ of net carbon
flux for the management regimes modeled, we
made the following assumptions: zero carbon in
standing aboveground biomass after clear-cutting;
13% reduction of CER allocations for carbon
sequestration associated with cessation of harvest-
ing as a result of reduced carbon storage in long-
term forest products; and the 200-year rotation
represents the baseline case upon which CER
allocation is based (current forest management
equates to a 180-year rotation). These assumptions
significantly reduce the range in our net flux esti-
mates, but some uncertainties (for example, carbon
accretion model) persist.

Table 3. Average Annual Economic Values for Net Carbon Flux ($ million/y) from the Tongass to the
atmosphere

Secondary Growth Curve

Polynomial Accretion Asymptotic Accretion

Management Regime Modeled 1995–2095 1995–2195 1995–2095 1995–2195

Cessation of all harvesting 3.7 2.2 2.5 1.2
100-y rotation (all forested lands) )16 )21 )26 )26
200-y rotation (all forested lands) )1.9 )6.9 )14 )19
100-y rotation (admin. avail. forested lands) )3.2 )4.5 )6.6 )6.8
200-y rotation (admin. avail. forested lands) )0.03 )0.63 )4.0 )4.7
Maximum range of net annual carbon value from ceasing harvest 3.7–20 2.9–23 6.6–29 5.9–27
Best estimate of net annual carbon value from ceasing harvest 3.7 2.9 6.6 5.9

Average annual economic value of net carbon flux for each management regime modeled was calculated using our net carbon flux estimates and a value of $20 Mg)1 C. The
maximum range of net annual carbon value from ceasing harvest is the difference between ceasing harvest and the alternative management regime with the most carbon
emission (100-year rotation of all forested lands). The best estimates of net annual economic value are the difference between ceasing harvest and 200-year rotation of
administratively available forest lands (a close approximation of ‘‘business as usual’’). These estimates assume zero carbon in standing aboveground biomass after harvesting
and reduction of Certified Emission Reduction Credits (CERs) by 13% to account for reduced carbon storage in long-term forest products.
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Net carbon flux into or out of the Tongass is not
large enough to significantly impact the US carbon
budget. The US Environmental Protection Agency’s
(EPA) 2003 inventory of GHG emissions and sinks
estimated that net carbon flux from the forests of
the conterminous United States amounted to
267 Tg C/y in 1995 (US Environmental Production
Agency 2003). Our estimates for the Tongass of
0.13–1.8 Tg/y are 0.04%–0.7% of the EPA’s
inventory. Similarly, the potential for carbon
sequestration due to management change in the
Tongass is significantly less than that for other
options for land-use change. Cessation of all har-
vesting of available lands in the Tongass (1.3 · 106

ha) results in annual sequestration of 0.04–0.33
Tg C/y, or 31 to 250 kg C ha)1 y)1. By comparison,
the land enrolled in the Conservation Reserve
Program (CRP) in 1996 (16.2 · 106 ha) may
sequester as much as 12 Tg C/y (Barker and others
1995), which is three to 30 times the rate per unit
area in the Tongass. However, the economic cost of
carbon sequestration in the Tongass may be sig-
nificantly less than that for the CRP. Assuming that
the lost revenue from US Forest Service timber
sales is the cost of carbon sequestration in the
Tongass, for example, the cost of carbon seques-
tration in the Tongass would be about one-quarter
of the CRP cost (approximately $0.02/kg C versus
approximately $0.08/kg C).

Past harvesting caused the net loss of 1.3–3.6
Tg C from the Tongass from 1900 to 1954 and 5.1–
13.6 Tg from 1954 to 1995; these numbers include
emissions from harvesting and sequestration from
regrowth. For comparison, land use in the conter-
minous United States caused the loss of
27,000 ± 6000 Tg carbon from 1900 to 1945, but
the regrowth of northeastern forests resulted in a
net gain of 2000 ± 2000 Tg C from 1954 to 1995
(Houghton and others 1999).

The conversion of 6 · 106 ha of old-growth
forest to young plantations in forests of Wash-
ington and Oregon is similar to the logging history
of the Tongass, and resulted in the loss of 1500–
1800 Tg C from aboveground and soil carbon
pools (Harmon and others 1990). Harvesting in
the Tongass has caused the loss, from above-
ground carbon pools only and net of subsequent
regrowth, of 13%–29% (6.4–17.2 Tg C on 0.2 ·
106 ha) of the carbon per hectare released from
the forests of Washington and Oregon. Harmon
and others use of Covington’s model of decline in
O horizon soil carbon after harvesting may have
led to a significant overestimate of the loss of soil
carbon (Yanai and others 2003). Our estimates of
net carbon flux from aboveground biomass (150–

210 Mg C/ha) are similar to those of Harmon and
others (187 Mg C/ha).

The economic value of carbon sequestration
associated with the cessation of harvesting in the
Tongass may be significant relative to the value of
the timber harvested. Our best estimates of the net
annual economic value of carbon sequestration
resulting from cessation of all harvesting in the
Tongass ($3 to $7 million/y) are of similar magni-
tude to the annual revenue from timber sales in the
Tongass ($6.5 million/y) (USDA Forest Service
2001). Potential cobenefits of harvesting timber
and of ceasing harvest (for example, fisheries,
tourism, timber processing) could influence the
total net annual economic value for each
management regime.

Some investigators have suggested that carbon
sequestration from land-use change may not mit-
igate climate change as effectively as the reduction
of GHG emissions from fossil fuel use, citing the
possibility for leakage (that is, emissions associated
with production may be displaced to another
location). Reduced harvesting in the Tongass may
require increased harvesting elsewhere to keep
product supply constant. Consequently, estimates
of the monetary value to Tongass managers for
carbon sequestration may not reflect the net social
benefit nor the benefit to the USDA Forest Service
if another national forest increases its harvesting,
buying CERs to do so, to keep the total product
stream from national forest lands constant.

The net economic value of carbon sequestration
associated with the elimination of harvesting in the
Tongass clearly depends on the value of CERs. This
value was assumed to be $20 Mg)1 C, but estimates
of the value of CERs in a regulated marketplace
range from $5 to $125 Mg)1 C (Weyant 2000).
Deviation in the value of CERs from $20 Mg)1 C
was not included in the estimated range of net
economic value from carbon sequestration in the
Tongass because the range scales linearly.

Some additional factors omitted from our anal-
yses deserve mention. First, increasing atmospheric
concentration of carbon dioxide and changing re-
gional climates may alter some characteristics of
the Tongass, including carbon stock and flux.
However, the magnitude of changes in carbon
stock caused by climate change is small compared
to changes caused by land use (Caspersen and
others 2000; Houghton and others 1999). Second,
the assumption of steady-state carbon stocks in old-
growth forests is ubiquitous, despite a dearth of
data available to either confirm or disprove it, for
Alaska or elsewhere. Third, young forests generally
have lower levels of defect from decay than old-
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growth forests. Consequently, the proportions of
harvested material used in forest product streams
may change with conversion of forested lands in
the Tongass from old-growth forest to managed
younger stands, with implications for the question
of whether harvesting less area more intensely re-
sults in greater carbon storage than harvesting
more area less intensely. Fourth, the possibilities
for improving efficiency in timber harvesting (Fa-
hey 1983) were not included in our models because
they are highly dependent on a large number of
economic variables that are beyond the scope of
this research. Finally, changes in species composi-
tion, caused by management or climate change,
could influence carbon flux due to associated shifts
in the relative importance of white and brown rots
in wood decay (Kimmey 1956).
The Tongass must be included in accurate na-

tional carbon budgets. Furthermore, management
of the Tongass for carbon sequestration may be of
equivalent economic value to timber harvesting.
Valuation of potential carbon sequestration in the
Tongass from ceasing all harvesting may be ampli-
fied by indirect benefits of eliminating harvesting,
such as maintenance of the southeast Alaska fish-
eries and tourism industries and reduced expenses
for the Tongass timber program. Complete valua-
tion of timber harvesting may be influenced by
cobenefits as well. The emerging economic value of
carbon sequestration requires consideration of net
carbon flux in the development of future Tongass
management plans.
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Evaluating the Impacts of Logging Activities on Erosion
and Suspended Sediment Transport in the Caspar Creek
Watersheds1

Jack Lewis2

AbstractAbstractAbstractAbstractAbstract: Suspended sediment has been sampled at both the North and South
Fork weirs of Caspar Creek in northwestern California since 1963, and at 13
tributary locations in the North Fork since 1986. The North Fork gaging station
(NFC) was used as a control to evaluate the effects of logging in the South Fork,
in the 1970’s, on annual sediment loads. In the most conservative treatment of
the data, suspended loads increased by 212 percent over the total predicted for a
6-yr period commencing with the onset of logging. When the roles of the
watersheds were reversed and the same analysis repeated to evaluate harvesting
in the North Fork under California Forest Practice Rules in the 1990’s, no
significant increase was found at NFC in either annual suspended or bed load.

With the advent of automatic pumping samplers, we were able to sample
sediment concentration much more frequently in the 1980’s. This allowed storm
event loads from control watersheds in the North Fork to be used in a new
regression analysis for NFC. According to this more sensitive analysis, for the 7-
yr period commencing with the onset of logging, the sum of the suspended storm
loads at NFC was 89 percent higher than that predicted for the undisturbed
condition. The much greater increase after logging in the South Fork is too great
to be explained by differences in sampling methods and in water years, and
appears to be the result of differences in road alignment, yarding methods, and
stream protection zones.

Similar analyses of storm event loads for each of the treated subwatersheds
in the North Fork suggested increased suspended loads in all but one of the
tributaries, but effects were relatively small or absent at the main stem locations.
Of watersheds with less than 50 percent cut, only one showed a highly significant
increase. The greater increase in sediment at NFC, compared to other main-stem
stations, is largely explained by a 3,600-m3 landslide that occurred in 1995 in a
subwatershed that drains into the main stem just above NFC. Differences among
tributary responses can be explained in terms of channel conditions.

Analysis of an aggregated model simultaneously fit to all of the data shows
that sediment load increases are correlated with flow increases after logging.
Field evidence suggests that the increased flows, accompanied by soil disruption
and intense burning, accelerated erosion of unbuffered stream banks and
channel headward expansion. Windthrow along buffered streams also appears
to be important as a source of both woody debris and sediment. All roads in the
North Fork are located on upper slopes and do not appear to be a significant
source of sediment reaching the channels.

The aggregated model permitted evaluation of certain types of cumulative
effects. Effects of multiple disturbances on suspended loads were approximately
additive and, with one exception, downstream changes were no greater than
would have been expected from the proportion of area disturbed. A tendency for
main-stem channels to yield higher unit-area suspended loads was also detected,
but after logging this was no longer the case in the North Fork of Caspar Creek.

Soil erosion and mass movement play major roles in shaping the
landscapes that surround us. These processes complement those

that build mountains and soils, resulting in landforms such as
valleys, ridges, stream channels, and flood plains. Human activities
that change the balances between these processes can have
consequences that are detrimental to humans and the ecosystems
we depend on. Human activities often lead to an acceleration of soil
movement, net soil losses from hillslopes, and increases in sediment
transport and deposition in stream channels. When soil erosion
and mass movement directly damage roads, bridges, and buildings,
the costs are immediate and obvious. Direct effects on ecosystem
function and site productivity are also serious issues in many areas.
Indirect impacts on downstream water quality and stream channel
morphology, however, are often of greater concern.

Sediment-laden water supplies reduce the capacity of storage
reservoirs and may require additional treatment to render the water
drinkable. Sediment in irrigation water shortens the life of pumps
and reduces soil infiltration capacity. Water quality is also an
important issue for recreational water users and tourism.

Impacts of water quality on fish and aquatic organisms have
motivated much of the research being presented at this conference.
High sediment concentrations can damage the gills of salmonids
and macroinvertebrates (Bozek and Young 1994, Newcombe and
MacDonald 1991). High turbidity can impair the ability of fish to
locate food (Gregory and Northcote 1993) and can reduce the depth
at which photosynthesis can take place. However, suspended
sediment is not always detrimental to fish, and indexes based on
duration and concentration are unrealistically simplistic (Gregory
and others 1993). Turbidity, can, for example, provide cover from
predators (Gregory 1993).

If stream channels cannot transport all the sediment delivered
from hillslopes, they will aggrade, resulting in increased risks for
overbank flooding and bank erosion. It was this sort of risk,
threatening a redwood grove containing the world’s tallest tree,
that motivated the expansion of Redwood National Park in 1978
(U.S. Department of Interior 1981). Accelerated delivery of
sediment to streams can result in the filling of pools (Lisle and
Hilton 1992), and channel widening and shallowing. Hence, fish
rearing habitat may be lost, and stream temperatures often increase.
Excessive filling in spawning areas can block the emergence of fry
and bury substrates that support prey organisms. Settling and
infiltration of fine sediments into spawning gravels reduces the
transport of oxygen to incubating eggs (Lisle 1989) and inhibits the
removal of waste products that accumulate as embryos develop
(Meehan 1974). If aggradation is sufficient to locally eliminate

1 An abbreviated version of this paper was presented at the Conference on Coastal
Watersheds: The Caspar Creek Story, May 6, 1998, Ukiah, California.

2 Mathematical Statistician, Pacific Southwest Research Station, USDA Forest Service,
1700 Bayview Drive, Arcata, CA 95521.
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surface flows during the dry season, fish can lose access to good
upstream habitat or become trapped in inhospitable environments.

How Do Harvest Practices Affect
Sediment Movement?
Figure 1 displays some of the mechanisms linking harvest activities
with instream sediment transport. It is impossible to show all the
potential interactions in only two dimensions, but the figure does hint
at the complexity of controls on sediment movement. Timber harvest
activities can accelerate erosion primarily through felling, yarding,
skidding, building and using roads and landings, and burning.

Felling
Removing trees reduces evapotranspiration and rainfall interception,
thus resulting in wetter soils (Keppeler and others 1994, Ziemer
1968). Loss of root strength and wetter soils can decrease slope
stability (O’Loughlin and Ziemer 1982, Ziemer 1981). Trees near

clearcut edges face increased wind exposure and become more
susceptible to blowdown (Reid and Hilton, these proceedings),
disrupting soils if trees become uprooted. Addition of woody debris
to channels can cause scouring of the banks and channel, but also can
reduce sediment transport by increasing channel roughness and
trapping sediment (Lisle and Napolitano, these proceedings). The
effects of felling upon erosion can be altered by controlling the
quantity and the spatial and temporal patterns of cutting.

Yarding and Skidding
Heavy equipment compacts soils, decreasing infiltration and
percolation rates and increasing surface water. If vegetation and
duff are removed, the underlying soils become vulnerable to surface
erosion. The pattern of yarding and skidding can alter drainage
paths and redirect water onto areas that may be more likely to erode
than naturally evolved channels. Damage from yarding and
skidding is controlled primarily by the type of equipment, the care
exercised by the equipment operator, timing of operations, landing
location, and yarding direction.

Roads and Landings
Roads and landings have similar, but usually more pronounced,
impacts as yarding and skidding, and their presence can greatly
increase landslide risk. Compaction of the road bed can impede
subsurface drainage from upslope areas, resulting in increased pore
water pressures (Keppeler and Brown, these proceedings). Road
cuts and fills are vulnerable to accelerated runoff and surface
erosion, and are particularly vulnerable to slumping, especially on
steep slopes or if the fill or sidecast material has not been properly
compacted. Although roads and landings may be only a small part
of the total forest area, they are responsible for a disproportionate
amount of the total erosion (McCashion and Rice 1983, Swanson
and Dyrness 1975), often more than half. The erosional impact of
roads and landings can be managed through road alignment, design
and construction, drainage systems, type and timing of traffic, and
maintenance.

Burning
Burning can increase erodibility by creating bare ground, and hot
burns can delay revegetation by killing sprouting vegetation. In
some cases, burning can accelerate revegetation by releasing or
scarifying seeds and preparing a seed bed. Burning in areas with
sandy soils can create water-repellent soils and increase surface
runoff (DeBano 1979). The effect of burning on erosion depends
primarily on the temperature of the burn, soil cover, and soil and
vegetation types. Soil moisture, wind, air temperature, humidity,
slope steepness, and fuel abundance and distribution are the major
factors affecting burn temperatures.

Site Factors
Some sites are particularly vulnerable to mass wasting, and these
sites, while occupying a small part of the landscape, have been
found to be responsible for a large proportion of the total erosion in
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northwestern California (Dodge and others 1976, Rice and
Datzman 1981). In the Critical Sites Erosion Study, an evaluation of
157 mass failure sites (>153 m3) and 326 randomly selected control
sites from logged areas in northwestern California, Durgin and
others (1989) concluded that management and site factors played
an equal role in road failures. In contrast, management factors were
secondary to site factors on hillslopes. The primary site factors
associated with mass failures were steep slopes, noncohesive soils
and fill materials, and incompetent underlying regolith. Most
failures were associated with the concentration of subsurface water,
as evidenced by perennial seeps, poorly drained soils, phreatic
vegetation, and locations in swales, inner gorges, and lower slope
positions. Previous slope failures were also evident at many of the
sites. The primary management factors associated with mass
failures were steep or overloaded fill slopes, steep cut banks, and
inadequate maintenance of roads and drainage systems. A field
procedure for estimating the probability of mass failure was also
developed (Lewis and Rice 1990, Rice and Lewis 1991) from the
Critical Sites Erosion Study.

Connecting Forest Practices with Water Quality
It is often difficult to identify the causes of erosion. Factors such as
increased soil water or reduced root strength are not directly
observable. Landslides are normal, stochastic, geomorphic events
in many undisturbed areas. Therefore, it may be impossible to show
that a landslide in a logged area would not have occurred had the
area been treated differently.

There is usually a great deal of uncertainty in determining when
and how much sediment from an erosion feature was delivered to a
stream channel. And it is even more difficult to determine the origin
of suspended sediment that has been measured at a gaging station.

Hence, many studies are correlative and rely on statistics to
identify relations between disturbance and water quality. In
environmental research, it is difficult to execute an experimental
design that permits wide inference. The best designs require
randomly assigning the treatments of interest to a large number of
similar experimental units. The random assignment reduces the
likelihood of associations between treatments and characteristics
that might affect the response of some subset of experimental units.
When studying a highly variable response such as sediment
transport, large sample sizes are needed to detect changes even
when the changes are substantial.

When the experimental unit is a watershed, it is usually
impractical to randomly assign treatments or monitor a large number
of watersheds. Instead, we use watersheds with similar physical
characteristics and subject to similar environmental influences, and
we repeat measurements before and after treatments are applied,
maintaining at least one watershed as an untreated control
throughout the study. If the relationship between measurements in
the treated and control watersheds changes after treatment, then we
can reason that the change is probably due to the treatment, unless
some chance occurrence (unrelated to the treatments) affected only
one of the watersheds. In reality, we have little control over such
chance occurrences. For example, there is no guarantee that rainfall
intensities will be uniform over the entire study area.

Such a paired-watershed design can provide a basis for
concluding whether a change occurred (Chow 1960, Wilson 1978)
and can be used to estimate the magnitude of changes. If chance
occurrences can be eliminated, effects can be attributed to the
overall treatment. If multiple watersheds are included in the design,
it may be useful to relate the magnitude of response to disturbances
such as proportion of area logged, burned, compacted by tractors,
etc. But, without additional evidence, nothing can be concluded
about specific causative mechanisms. Conclusions should be
consistent with the statistical evidence, but cause and effect must be
inferred non-statistically, by relating the results to concurrent
studies of other responses and physical processes, field
observations, and similar observations made elsewhere by others.

Study Area
The Caspar Creek Experimental Watersheds are located about 7 km
from the Pacific Ocean in the Jackson Demonstration State Forest,
Mendocino County, California (Preface, fig. 1, these proceedings).
Until the 1970’s, both the 424-ha South Fork and 473-ha North Fork
watersheds were covered by second-growth redwood forests,
originally logged between 1860 and 1904. Both watersheds are
underlain by sandstones and shales of the Franciscan assemblage.
Rainfall averages about 1,200 mm yr-1, 90 percent of which falls during
October through April, and snow is rare. The location, topography,
soils, climate, vegetation, and land use history are described in detail
by Henry (these proceedings). The geology and geomorphology are
described by Cafferata and Spittler (these proceedings).

Methods
South Fork Treatment
The South Fork of Caspar Creek was roaded in the summer of 1967
and selectively logged in 1971-1973, before Forest Practice Rules
were mandated in California by the Z’Berg Nejedly Forest Practice
Act of 1973. About 65 percent of the stand volume was removed. In
contrast with later logging in the North Fork, 75 percent of the
roads in the South Fork were located within 60 m of a stream, all
yarding was done by tractor, ground disturbance amounted to 15
percent of the area, and there were no equipment exclusion zones.
Details are provided by Henry (these proceedings) and by Rice and
others (1979). The North Fork was used as a control watershed to
evaluate the effects of logging in the South Fork until the North Fork
phase of the study was begun in 1985.

North Fork Treatments
The subwatershed containing units Y and Z (Preface, fig. 2, these
proceedings) of the North Fork was logged between December 1985
and April 1986. At the time, this area was thought to have different
soils than the remainder of the North Fork, so it was omitted from
the study plan that specified logging would begin in 1989. The
remainder of the North Fork logging took place between May 1989
and January 1992. Three subwatersheds (HEN, IVE, and MUN)
were left uncut throughout the study for use as controls. Henry
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(these proceedings) summarizes the logging sequence. Briefly, 48
percent of the North Fork (including units Y and Z) was clearcut, 80
percent of this by cable yarding. Tractor yarding was restricted to
upper slopes, as were haul roads, spur roads, and landings. Ground
disturbance from new roads, landings, skid trails, and firelines in
the North Fork amounted to 3.2 percent of the total area. Streams
bearing fish or aquatic habitat were buffered by selectively logged
zones 23-60 m in slope width, and heavy equipment was excluded
from these areas.

Suspended Sediment and Turbidity Measurements
Accurate suspended sediment load estimation in small rain-
dominated watersheds like Caspar Creek depends upon frequent
sampling  when sediment  transport  i s  high.  Sediment
concentrations are highly variable and inconsistently or poorly
correlated with water discharge (Colby 1956, Rieger and Olive
1984). Since the 1960’s, manual sampling methods have been
standardized by the U.S. Geological Survey. However, adequate
records are rare because it is inconvenient to sample at all hours of
the night and weekends. Errors of 50-100 percent are probably
typical when sampling is based on convenience (Thomas 1988,
Walling and Webb 1988).

In the South Fork phase of the study from 1963 to 1975,
sediment sampling was semi-automated by rigging bottles in the
weir ponds at different heights. These single-stage samplers (Inter-
Agency Committee on Water Resources 1961) filled at known stages
during the rising limb of the hydrograph, but the much lengthier
falling limb was sampled using DH-48 depth-integrating hand
samplers (Federal Inter-Agency River Basin Committee 1952) and,
in most cases, was not well-represented. In 1974 and 1975, the
number of DH-48 samples was increased greatly and, in 1976, the
single-stage samplers were replaced by pumping samplers. The
average number of samples collected was 58 per station per year in
1963-1973 and 196 per station per year in 1974-1985.

During the North Fork phase of the study, in water years 1986-
1995, the North Fork weir (NFC), the South Fork weir (SFC) and 13
other locations in the North Fork were gaged for suspended
sediment and flow (Preface, fig. 2, these proceedings). Pumping
samplers were controlled using programmable calculators and
circuit boards that based sampling decisions on real-time stage
information (Eads and Boolootian 1985). Sampling times were
randomly selected using an algorithm that increased the average
sampling rate at higher discharges (Thomas 1985, Thomas 1989).
Probability sampling permitted us to estimate sediment loads and
the variance of those estimates without bias. We also sent crews out
to the watershed 24 hours a day during storm events to replace
bottles, check equipment, and take occasional, simultaneous,
manual and pumped samples. The average number of samples
collected in 1986-1995 was 139 per station per year.

In water year 1996, we began using battery-operated turbidity
sensors and programmable data loggers to control the pumping
samplers at eight gaging stations, and monitoring was discontinued
at the remaining seven stations. Although turbidity is sensitive to
particle size, composition, and suspended organics, it is much better

correlated with suspended sediment concentration than is water
discharge. A continuous record of turbidity provides temporal
detail about sediment transport that is currently impractical to
obtain by any other means, while reducing the number of pumped
samples needed to reliably estimate sediment loads (Lewis 1996).
However, because these turbidity sensors remain in the stream
during measurement periods, they are prone to fouling with debris,
aquatic organisms, and sediment, so it was still necessary to
frequently check the data and clean the optics. The average number
of samples collected in 1996 was 49 per station per year.

Suspended Sediment Load Estimation
The basic data unit for analysis was the suspended sediment load
measured at a gaging station during a storm event or hydrologic
year. Annual loads were estimated only for NFC and SFC and, to
facilitate comparisons with the South Fork study, these were
computed by Dr. Raymond Rice using the same methods as in an
earlier analysis (Rice and others 1979). This involved fitting
sediment rating curves by eye, multiplying the volume of flow in
each of 19 discharge classes by the fitted suspended sediment
concentration at the midpoint of each class, and summing. As
technology has improved over the years, our methods of sample
selection have improved. Thus, although the computational scheme
for estimating annual loads was repeated in both studies, the
sampling bias has changed, and caution must be used when
comparing the sediment loads from the two studies.

For estimating storm loads in 1986-1995, the concentrations
between samples were computed using interpolations relating
concentration to either time or stage. Concentration was first
adjusted to obtain cross-sectional mean concentrations using
regressions based on the paired manual and pumped samples. For
those events in which probability sampling was employed, loads
and variances were also estimated using appropriate sampling
formulae (Thomas 1985, Thomas 1989). However, Monte Carlo
simulations (Lewis and others 1998), showed that the interpolation
methods were more accurate (lower mean square error). Based on
the variance estimates and simulations, the median error of our
estimates for storm events was less than 10 percent.

 For estimating storm loads in 1996, concentration was
predicted using linear regressions, fit to each storm, of
concentration on turbidity. This method produced load estimates
with the same or better accuracy than before, while substantially
reducing the number of samples collected (Lewis 1996). Time or
stage interpolation was employed for periods when turbidity
information was unavailable.

Total Sediment Load Estimation
The bedload and roughly 40 percent of the suspended load settle in
the weir ponds, and thus are not measured at NFC and SFC. The
weir ponds are surveyed annually to estimate total sediment load
(suspended plus bedload) by summing the pond accumulations
and sediment loads measured at the weirs. Pond volumes are
converted to mass based on a density of 1,185 kg m-3. In some of the
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drier years of record (1972, 1976, 1987, 1991, 1992, and 1994),
negative pond accumulations have been recorded. These values may
result from settling or measurement errors, but some of the values
were too large in magnitude to have resulted from settling alone, so
negative values were converted to zero before adding pond
accumulations to suspended loads. In the results below, only those
that explicitly refer to total sediment load include any sediment
that settled in the weir ponds.

Erosion Measurements
Starting in 1986, a database of failures exceeding 7.6 m3 (10 yd3)
was maintained in the North Fork. This inventory was updated
from channel surveys at least once a year. Road and hillslope failures
were recorded when they were observed, but an exhaustive search
was not conducted. Volume estimates were made using tape
measurements of void spaces left by the failures, except in a few
cases where more accurate survey methods were used. For each
failure, crews recorded void volume, volume remaining at the site
(starting in 1993), location, distance to nearest channel, and any
association with windthrow, roads, or logging disturbance.

Discrete failures such as those included in the failure database
are relatively easy to find and measure. In contrast, surface erosion
is difficult to find and sample because it is often dispersed or
inconspicuous. To obtain an estimate of dispersed erosion sources,
erosion plots were randomly selected and measured in each
subwatershed. Rills, gullies, sheet erosion, and mass movements
were measured on independent samples of road plots and 0.08-ha
circular hillslope plots. Road plots consisted of 1.5-m wide bands
oriented perpendicular to the right-of-way, plus any erosion at the
nearest downslope diversion structure (water bar, rolling dip, or
culvert). A total of 175 hillslope plots and 129 road plots were
measured. These data were collected for a sediment delivery study
and are summarized in a separate report by Rice (1996).

Analyses and Results
Annual Sediment Loads after Logging
the South Fork
Linear regressions between the logarithms of the annual suspended
sediment loads at the two weirs were used to characterize (1) the
relationship of SFC to NFC before the 1971-1973 logging in the
South Fork and (2) the relationship of NFC to SFC before the 1989-
1992 logging in the North Fork.

The calibration water years used in the South Fork analysis
were 1963-1967, before road construction. The sediment load in
1968, after road construction, did not conform to the pretreatment
regression (fig. 2a), but the data from the years 1969-1971 were not
significantly different from the 1963-1967 data (Chow test, p = 0.10).
In 1968, the increase in suspended load was 1,475 kg ha-1, an
increase of 335 percent over that predicted for an undisturbed
condition. The years 1972-1978 (during and after logging) again
differed from the pretreatment regression. Water year 1977 was
missing owing to instrument malfunction. By 1979, the suspended
sediment load at SFC had returned to pretreatment levels. The
increased suspended load after logging amounted to 2,510 kg ha-1yr-1,
or an increase of 212 percent over that predicted for the 6-yr period
by the regression. (Predictions were corrected for bias when
backtransforming from logarithms to original units.)  The greatest
absolute increases occurred in the years 1973 and 1974, followed by
1975 (fig. 2b).

A pair of large landslides (one in each watershed) occurred
during hydrologic year 1974, complicating the analysis by Rice and
others (1979), where the North Fork’s sediment load was adjusted
downward because most of the North Fork slide reached the stream,
while most of the South Fork slide did not. However, that year did
not appear anomalous in my analysis, and I did not make any
adjustments. But the unadjusted prediction requires extrapolation
of the regression line well beyond the range of the pretreatment
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Figure 2—(a) Relation between estimated annual suspended sediment loads at South Fork Caspar Creek (SFC)
and North Fork Caspar Creek (NFC) from 1963 to 1985. Pretreatment regression line is fit to the water years
before roading and logging activity in the South Fork. (b) Time series of departures from the regression line.
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data, so it is still suspect. If the adjustment of Rice and others (1979)
is applied in my analysis, the revised increase in suspended
sediment load is 2,835 kg ha-1yr-1, or an increase of 331 percent over
that predicted for the 6-yr period. The adjusted figure reported for
the 5-yr period (1972-1976) by Rice and others was 3,245 kg ha-1yr-1,
an increase of 354 percent over that predicted.

Although no statistically significant logging effect on pond
accumulation was detected, regression analysis using total sediment
load (including data from 1974) revealed a similar pattern of
impacts as that of the suspended load. The increased total sediment
load after logging of the South Fork amounted to 2,763 kg ha-1yr-1,
or an increase of 184 percent over that predicted for the 6-yr period
by the regression.

Annual Sediment Loads after Logging
the North Fork
The calibration period used in the North Fork analysis includes
1979-1985, the years after the South Fork’s apparent recovery, as
well as 1963-1967. The years 1986-1989 were not included in the
calibration period because the Y and Z units were logged in 1985
and 1986. Applying the Chow test, neither 1986-1989 (p = 0.43) nor
1990-1995 (p = 0.53) was found to differ significantly from the
suspended sediment calibration regression (fig. 3a). The
(nonsignificant) departures from the regression predictions
averaged 118 kg ha-1yr-1, amounting to just 28 percent above that
predicted for the 6-yr period by the regression (fig. 3b). No effect
was detected for pond accumulation by itself or total sediment load.
For total sediment load, the (nonsignificant) departures from the
regression predictions averaged -80 kg ha-1yr-1, or 8 percent below
that predicted for the 6-yr period by the regression.

The absolute numbers reported in the above and earlier analyses
of the South Fork logging (Rice and others 1979) must be viewed with
reservation. The suspended load estimates were based on hand-drawn
sediment rating curves describing the relation between the

concentration of samples collected in a given year to the discharge
levels at which they were collected. In several years, samples were not
available from all discharge classes, so it was necessary to extrapolate
the relation between concentration and discharge to higher or lower
unrepresented classes. Also, a majority of the samples from the years
1963-1975 were collected using single-stage samplers that are filled
only during the rising limb of hydrographs. In most storm events we
have measured at Caspar Creek, the concentrations are markedly
higher on the rising limb of the hydrograph than for equivalent
discharges on the falling limb (e.g., fig. 4). Therefore, the fitted
concentrations were likely too high. A plot of estimated sediment
loads at NFC against annual water yield for the pre-logging years
(fig. 5) suggests that there may be a positive bias during the single-
stage years. The error associated with this method certainly varies
from year to year, depending on the numbers of single-stage and
manual samples and their distribution relative to the hydrographs.
However, the plot indicates that loads were overestimated by a factor
of between 2 and 3 in the range where most of the data occur. A
comparison of the annual loads for the years 1986-1995 with annual
sums of storm loads (the most accurate) shows very little bias,
indicating that bias in the early years resulted mainly from sampling
protocols rather than the computational method, which was the same
for all years in this analysis.

North Fork Analysis Using Unlogged
Subwatersheds as Controls
Because of improved and more intensive sampling methods, the
suspended sediment loads for storm events beginning in 1986 are
known far more accurately than the annual loads used in the NFC/
SFC contrasts presented above. Four unlogged control watersheds
were available (HEN, IVE, MUN, and SFC) for the analysis of storm
loads. Unfortunately, only one large storm was available before
logging. That storm was missed at SFC because of pumping sampler
problems. Because of various technical difficulties, not all storms
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Figure 3—(a) Relation between estimated annual suspended sediment loads at North Fork Caspar Creek (NFC)
and South Fork Caspar Creek (SFC) from 1963 to 1967 and 1979 to 1995, excluding years when sediment was
elevated following logging in the South Fork. Pretreatment regression line is fit to the water years before roading and
logging activity in the North Fork. (b) Time series of departures from the regression line.
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were adequately sampled at each station. However, the sample size
for analyses was increased by using the mean of available data from
the three tributary control watersheds, HEN, IVE, and MUN, in
each storm. (SFC was eliminated because it had lower pretreatment
correlations with the North Fork stations.)  This mean (denoted
HIM) provided a pretreatment sample size of 17 storms. The more
accurate sediment loads, better controls, and larger sample size
gave this analysis greater reliability and increased power to detect
changes than the annual load analysis.

A weakness in analyses of logging effects at NFC was the need
to use 1986-1989 as a calibration period even though 12 percent of
the area had been clearcut. The clearcut area might be expected to
somewhat diminish the size of the effect detected. The occurrence
of only one large storm event before logging is mitigated by the fact
that it was thoroughly sampled at both NFC and the three controls.

An average of 59 sample bottles were collected at each of the four
stations, and all the standard errors were less than 10 percent of the
estimated loads, so there is little doubt about this point’s validity.

Figure 6 shows regression lines fit to the suspended storm
loads at NFC versus those at HIM before and after logging began in
the spring of 1989. There was clearly an increase in suspended loads
in small storms after logging began. In large storms there also seems
to be an effect, although some post-treatment points are very close
to the one large pretreatment point. The Chow test for a change
after logging was significant with p = 0.006. The increases over
predicted load, summed over all storms in the post-treatment
period, average 188 kg ha-1yr-1, and amount to an 89 percent increase
over background. The storms in this analysis represent 41 percent
of the 1990-1996 streamflow at NFC, but carried approximately 90
percent of the suspended sediment that passed over the weir (based
on figure 2 of Rice and others 1979).

A 3,600-m3 landslide that occurred in the Z cut unit (Preface,
fig. 2, these proceedings) increased sediment loads at the NFC
gaging station starting in January 1995. NFC was the only gage
downstream from this slide. The sum of suspended loads from
storms preceding the landslide was 47 percent higher (64 kg ha-1yr-1)
than predicted. The sum of suspended loads from storms after the
landslide was 164 percent higher (150 kg ha-1yr-1) than predicted.

Individual Regressions for Subwatersheds
Similar analyses for each of the subwatersheds in the North Fork
(fig. 7 and table 1) indicate increased suspended sediment loads in
all the clearcut tributaries except KJE. Sediment loads in the KJE
watershed appear to have decreased after logging. The only partly
clearcut watershed on a tributary (DOL) also showed highly
significant increases in sediment loads. The upper main-stem
stations (JOH and LAN) showed no effect after logging, and the
lower main-stem stations (FLY and ARF) experienced increases only
in smaller storms. Summing suspended sediment over all storms,
the four main-stem stations all showed little or no change (table 1).
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Figure 4—Storm event at lower main-stem station ARF, January 13-14, 1995,
with water discharge and laboratory sediment concentrations (SSC) at 10-
minute intervals.
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Treated
watershed

Number of
years

Observed
(kg ha -1 yr -1 )

Predicted
(kg ha -1 yr -1 )

Change
(kg ha -1 yr -1 )

Change
(%)

ARF 4 505 591 -86 -15

BAN 4 85 28 57 203

CAR 5 240 108 132 123

DOL 5 1130 306 824 269

EAG 5 710 210 500 238

FLY 5 536 555 -19 -3

GIB 4 358 119 239 200

JOH 5 667 865 -198 -23

KJE 5 821 1371 -551 -40

LAN 5 420 400 20 5

NFC 6 465 246 219 89

Table 1Table 1Table 1Table 1Table 1—Summary of changes in suspended sediment load (summed over storms) after logging in North Fork
subwatersheds. Predicted loads are computed from pre-treatment linear regressions between the logarithms of the storm
sediment load in the treated watershed and the mean of the storm sediment loads at the control watersheds HEN, IVE,
and MUN. Predictions were corrected for bias when back-transforming from logarithmic units. The number of years in
the post-logging period varies from 4 to 6, depending upon when the watershed was logged and whether or not monitoring
was discontinued in water year 1996.
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Aggregated Regression Model for Subwatersheds
To evaluate the relationships between suspended sediment load
increases and possible explanatory variables, an aggregated
regression model was fit simultaneously to all the subwatershed
storms. The model utilized 367 estimated loads from 51 storms
when HIM was used as the control or 333 estimated loads from 43
storms when HI (the mean of HEN and IVE) was used. Two
regression coefficients were fitted for each watershed. A number of
disturbance measures were considered (table 2), as well as an area
term designed to describe cumulative effects, and a term explaining
sediment increases in terms of flow increases. A great deal of effort
went into developing a model that would permit valid tests of
hypotheses concerning cumulative watershed effects. Therefore, the
response model is coupled with a covariance model that describes
variability in terms of watershed area and correlation among
subwatershed responses as a function of distance between
watersheds. These models were solved using the method of
maximum likelihood and will be described in detail in a separate
publication (Lewis and others 1998).

Departures from sediment loads predicted by the aggregated
model for undisturbed watersheds were modest. The median
increase in storm sediment load was 107 percent in clearcuts and 64
percent in partly clearcut watersheds. The median annual increase
was 109 percent (58 kg ha-1yr-1) from clearcut watersheds and 73
percent (46 kg ha-1yr-1) from partly clearcut watersheds. The
absolute flux values are underestimated somewhat because they
include only sediment measured in storms, and no effort has been
made to adjust for missing data. However, the major storms have
been included, and virtually all of the sediment is transported
during storms. Uncertainty due to year-to-year variability is
certainly a much greater source of error.

The most important explanatory variable identified by the
model was increased volume of streamflow during storms. Storm
flow predictions (Ziemer, these proceedings) were based on an
aggregated model analogous to that used for predicting sediment
loads. The ratio of storm sediment produced to that predicted for
an unlogged condition was positively correlated to the ratio of storm
flow produced to that predicted for an unlogged condition (fig. 8).
This result is not unexpected because, after logging, increased storm

flows in the treated watersheds provide additional energy to deliver
and transport available sediment and perhaps to generate
additional sediment through channel and bank erosion.

Whereas individual watersheds show trends indicating
increasing or decreasing sediment loads, there is no overall pattern
of recovery apparent in a trend analysis of the residuals from the
model (fig. 9a). This is in contrast with the parallel model for storm
flow volume (fig. 9b), and suggests that some of the sediment
increases are unrelated to flow increases.

Other variables found to be significant were road cut and fill
area, and, in models using the HI control, the length of unbuffered
stream channel, particularly in burned areas. Under California
Forest Practice Rules in effect during the North Fork logging, buffers
were not required for stream channels that do not include aquatic
life and are not used by fish within 1,000 feet downstream except in
confluent waters. As discussed earlier, one must be cautious about
drawing conclusions about cause and effect when treatments are
not randomly assigned to experimental units and replication is
limited. Increases in sediment load in one or two watersheds can
create associations with any variable that happens to have higher
values in those watersheds, whether or not those variables are
physically related to the increases. In this study, the contrast in
response is primarily between watershed KJE, where sediment loads
decreased, versus watersheds BAN, CAR, DOL, EAG, and GIB.
Watershed KJE was unburned and also had the smallest amount of
unbuffered stream of all the cut units. Watersheds EAG and GIB
were burned and had the greatest amount of unbuffered stream in
burned areas. Watershed EAG experienced the largest sediment
increases and also had the greatest proportion of road cut and fill
area. Because EAG was not unusually high in road surface area, the
large road cut and fill area indicates that the roads in EAG are on
steeper hillslopes.

There is little field evidence of sediment delivery from roads in

Mean unit area suspended load from control watersheds
Excess storm flow volume relative to that of control watersheds
Time since logging completed
Timber removed per unit watershed area
Areas of various disturbances as proportion of watershed:

Cable, tractor yarding
Stream protection zones, thinned areas
Burning (low intensity, high intensity)
Road cuts, fills, running surfaces
Skid trail cuts, fills, operating surfaces
Landing cuts, fills, operating surfaces

Areas of above disturbances within 46 m (150 ft) of a stream channel
Length of impacted stream in above disturbances per unit watershed area
Length of cabled corridors per unit watershed area
Watershed area

Table 2Table 2Table 2Table 2Table 2—Explanatory variables considered in modeling storm sediment loads in North Fork
subwatersheds.
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Figure 8—Relation between post-logging ratios of observed to predicted
storm flow and suspended sediment load for all North Fork subwatersheds.
Predictions are for undisturbed watersheds based on aggregated regression
models using HI control (mean response of unlogged tributaries HEN and IVE).
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the North Fork watershed. In the inventory of failures greater than
7.6 m3, only 8 of 96 failures, and 1,686 of 7,343 m3 of erosion were
related to roads. Nearly all of this road-related erosion was recorded
as remaining on-site, and none of the road-related failures occurred
in the EAG watershed. Based on the 129 random erosion plots (Rice
1996), the road erosion in EAG was 9.3 m3ha-1, compared to 34.5
m3ha-1 for KJE and 16.6 m3ha-1 for all roads in the North Fork. Thus
it seems that the appearance of road cuts and fills in the model
resulted from a spurious correlation.

On the other hand, channel reaches subjected to intense
broadcast burns did show increased erosion from the loss of woody
debris that stores sediment and enhances channel roughness
(Keppeler, electronic communication). And increased flows,
accompanied by soil disruption and burning in headwater swales,
may have accelerated channel headward expansion, and soil pipe
enlargements and collapses observed in watershed KJE (Ziemer
1992) and in EAG, DOL, and LAN.

Based on the 175 random erosion plots in harvest areas (Rice
1996), the average hillslope erosion rates in the burned watersheds
EAG and GIB were 153 m3ha-1 and 77 m3ha-1, respectively, the
highest of all the watersheds. The average rate for the unburned
clearcut watersheds BAN, CAR, and KJE was 37 m3ha-1. These figures
include estimates of sheet erosion, which is difficult to measure and
may be biased towards burned areas because it was easier to see the
ground where the slash had been burned (Keppeler, verbal
communication). About 72 percent of EAG and 82 percent of GIB
were judged to be thoroughly or intensely burned, and the
remainder was burned lightly or incompletely. It is unknown how
much of this hillslope erosion was delivered to stream channels, but
the proportion of watershed burned was not a useful explanatory
variable for suspended sediment transport.

The failure inventory identified windthrow as another fairly
important source of sediment. Of failures greater than 7.6 m3, 68

percent were from windthrow. While these amounted to only 18
percent of the failure volume measured, 91 percent of them were
within 15 m of a stream, and 49 percent were in or adjacent to a
stream channel. Because of the proximity of windthrows to streams,
s e d i m e n t  d e l i v e r y  f r o m  w i n d t h r o w  i s  e x p e c t e d  t o  b e
disproportionate to the erosion volume. Windthrows are also
important as contributors of woody debris to channels (Reid and
Hilton, these proceedings), and play a key role in pool formation
(Lisle and Napolitano, these proceedings). Because woody debris
traps sediment in transport, it is unknown whether the net effect of
windthrow on sediment transport was positive or negative.

Cumulative Effects
A full explanation of the rationale and methods of testing for
cumulative watershed effects is beyond the scope of this paper, and
final results on this topic will be reported by Lewis and others
(1998). Preliminary results will simply be stated here.

I have considered three types of information that the
aggregated model provides about the cumulative effects of logging
activity on suspended sediment loads:

1. Were the effects of multiple disturbances additive in
a given watershed?

2. Were downstream changes greater than would be
expected from the proportion of area disturbed?

3. Were sediment loads in the lower watershed elevated to
higher levels than in the tributaries?

The response being considered in all of these questions is the
suspended sediment load per unit watershed area for a given storm
event. Watershed area was used in the model to represent distance
downstream.
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Figure 9—Relation between post-logging residuals from aggregated models and time (difference in water years)
since harvesting. (a) model for storm suspended sediment loads, and (b) model for storm flow volumes. Curves
were fitted by locally weighted regression (Cleveland 1993).
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The first question may be answered partly by looking at the
forms of the storm flow and sediment models. Analyses of the
residuals and covariance structures provide good evidence that the
models are appropriate for the data, including the use of a
logarithmic response variable. This implies a multiplicative effect
for predictors that enter linearly and a power function for predictors
that enter as logarithms. It turns out that the flow response to
logged area is multiplicative, and the sediment response to flow
increases is a power function. These effects, however, are
approximately additive within the range of data observed for
watersheds receiving flow from multiple cut units.

The second question was addressed by testing terms formed
from the product of disturbance and watershed area. If the
coefficient of this term were positive, it would imply that the effect
of a given disturbance proportion increases with watershed size. A
number of disturbance measures were considered, including road
cut and fill area and length of unbuffered stream channels. None of
the product terms were found to have coefficients significantly
greater than zero, indicating that suspended load increases were
not disproportionately large in larger watersheds. To the contrary,
the sum of the observed sediment loads at the four main-stem
stations were all within 25 percent of the sum of the loads predicted
for undisturbed watersheds (table 1). Apparently, much of the
sediment measured in the tributaries has been trapped behind
woody debris or otherwise stored in the channels, so that much of it
has not yet been measured downstream.

There is, however, one subwatershed where this second type of
cumulative effect may be occurring. Watershed DOL, only 36
percent cut, includes the 100 percent cut watershed EAG, yet the
sediment increases (269 percent at DOL versus 238 percent at EAG)
have been similar. The increases in DOL seem to be related to
channel conditions created in the historic logging (1900-1904) and,
possibly, to increased flows from recent logging. At the turn of the
century, the channel between the DOL and EAG gaging stations was
used as a “corduroy road” for skidding logs by oxen. Greased logs
were half-buried in the ground at intervals equal to the step length
of the oxen (Napolitano 1996), and an abundance of sediment is
stored behind them today (Keppeler, electronic communication).
Energy available during high flows may be mobilizing sediment
stored behind these logs. In the lower reach, the channel has a low
width:depth ratio and is unable to dissipate energy by overflowing
its banks. The high banks in this reach would be particularly
vulnerable to increased peak flows, and have failed in a number of
places in the years since EAG was logged.

The third question was addressed by testing watershed area as
a linear term in the model. The coefficient of watershed area was
positive (p = 0.0023), implying that the response, suspended
sediment transport per unit watershed area, tends to increase
downstream in the absence of disturbance. This tendency (with the
exception of watershed KJE) is apparent in the pretreatment lines fit
by least squares (fig. 10a), and could be reflecting the greater
availability of fine sediment stored in these lower gradient channels.
The relevance to cumulative effects is that downstream locations
might reach water quality levels of concern with a smaller
proportion of watershed disturbance than upstream locations.

To the extent that larger watersheds reflect average disturbance
rates and therefore have smaller proportions of disturbance than the
smallest disturbed watersheds upstream, one might expect sediment
loads downstream to increase by less than those in the logged
tributaries, reducing the overall variability among watersheds. In
addition, as mentioned before, some of the sediment may be stored
for several years before reaching the lower stations. That is what we
observed in this study—the post-treatment regression lines (fig. 10b)
were much more similar among watersheds than the pretreatment
lines, and the main-stem stations no longer transported the highest
sediment loads relative to watershed area.

Discussion
North Fork versus South Fork
My analysis of the South Fork logging data used a different model
than was used by Rice and others (1979). However, the estimated
increases in sediment loads were similar. For example, they
reported suspended load increases of 1,403 kg ha-1yr-1 in the year
after road construction and 3,254 kg ha-1yr-1 for the 5-yr period
after logging. For the same periods, I estimated increases of 1,475
and 2,877 kg ha-1yr-1. Reversing the roles of the two watersheds for
the later North Fork logging, the same analysis was unable to
detect an effect. However, analysis of storm event loads from 1986
to 1996, using smaller subwatersheds within the North Fork as
controls that had similar 19th-century logging histories as the
whole North Fork, indicated that storm loads at NFC had
increased by 188 kg ha-1yr-1. When comparing these figures, one
should consider the differences between the water years 1972-
1978 and 1990-1996, as well as differences in sampling
methodologies that could have biased the estimated sediment
loads. The mean annual unit area streamflow in the control (NFC)
was 63 percent higher in 1972-1978 than that in the control (SFC)
in 1990-1996. There is a surprisingly good relation between
annual excess sediment load (departures from the pre-treatment
regression) and water discharge in each of the studies (fig. 11). For
equivalent flows, excess sediment loads in the South Fork analysis
were six to seven times those in the North Fork analysis. It is
probable that the sampling methods in the 1960’s and 1970’s
resulted in overestimation of sediment loads in the South Fork
analysis by a factor of 2 or 3. Therefore, comparisons between
relative increases are more appropriate. Excess suspended load
was 212 percent to 331 percent (depending on whether an
adjustment is made for the 1974 North Fork landslide) after
logging the South Fork, and 89 percent after logging the North
Fork, suggesting that the effect of logging on suspended sediment
load was 2.4 to 3.7 times greater in the South Fork than in the
North Fork. These estimates approximately agree with estimates
(Rice 1996) that both erosion and the sediment delivery ratio in
the South Fork were about twice that in the North Fork.

Subwatersheds and KJE Anomaly
Analyses of the 10 treated subwatersheds in the North Fork drainage
show suspended load increases at the gaging stations located
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number of organic steps in the buffered stream above KJE nearly
doubled. Farther upstream, the channel was no longer shaded by
the forest canopy and became choked with new redwood sprouts,
horsetails, berry vines, and ferns, as well as slash that was
introduced during logging. Although small storm flows did increase
after logging, it is possible that channel roughness could have
increased enough to reduce the energy available for sediment
transport. An energy-limited stream would respond to increased
sediment supply and reduced energy by reducing sediment
transport. On the other hand, tributaries in a supply-limited
sediment regime would have responded to a combination of
increased sediment supply and reduced energy by increasing
sediment transport. At some point, the increased supply probably
converted these channels to an energy-limited regime, at which
point stream power became the primary factor controlling variation
in the increased transport levels. Rice and others (1979) concluded
that is what happened after logging in the South Fork.

The aggregated regression for storm flow volumes (Lewis and
others 1998; Ziemer, these proceedings) showed that flow increases
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Figure 10—Regression lines for storm suspended sediment loads at treated watersheds in the North Fork,
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and (b) post-logging. Solid lines represent main-stem stations and dashed lines represent tributary stations.

immediately below clearcut units with one exception. At KJE, loads
have decreased. A possible explanation for this anomaly lies in the
tributary channel morphology. The stream channel in the KJE
watershed is an extension of the main stem of the North Fork. It is
(and, before recent logging, was) more deeply incised than the other
tributaries, and it has the lowest gradient of tributaries other than
the reach between the DOL and EAG gaging stations. The channel
may have taken its gully-like form after the historic logging that
took place between 1860 and 1904, when streams and streambeds
were used as conduits for moving logs (Napolitano 1996). In any
case, KJE had the highest pre-logging (1986-1989) unit area
sediment loads of any of the tributaries (fig. 10a). Sediment in its
channel is plentiful and the banks are actively eroding. It is likely,
then, that the pre-logging sediment regime in KJE may have been
energy-limited, which is more characteristic of disturbed
watersheds. That is, sediment discharge was determined more by
the ability of the stream to transport sediment than by the
availability of sediment to be transported.

After logging, woody debris was added to the channel, and the
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whether these results might be generalizable to larger watersheds,
annual sediment loads for water years 1992-1996 were plotted
against annual water yield (fig. 12) for NFC, SFC, and six gaging
stations on streams in the vicinity of Redwood National Park (RNP).
These watersheds were selected because of the high quality of their
data and because, like Caspar Creek, they are underlain by the
highly erodible Franciscan formation and historically supported
mostly redwood forest with varying amounts of Douglas-fir. Caspar
Creek receives less rainfall than the RNP watersheds, hence the
lower annual flows.

In contrast to Caspar Creek, the RNP main-stem stations
(Redwood Creek at Orick, 720 km2, and at O’Kane, 175 km2)
continue to yield higher sediment loads than the RNP tributaries
even after intensive management. Except for Little Lost Man Creek,
these watersheds have been heavily logged at various times over the
past 50 years, including the 1980’s and 1990’s. (Ground disturbance
from logging in these watersheds was much more severe than that
in Caspar Creek.)

The watershed with the lowest sediment loads is the unlogged
Little Lost Man Creek (9.0 km2), which is also the smallest of the
RNP watersheds. Lacks Creek (44 km2), Coyote Creek (20 km2), and
Panther Creek (16 km2) are high-gradient (4-7 percent) channels in
three different geologic subunits of the Franciscan formation
(Harden and others 1982). Part of the explanation for the higher
sediment loads at the main-stem stations may lie in the greater
abundance of fine sediments available for transport in these low
gradient (<1 percent) channels. Note that the Caspar Creek main
stems are intermediate in both stream gradient (~1 percent) and
sediment transport between the RNP tributaries and main stems.
Regardless of the cause, if these lower reaches have the poorest
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could be largely explained by the proportion of a watershed logged,
an antecedent wetness index, and time since logging. The
aggregated regression for storm suspended sediment showed that
much of the variability in suspended sediment load could, in turn,
be explained by the flow increases. The implication is that, after
logging, the channels were indeed in an energy-limited regime.

Flow increases accounted for only part of the variability in
sediment production. Road systems would typically be expected to
account for much of the sediment. However, in this case, roads were
relatively unimportant as a sediment source because of their
generally stable locations on upper hillslopes far from the stream
channels. Field observations of increased bank erosion and gully
expansion in clearcut headwater areas indicate that some of the
suspended sediment increases were associated with the length of
unbuffered stream channels in burned areas and, to a lesser degree,
in unburned areas. Further indirect evidence that factors besides
flow volume are elevating the suspended loads is that storm flows
show a recovery trend, whereas storm suspended loads do not (fig.
9). This supports the hypothesis that the sediment regime has
changed to one that will support elevated transport levels until the
overall sediment supply is depleted. This can happen only after
erosion and delivery rates to the channel decline and flows have
been adequate to export excess sediment stored in the channels.

Cumulative Effects
Before logging, the larger main stem watersheds generally yielded
the highest unit area sediment loads. But the increases after logging
were greatest in the tributaries, resulting in a much narrower range
of transport, for a given storm size, after logging (fig. 10). The
North Fork of Caspar Creek is a small watershed  (4.73 km2). To see
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water quality, then the incremental effect of an upstream
disturbance may be cause for concern whether or not a water quality
problem develops at the site of the disturbance. In other words,
activities that have acceptable local consequences on water quality
might have unacceptable consequences farther downstream when
the preexisting water quality downstream is closer to harmful levels.

Cumulative effects considered in this paper were limited to a
few hypotheses about water quality that could be statistically
evaluated. But cumulative effects can occur in many ways. For
example, resources at risk are often quite different in downstream
areas, so an activity that has acceptable local impacts might have
unacceptable offsite impacts if critical or sensitive habitat is found
downstream. For a much broader treatment of cumulative effects
see the discussion by Reid (these proceedings).

Conclusions
The main conclusions from these analyses are:

• Improved forest practices resulted in smaller increases
in suspended load after logging the North Fork than
after logging the South Fork. Increases were 2.4 to 3.7
times greater in the South Fork with roads located near
the stream, all yarding by tractor, and streams not
protected.

• Much of the increased sediment load in North Fork
tributaries was related to increased storm flow volumes.
With flow volumes recovering as the forest grows back,
these increases are expected to be short-lived.

• Further sediment reductions in the North Fork probably
could have been achieved by reducing or preventing
disturbance to small drainage channels.

• Sediment loads are probably affected as much by
channel conditions as by sediment delivery from
hillslopes. The observed changes in sediment loads are
consistent with conversion of those channels that were
supply-limited before logging to an energy-limited
regime after logging.

• The effects of multiple disturbances in a watershed were
approximately additive.

• With one exception, downstream suspended load
increases were no greater than would be expected from
the proportion of area disturbed. To the contrary, most
of the increased sediment produced in the tributaries
was apparently stored in the main stem and has not yet
been measured at the main-stem stations.

• Before logging, sediment loads on the main stem were
higher than on most tributaries. This was no longer the
case after logging. However, limited observations from
larger watersheds suggest that downstream reaches in
some watersheds are likely to approach water-quality
levels of concern before upstream reaches.
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        L
arge old trees are among the biggest 

organisms on Earth. They are keystone 

structures in forests, woodlands, savan-

nas, agricultural landscapes, and urban areas, 

playing unique ecological roles not provided 

by younger, smaller trees. However, popula-

tions of large old trees are rapidly declining in 

many parts of the world, with serious implica-

tions for ecosystem integrity and biodiversity.

The definition of “large and old” trees 

depends on the ecosystem, tree species, and 

environmental conditions under consid-

eration. Both the size and the age of a tree 

affect characteristics such as the large inter-

nal cavities, complex branching patterns, 

and idiosyncratic canopy architectures that 

distinguish large old trees from younger and 

smaller trees ( 1).

Large old trees (see the fi gure, panels A to 

C) play critical ecological roles. They provide 

nesting or sheltering cavities for up to 30% 

of all vertebrate species in some ecosystems 

( 2). Large old trees also store large quantities 

of carbon, create distinct microenvironments 

characterized by high levels of soil nutri-

ents and plant species richness, play crucial 

roles in local hydrological regimes, and pro-

vide abundant food for numerous animals in 

the form of fruits, fl owers, foliage, and nec-

tar. In agricultural landscapes, large old trees 

can be focal points for vegetation restoration, 

facilitate ecosystem connectivity by attracting 

mobile seed dispersers and pollinators, and 

act as stepping stones for many animals.

Younger and smaller trees cannot provide 

most of the distinctive ecological roles played 

by large old trees ( 3). For instance, large old 

trees in Mountain Ash (Eucalyptus regnans) 

forests of mainland Australia provide irre-

placeable shelter and nesting sites for more 

Global Decline in Large Old Trees

ECOLOGY

David B. Lindenmayer, 1  William F. Laurance ,2 Jerry F. Franklin 3  

The loss of large old trees in many ecosystems 

around the world poses a threat to ecosystem 

integrity.

1Fenner School of Environment and Society, The Austra-
lian National University, Canberra, ACT 0200, Australia.  
2Centre for Tropical Environmental and Sustainability Sci-
ence, and School of Marine and Tropical Biology, James 
Cook University, Cairns, Queensland 4878, Australia. 
3School of Environmental and Forest Science, University 
of Washington, Seattle, WA 98195, USA. E-mail: david.
lindenmayer@anu.edu.au

cal regions of the world, but is rare in large 

areas of central and western Africa where 

many individuals lack Duffy-antigen recep-

tor expression on red blood cells. Thus, this 

“Duffy-negative” phenotype appears to have 

evolved as an innate resistance mechanism to 

P. vivax infection.

McMorran et al. extend previous work that 

demonstrated an important role for platelets in 

resistance to malaria ( 8) by identifying plate-

let factor 4 (PF4) as a key molecule in plate-

let-mediated killing of P. falciparum. PF4 is 

released from α granules in activated plate-

lets to promote blood coagulation ( 9). It binds 

the Duffy-antigen receptor, along with sev-

eral other chemokines ( 10). McMorran et al. 

found that a functional Duffy-antigen receptor 

is required for the antiparasitic activity of PF4.

The implications of lacking this antipara-

sitic mechanism for Duffy-negative individ-

uals living in P. falciparum malaria endemic 

regions are not yet clear. One might predict 

that these individuals will be more prone to 

episodes of severe malaria. Indeed, mortality 

among African children with malaria-induced 

coma is higher than in children with the same 

condition from Papua New Guinea, where 

Duffy-negative individuals are less common 

( 11). However, further evidence is required 

to support this proposition. Alternatively, 

compensatory antiparasitic mechanisms may 

have evolved in Duffy-negative individuals 

to help control parasite growth and/or reduce 

pathology following infection. The identifi ca-

tion of other such mechanisms will offer fur-

ther insights into innate immune responses to 

infection, and potentially identify vulnerable 

aspects of parasite biology.

Platelets decrease in number (thrombocy-

topenia) during acute malaria. McMorran et 

al. suggest that this is not to the host’s advan-

tage, limiting this innate form of resistance. 

However, other data show that platelets can 

contribute to cerebral malaria, a major cause 

of mortality. Platelets at normal physiologi-

cal concentrations cause clumping of para-

sitized red blood cells from African chil-

dren, a phenomenon associated with cerebral 

malaria ( 12). Thrombocytopenia may there-

fore reduce pathology by protecting the host 

against cerebral malaria, which may explain 

in part why there has been less pressure to 

maintain platelet-associated parasite killing 

mechanisms in Africans. The Duffy-negative 

phenotype to prevent P. vivax invasion of red 

blood cells seems to have been under stron-

ger selective pressure than the maintenance 

of a PF4-dependent antiparasitic mechanism 

in central and western Africa. However, given 

the potentially different origins and timelines 

of P. falciparum and P. vivax adaptations to 

humans ( 13,  14), another possibility is that 

the Duffy-negative phenotype has simply 

been under selective pressure in this part of 

Africa for longer. In addition, nonmalaria 

pressures may also have infl uenced this selec-

tion over time.

Cells of the innate immune system—mac-

rophages, natural killer cells, dendritic cells, 

and γδ T cells—play an important role in 

defending against parasites, often providing a 

fi rst line of defense and augmenting acquired 

(adaptive) immunity. By understanding how 

innate mechanisms of protection against 

malaria have been under strong selective pres-

sure during evolution, we may better under-

stand how to protect people from malaria. For 

example, how PF4 kills P. falciparum is not 

yet clear, but when this knowledge is avail-

able, vulnerable features of parasites will be 

identifi ed that could be targeted with appro-

priate drugs. Understanding new antiparasitic 

mechanisms selected by evolution will enable 

us not only to complement existing cellular 

and molecular approaches to identifying drug 

targets to kill parasites, but also to select safer 

targets that have less effect on the host. 
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than 40 species of cavity-using vertebrates 

( 4). For many dependent species, the keystone 

roles of large old trees continue for decades 

or even centuries after tree death, when they 

become standing dead trees or large logs ( 1).

The loss of large old trees is a recognized 

concern in many ecosystems worldwide. 

For example, populations of large old trees 

are plummeting in intensively grazed land-

scapes in California, Costa Rica, and Spain, 

where such trees are predicted to disappear 

within 90 to 180 years ( 5). In southeastern 

Australia, millions of hectares of grazing 

lands are projected to support less than 1.3% 

of the historical densities of large old trees 

within 50 to 100 years ( 6).

Large old trees are declining in forests at 

all latitudes. Larger trees (>45 cm in diameter) 

throughout southern Sweden have declined 

from historical densities of ~19 per hectare 

to 1 per hectare ( 7). In California’s Yosemite 

National Park, the density of the largest trees 

(see the figure, panel A) declined by 24% 

between the 1930s and 1990s ( 8). Large old E. 

regnans trees—Earth’s tallest fl owering plants 

(see the figure, panel B)—are predicted to 

decline from 5.1 in 1997 to 0.6 trees per hect-

are by 2070 ( 4). Fragmented Brazilian rain-

forests are likely to lose half of their original 

large trees (≥60 cm diameter) in the fi rst three 

decades after isolation ( 9).

Large old trees are exceptionally vulnera-

ble to intentional removal, elevated mortality, 

reduced recruitment, or combinations of these 

drivers (see the figure, panel C). They are 

removed during logging, land clearing, agri-

cultural intensifi cation, fi re management, and 

for human safety. Droughts, repeated wild-

fi res, competition with invasive plants, edge 

effects, air pollution, disease, and insect attack 

( 10) can all increase tree mortality. The likeli-

hood of new trees growing into large old trees 

can be diminished by overgrazing or browsing 

by native herbivores ( 11) and domestic live-

stock ( 6), by competition with exotic plants, 

and by altered fi re regimes.

Drivers of large old tree loss often inter-

act to create ecosystem-specifi c threats ( 12). 

In agricultural landscapes, chronic livestock 

overgrazing, excessive nutrients from fertil-

izers, and deliberate removal for firewood 

and land clearing combine to severely reduce 

large old trees ( 6). Populations of large old 

pines in the dry forests of western North 

America declined dramatically in the last cen-

tury because of selective logging, uncharac-

teristically severe wildfi res, and other causes, 

although efforts are now made to reduce the 

density of the stands so that high-severity fi res 

do not occur and large trees are saved (see the 

fi gure, panel D). Salvage logging is equally 

damaging, whereby natural disturbances, 

such as fi re or insect attack, are followed by 

removal of all remaining live and dead trees 

(see the fi gure, panel E). In certain tropical 

savannas and temperate forests, interactions 

among drivers occur over vast areas and result 

in entire landscapes supporting few large old 

trees ( 13). Modeling suggests that even mod-

est increases in adult mortality can seriously 

erode populations of long-lived organisms 

such as large old trees ( 14).

Although large old trees are declining 

across much of the planet, not all ecosystems 

are losing such trees. Elevated plant-growth 

rates in tropical forests, possibly in response 

to rising concentrations of atmospheric car-

bon dioxide, might result in larger numbers 

of large old trees, at least where such forests 

escape other human disturbances.

Large old trees are more likely to per-

sist in particular parts of landscapes such 

as disturbance refugia. Research is needed 

to determine the locations and causes of 

such refugia and to devise strategies to pro-

tect them ( 15). For example, timber or other 

commodity extraction (e.g., cropping) in 

managed landscapes might be concentrated 

where large old trees are least likely to per-

sist or develop. Maintenance of appropriate 

population age structures can help to ensure 

the perpetual supply of large old trees. This 

requires policies and management practices 

that intentionally grow such trees and reduce 

their mortality rates ( 5).

Just as large-bodied animals such as ele-

phants, tigers, and cetaceans have declined 

drastically in many parts of the world, a grow-

ing body of evidence suggests that large old 

trees could be equally imperiled. Targeted 

research is needed to better understand their 

key threats and devise strategies to counter 

them. Without such initiatives, these iconic 

organisms and the many species dependent on 

them could be lost or greatly diminished.  
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D E

Global decline. (A) Over 95% of California’s majestic coastal redwoods have been lost to logging and for-
est clearing ( 8). (B) Large old Mountain Ash (E. regnans) trees in mainland southern Australia are critical 
habitats for many elements of the biota but are also readily killed and often consumed by wildfi res ( 4). (C) 
Baobab trees, like this giant in Tanzania, are under threat from land clearing, droughts, fungal pathogens, 
and overharvesting of their bark for mat-weaving ( 3). (D) Efforts to conserve large old Ponderosa Pine (Pinus 

ponderosa) trees include reducing the risk of stand-replacing fi re by removing small trees and applying low-
severity prescribed fi re. (E) During post-insect attack salvage logging operations in British Columbia, Canada, 
all large trees are removed.
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Estimating Diesel Fuel Consumption and 
Carbon Dioxide Emissions from Forest Road 

Construction 
 
 
Dan Loeffler1, Greg Jones2, Nikolaus Vonessen3, Sean Healey4, 

Woodam Chung5 
 
 
 
Abstract: Forest access road construction is a necessary component of many on-the-
ground forest vegetation treatment projects.  However, the fuel energy requirements and 
associated carbon dioxide emissions from forest road construction are unknown.  We 
present a method for estimating diesel fuel consumed and related carbon dioxide 
emissions from constructing forest roads using published results from a study designed to 
measure road construction costs together with machine productivity and fuel 
consumption rates.  Our resulting estimate of diesel fuel required per mile of road 
constructed on slopes up to 50% using a cut-fill construction method is 590 gallons, with 
13,400 pounds of carbon dioxide emitted per mile of road built.  Using a full bench road 
construction method on slopes greater than 50% where volume of material handled and 
moved is very sensitive to hill slope and soil type, we estimated between 3,265 and 8,000 
gallons of diesel fuel are required per mile of road emitting between 74,400 to 182,700 
pounds of carbon dioxide. 
 
 
Keywords: forest roads, carbon, carbon accounting, forest management, road 
construction, forest products, diesel emissions 
 
 
 

Introduction 
 
 

In 2007 the Chief of the US Forest Service outlined three ways in which 
forests, including national forest system lands, can be used to address climate 
change.  The first is to manage forests in ways that make them more resistant to 
fires, insects, and disease resulting in more resilient forest stands.  Second, the 
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Forest Service should reduce its own carbon footprint, which includes generating 
more heat from woody biomass, a renewable source of energy that offsets the use 
of non-renewable fossil fuels.  And third is to use the nation’s forests to reduce 
the buildup of greenhouse gases, with support for carbon markets that ultimately 
convert forests into a carbon sink (Kimball 2007).  All three of these proposals 
share a common theme, as stated by the Chief: “…protecting the existing carbon 
sink through forest conservation and increasing carbon sequestration through 
reforesting degraded land, improving forest health, and supporting sustainable 
forest management” (Kimball 2007).  Accomplishing almost any aspect of this 
agenda will require some form of on-the-ground wood fiber removal. 
 

While carbon storage in forest products is viewed as a means to defer 
disturbance-related emissions (Skog and Nicholson, 2000), the forest operations 
enabling this deferral almost always involve the release of fossil carbon, including 
harvesting and hauling products, and constructing the forest roads, either 
temporary or permanent, over which raw products are initially hauled.  Healey 
and others (this volume) used historical harvest records and some assumptions 
about product carbon dynamics to calculate the magnitude and timing of carbon 
sequestration related to harvesting in Ravalli County, Montana.  Healey and 
others also digitized a county-wide visual assessment of new roads apparent in 
sequential Landsat satellite imagery.  These new-road maps, used together with 
spatially co-registered slope data, will in the future provide an application for the 
forest road construction emission factors discussed here.  While forest operations 
release fossil carbon, little attention has been devoted to measuring carbon 
emissions associated with the various aspects of forest operations and forest 
products procurement. 
 
 The literature discussing carbon accounting methods and guidelines for 
harvested wood product flows between carbon pools is well established (Birdsey 
2006; IPCC 2003, 2006).  The Consortium for Research on Renewable Industrial 
Materials modeled fossil fuel consumption for stump-to-truck harvesting of wood 
products in the US Northwest and Southeast (CORRIM 2006) and Markewitz 
(2006) provides a detailed methodology for tracking fossil fuel consumption 
during silvicultural activities.  However, the literature directly discussing the 
fossil fuel requirements and related emissions to construct the forest roads over 
which forest operations equipment travel is extremely sparse.  A small portion of 
the forest road construction literature is financially-based, but contains little or no 
information about the fuel consumption underlying road construction costs 
(Balcom 1988; Layton and others 1992; Erickson and others 1992; USFS 2007). 
 

Because forest access road construction is a necessary and critical component 
of many forest vegetation treatment projects, the range of fuel energy 
requirements and associated emissions from road construction are needed for an 
accurate carbon accounting of forest vegetation treatments.  Here we present a 
methodology for estimating diesel fuel consumption and corresponding carbon 
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dioxide emissions associated with building forest roads, and discuss its benefits 
and limitations.   
 
 

Methods and Results 
 
 

There are two common ways to construct a forest road in mountainous terrain 
– the cut-fill method and the full bench method.  The cut-fill method is used on 
gentle to moderate hill slopes ranging from approximately 0% – 50% and the full 
bench method is employed for steeper slopes.  Using the cut-fill method, the 
builder would cut into hillside approximately half of the total road width, and then 
use the material removed by that cut as fill to construct the remaining half of the 
road on the downhill slope (Figure 1).  When the full bench method is employed, 
the builder cuts into the hillside the entire width of the road, essentially creating a 
bench in the hill serving as the base of the road (Figure 2).  Historically bulldozers 
have been the primary equipment used to construct forest roads.  However, 
according to Forest Service Northern Region engineers most forest road building 
contractors switched to using hydraulic excavators in the mid to late 1980’s (pers. 
comm. Rich Raines 3 October 2008; pers. comm. Marcia Hughey 15 October 
2008).  Excavators were found to be much more versatile and efficient for 
building forest roads, able to incorporate all aspects of road building into one 
single pass (Balcom 1988). 
 

CUT

FILL 9 feet

9 feet

Original hill slope

CUT

FILL 9 feet

9 feet

Original hill slope

 
Figure 1: Cross sectional view of hill slope on which an eighteen feet wide road base would be 
constructed with the cut-fill method. 
 

In this paper we have derived estimates of fuel consumption and resulting 
carbon dioxide emissions from building forest roads using information from 
Balcom (1988) and the Caterpillar Performance Handbook (CAT 1989, 2007).  
We estimate fuel consumption and emissions for each of the following major road 
building activities for both the cut-fill and full bench methods: 1) pioneering, 2) 
clearing and grubbing, and 3) sub-grade excavation.  However, the following 
methodology is not limited to using the results from our selected sources.  Rather, 
we have conceptualized a framework for estimating fuel consumption and 
emissions that is not limited to our selected sources. 
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Figure 2: Cross sectional view of hill slope on which a fourteen feet wide road base would be 
constructed with the full bench method. 
 
 
Cut-Fill Road Construction 
 
 

Balcom (1988) conducted a time-motion study of forest road construction costs 
in Oregon using both crawler tractors and hydraulic excavators.  This time-motion 
study provides results of feet per hour for building roads using the cut-fill method 
on hill slopes up to 50%.  Although several types of machines were analyzed by 
Balcom, we isolated the results from the Caterpillar 235 hydraulic excavator and 
acquired that machine’s fuel consumption rate of 8 gallons per hour from the 
1989 Caterpillar Performance Handbook (CAT 1989) assuming 72% utilization, 
the midpoint in the utilization range listed for forestry operations.  Average 
construction rates in linear feet per hour reported by Balcom were used to 
estimate pioneering, clearing and grubbing, and sub-grade excavation.  Table 1 
displays the average production per hour and fuel consumption per linear foot of 
road constructed for each of the three major road building activities listed above.  
Our estimates show that using a hydraulic excavator to construct forest roads with 
the cut-fill method on gentle slopes consumes approximately 0.11140 gallon of 
diesel per linear foot of road constructed, or approximately 590 gallons per mile. 

 
We then combined the diesel fuel consumption estimate with emissions data 

for internal combustion diesel engines reported by the US Environmental 
Protection Agency (EPA 1995) and diesel energy content reported by the US 
Energy Information Administration (EIA 2008), which resulted in a carbon 
dioxide emission factor of 22.796 pounds per gallon of diesel.  Combining this 
with molecular weights for carbon (12) and oxygen (16) yields the carbon dioxide 
and carbon equivalent results displayed in Table 2. 
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Table 1: Diesel fuel consumption per linear foot of forest road construction using the cut-fill method 
on slopes less than 50% for eighteen feet wide roads. 

Road construction activity Production (feet/hour)a Diesel consumption 
(gallon/foot)

Diesel consumption 
(gallons/mile)

Pioneering 582 0.01375 73

Clearing and grubbing 129.5 0.06178 326

Sub-grade excavation with 
sidecasting 223 0.03587 189

0.11140 588Total of all activities  
a From Balcom (1988) 
 

Approximately 2.5 pounds of carbon dioxide are emitted from diesel fuel 
burned per linear foot of forest road constructed on slopes less than 50%, or 
13,400 pounds per mile.  The carbon equivalent using the carbon-to-carbon 
dioxide ratio of 12/44 equals roughly 0.7 pound of carbon per linear foot of road 
construction, or 3,650 pounds of carbon per mile. 
 
Table 2: Carbon dioxide emissions per linear foot of forest road construction using the cut-fill 
method on slopes less than 50% for eighteen feet wide roads. 

Road construction activity
Carbon dioxide 

emissions 
(pounds/foot)

Carbon dioxide 
emissions 

(pounds/mile)

Carbon equivalent 
(pound/foot)

Carbon equivalent 
(pounds/mile)

Pioneering 0.31345 1,655 0.08548 451

Clearing and grubbing 1.40834 7,436 0.38409 2,028

Sub-grade excavation 0.81769 4,317 0.22301 1,177

Total of all activities 2.53947 13,408 0.69258 3,657
 

 
 
Full Bench Road Construction 
 
 

Contrary to gentle slopes for which the cut-fill method would be appropriate, 
the amount of material that needs to be handled and moved to construct a full 
bench road in steep terrain is very sensitive to percent hill slope and soil type.  
Because of this, measuring the amount of cubic material handled and moved is 
critically important.  To estimate the amount of cubic material for any given hill 
slope and cut slope, we multiply the cross sectional area that would be cut into the 
hill by the linear distance of road constructed (Douglas 1999).  The cross sectional 
area of the hill cut out to build the road (bold area in Figure 3) is calculated with 
the following equation (see Appendix A): 
 

sc
scwArea

−
⋅

⋅⋅= 2

200
1                            [Equation 1] 
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In this equation,  is the cross sectional area in square feet, denotes the 
width of the road base in feet, and and denote the percent hill slope and percent 
cut slope, respectively, where 

Area w
s c

cs <<0 .  Note that for a slope of, for example, 
, ; more notably%35 35=s 35.≠s  (the same condition also holds for ). c

 

 
Figure 3: Triangle used to estimate cut material to build forest roads. 

 
Next, to calculate total cubic feet volume of material handled and moved, we 

multiply the results from Equation 1 by the linear road distance measured in 
feet and a material swell factor( )d ( )sf 6, which accounts for the percent increase 
in material volume due to air voids introduced into the material when disturbed: 
 

AreasfdeTotalVolum **=                        [Equation 2] 
 
Appendix B presents an approach for calculating total volume of material to be 
handled and moved for constructing roads having varying percent hill slopes. 
 

To estimate fuel consumption and emissions for handling and moving the 
material calculated with the above equations, we used average production rates of 
cubic material moved per hour with a hydraulic excavator and two dump trucks 
from Balcom (1988).  We assumed the same fuel consumption and utilization rate 
as above for the excavator.  To estimate fuel consumption for endhauling the cut 
material ( , we used the average dump truck production rates reported 
by Balcom and assumed the use of two Caterpillar D25D articulated dump trucks 
requiring 4.7 gallons of diesel per hour each (CAT 1989).  Additionally, 
according to a US Forest Service transportation planner, spreading the endhauled 
material at a waste site is also a necessary component of full bench road 
construction (pers. comm. Fred Bower, 13 January 2009).  For this we assumed a 
Caterpillar D7 track type dozer is used 4 hours daily (pers. comm. Bob Greil, road 
construction contractor, 29 January 2009) requiring 8 gallons of diesel per hour 
(CAT 1989).  We further assumed a material swell factor of 1.3. 

)

                                                

eTotalVolum

 
The resulting fuel consumption and emissions estimates per cubic foot of 

handled material from road construction on slopes greater than 50% are displayed 

 
6 If material swell is 30% then the swell factor is sf = 1+.30 = 1.3. 

w z

h

c%s% 
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in Table 3.  The estimates are based upon the same diesel fuel emissions and 
energy content as with the cut-fill method.  The estimates show approximately 
0.007 gallon of diesel fuel is required per cubic foot handled and moved to 
construct a forest road using the full bench method.  Carbon dioxide emissions are 
about 0.17 pounds per cubic foot and the carbon equivalent is roughly 0.05 pound 
per cubic foot. 
 
Table 3: Diesel fuel consumption and carbon dioxide emissions per cubic foot of handled material 
with full bench method on slopes greater than 50%. 

Road construction 
activity

Production (cubic 
feet/hour)

Diesel consumption 
(gallon/cubic foot)

Carbon dioxide 
emissions 

(pound/cubic foot)

Carbon equivalent 
(pound/cubic foot)

Pioneering, Clearing and 
grubbing, Sub-grade 
excavating (excavator)

2926.8a 0.00273 0.06223 0.01697

Endhauling (2 dump trucks) 2948.4a 0.00319 0.07272 0.01983

Waste site spreading 
(dozer) 5896.8b 0.00136 0.03100 0.00846

0.00728 0.16595 0.04526Total of all activities
 aFrom Balcom (1988) 

bAssumes dozer operation is half the time as the other equipment (pers. comm. Bob Greil, road 
construction contractor 29 January 2009) 
 

Tables 4 and 5 display diesel fuel consumption and carbon dioxide emissions 
by incremental hill slopes.  The values are derived from total cubic feet of 
material to handle and move from Equations 1 and 2 and the estimate of diesel 
consumed per cubic foot from Table 3.  We also assumed a fourteen foot wide 
road and 200% cut slope (pers. comm. Bob Greil, road construction contractor, 29 
January 2009).  Our estimates of total diesel fuel consumption for building forest 
roads on hill slopes greater than 50% range from approximately .62 – 1.5 gallons 
per linear road foot, and roughly 3,260 – 8,000 gallons per mile.  Carbon dioxide 
emissions range from approximately 74,400 pounds per mile at 50% hill slope to 
182,700 pounds per mile at an extreme hill slope of 90%.  The carbon equivalent 
ranges from 20,300 – 49,800 pounds per mile. 
 
Table 4: Diesel fuel consumption estimates by percent hill slope greater than or equal to 50% 
assuming a cut slope of 200% and fourteen feet wide roads. 

(cubic yards) (cubic feet) Excavator Dump trucks Dozer Total

50 3.15 84.93 0.23187 0.27094 0.11551 0.61831 3,265
55 3.58 96.65 0.26385 0.30831 0.13144 0.70360 3,715
60 4.04 109.20 0.29812 0.34835 0.14851 0.79498 4,197
65 4.54 122.68 0.33492 0.39135 0.16685 0.89312 4,716
70 5.08 137.20 0.37456 0.43767 0.18659 0.99882 5,274
75 5.66 152.88 0.41736 0.48769 0.20792 1.11297 5,876
80 6.29 169.87 0.46374 0.54187 0.23102 1.23663 6,529
85 6.98 188.33 0.51414 0.60077 0.25613 1.37105 7,239
90 7.72 208.47 0.56913 0.66503 0.28352 1.51768 8,013

Full-bench

Diesel fuel consumption per linear road foot 
(gallons) Gallons per 

mile

Road 
construction 

method

Hill slope 
(percent)

Material to move per 
linear road foot
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Table 5: Diesel fuel consumption, carbon dioxide emissions and carbon equivalent estimates by 
percent hill slope greater than or equal to 50% assuming a cut slope of 200% and fourteen feet 
wide roads. 

Road 
construction 

method

Hill slope 
(percent)

Total diesel 
fuel 

consumption 
(gallons/foot)

Total diesel 
fuel 

consumption 
(gallons/mile)

Total carbon 
dioxide 

emissions 
(pounds/foot)

Total carbon 
dioxide 

emissions 
(pounds/mile)

Total carbon 
equivalent 

(pounds/foot)

Total carbon 
equivalent 

(pounds/mile)

50 0.61831 3,265 14.10 74,422 3.84 20,297
55 0.70360 3,715 16.04 84,687 4.37 23,097
60 0.79498 4,197 18.12 95,686 4.94 26,096
65 0.89312 4,716 20.36 107,499 5.55 29,318
70 0.99882 5,274 22.77 120,220 6.21 32,787
75 1.11297 5,876 25.37 133,960 6.92 36,535
80 1.23663 6,529 28.19 148,844 7.69 40,594
85 1.37105 7,239 31.25 165,023 8.52 45,006
90 1.51768 8,013 34.60 182,673 9.44 49,820

Full-bench

 
 
 

Discussion 
 
 

It is common practice for road engineers to use published machine productivity 
equations to estimate costs or other related information.  Here we have combined 
mathematical estimates with published production information to estimate fuel 
consumption and carbon dioxide emissions from building forest access roads.  
However, the results presented above rely on published studies designed to 
estimate forest road construction costs.  While such studies are based upon field 
collected data, and general machine production rates were presented, machine fuel 
consumption during road construction was not investigated.  Here we have 
estimated fuel consumption and emissions from forest road construction by 
combining computed average production estimates with estimates of machine-
specific fuel consumption rates. 

 
We recognize that our estimates have limitations.  First, as Erickson (1992) 

described, forest road construction costs are difficult to estimate due to site-
specific variations; therefore it is logical that fuel consumption would also be 
difficult to estimate due to similar variations.  Second, applying the limited 
information provided by Balcom should be with caution, as conditions such as 
soil type can significantly impact the necessary cut slope and overall production.  
Third, there is no way to account for operator experience and production, or 
control for job-specific variations, such as culvert installment, turnout 
construction, seeding and stabilization, rolling dip construction, etc.  We also 
cannot reasonably account for machine positioning and re-positioning, idling or 
other down time exclusive of the basic utilization rate used in our estimation 
process.  Here we assumed that the amount of cut material equals the fill needed 
to build the road base with the cut-fill method, requiring no relocation of fill 
material.  However, actual hill slope angles are not linear as displayed in Figure 3 
and thus can require moving either more or less material for any given hill slope 
percent. 
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Additionally, in this analysis we have not included estimates of fuel 
consumption or emissions for road reconstruction, grading and maintenance, 
prism obliteration, employee commute to and from the job site, equipment 
mobilization via a lowboy tractor trailer, or delivery of supplies.  We have limited 
our estimates to the basic elements of road construction, and suggest much more 
effort be devoted to this and other aspects of forest management as they relate to 
carbon accounting. 
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Appendix A 
 
 

To verify the area in Equation 1, we first note that the hill slope in percent 

equals 100  multiplied by rise over run: 

s

zw
hs
+

= 100 (see Figure 3).  Similarly, 
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Appendix B 
 
 

When building a forest road, the hill slope is usually not constant over any 
significant distance.  To use the data from Tables 1, 2, 4 and 5 to estimate fuel 
consumption and emissions in this more general setting, proceed as follows.  
Estimate the total length of forest road to be built in miles (or feet).  Then 
determine the total length of the road pieces that will be built on gentle to 
moderate hill slopes < 50% and denote this length by .  Next, determine the 
total lengths of the road segments that will be built on hill slopes of approximately 
55%, 60%, 65%, etc.  Denote these lengths by , , , etc.  Therefore 

d

modd

%55d %60d %65d
 

%90%65%60%55mod dddddd +++++= L . 
 
Next denote the estimate for fuel consumption or carbon emissions from forest 
road construction on gentle to moderate slopes from Table 1 or 2 (per foot or 
mile) by .  Similarly, for a given hill slope of  on which the full bench 
construction method would be used, denote the corresponding estimate for fuel 
consumption or emissions from Table 4 or 5 by .  The total estimate TE for 
fuel consumption or carbon dioxide emissions for building the entire forest road is 
then given by 

modE %s

%sE

 
%90%90%65%65%60%60%55%55modmod ***** EdEdEdEdEdTE +++++= L . 
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ABSTRACT

In January 2001, approximately 23 x 106 ha of land in the U.S. National Forest System were slated to remain
roadless and protected from timber extraction under the Final Roadless Conservation Rule. We examined the
potential contributions of these areas to the conservation of biodiversity. Using GIS, we analyzed the concordance
of inventoried roadless areas (IRAs) with ecoregion-scale biological importance and endangered and imperiled
species distributions on a scale of 1:24,000. We found that more than 25% of IRAs are located in globally or
regionally outstanding ecoregions and that 77% of inventoried roadless areas have the potential to conserve
threatened, endangered, or imperiled species. IRAs would increase the conservation reserve network containing
these species by 156%. We further illustrate the conservation potential of IRAs by highlighting their contribution to
the conservation of the grizzly bear (Ursos arctos), a wide-ranging carnivore. The area created by the addition of
IRAs to the existing system of conservation reserves shows a strong concordance with grizzly bear recovery zones
and habitat range. Based on these findings, we conclude that IRAs belonging to the U.S. Forest Service are one of
the most important biotic areas in the nation, and that their status as roadless areas could have lasting and far-
reaching effects for biodiversity conservation.

KEY WORDS: GIS, USDA Forest Service, biodiversity conservation, endangered species, grizzly bears,
imperiled species, roadless areas, threatened species.
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INTRODUCTION

In January 2001, the Clinton administration promulgated its Roadless Area Conservation Rule, which states that

237,000 km2 of inventoried roadless areas (IRAs) within the U.S. National Forest System will remain roadless and
protected from timber extraction (USDA Forest Service 2000). These lands represent 31% of the National Forest
System or 2.5% of the total U.S. land base (DeVelice and Martin 2001). They would increase the amount of strictly
protected land area in the United States in IUCN categories I–III from 4.8 to 8.5%. Beyond these most basic
statistics, few studies have analyzed the potential contribution of IRAs to biodiversity conservation (Martin et al.
2000, DeVelice and Martin 2001).

DeVelice and Martin (2001) assessed the extent to which IRAs could contribute to building a representative
network of conservation reserves in the United States. Using ecoregions as their unit of analysis (Ricketts et al.
1999), they found that IRAs could potentially expand ecoregional representation, increase the area of reserves at
lower elevations, and increase the size of conservation areas to provide refuge for wide-ranging species. However,
in their assessment they did not evaluate the contribution of IRAs toward the conservation of biodiversity and
populations of specifically threatened, endangered, or imperiled species.

The lands belonging to the USDA Forest Service contain more than 80% of mammal and reptile species and more
than 90% of the bird, amphibian, and fish species in the United States, including many that have been extirpated
from large portions of their presettlement ranges (USDA Forest Service 1997). According to the NatureServe
database, more than 1400 of these species have been designated as threatened and endangered (TE) species
under the Endangered Species Act (ESA). The Forest Service Roadless Area Final Environmental Impact Statement
identified approximately 400 TE or proposed species found on USDA Forest Service land and an estimated 220
(55%) that are directly or indirectly associated with IRAs (USDA Forest Service 2000). IRAs provide or influence
designated critical habitat for at least 30 of these species (USDA Forest Service 2000).

However, the ESA list is not a complete listing of imperiled species. There are numerous species that are globally
rare or threatened with extinction but for various reasons do not appear on the ESA TE species list. Many of these
species also occur on USDA Forest Service land. To fill this gap, we supplemented the TE species list with species
categorized as critically imperiled or imperiled according to NatureServe's central database.

The objective of this paper is to assess three critical questions associated with IRAs:

Is there a high concordance between IRAs and ecoregions of particular biodiversity values?

Do IRAs overlap with threatened, endangered, or imperiled species?

Is there potential for IRAs to assist in the conservation of wide-ranging species, such as the threatened
grizzly bear (Ursos arctos horribilis), in the conterminous United States?

METHODS

We obtained the spatial coverages of the inventoried road areas (IRAs) in vector format from the roadless area
conservation Web site (Table 1).

Ecoregions

As seen in Fig. 1 and Table 1, we evaluated the potential benefit of IRAs for biodiversity conservation using the
ecoregions and biological importance rankings provided in Ricketts et al. (1999). Using ArcView 3.2, we combined
the IRAs and ecoregion coverages, both in vector format. To facilitate interpretation, we separated our analysis into
three geographic regions, i.e., the eastern United States, the western United States, and Alaska, following the
methodology used by DeVelice and Martin (2001).

Ricketts et al. (1999:7) defined an ecoregion as " ... a relatively large area of land or water that contains a
geographically distinct assemblage of natural communities." Ecoregions were selected as the units of analysis
because they integrate ecological, biological, and geographic considerations into land-use decision making and are
being used to establish priorities for large-scale conservation efforts (Omernik 1995a,b, Ricketts et al. 1999,
Groves et al. 2002). Where ecoregions extend into either Canada or Mexico, we included only those portions within
U.S. boundaries for all analyses. Although we would have preferred to maintain ecoregional contiguity, the spatial
nature of USDA Forest Service lands and the applicability of the Endangered Species Act required strict adherence
to political boundaries.

Ricketts et al. (1999) classified the biological importance of each ecoregion based on species distribution, i.e.,
richness and endemism, rare ecological or evolutionary phenomena such as large-scale migrations or extraordinary
adaptive radiations, and global rarity of habitat type, e.g., Mediterranean-climate scrub habitats. They used species
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distribution data for seven taxonomic groups: birds, mammals, butterflies, amphibians, reptiles, land snails, and
vascular plants (Ricketts et al. 1999). Each category was divided into four rankings: globally outstanding, high,
medium, and low. The rankings for each of the four categories were combined to assign an overall biological
ranking to each ecoregion. Ecoregions whose biodiversity features were equaled or surpassed in only a few areas
around the world were termed "globally outstanding." To earn this ranking, an ecoregion had to be designated
"globally outstanding" for at least one category. The second-highest category, or continentally important
ecoregions, were termed "regionally outstanding," followed by "bioregionally outstanding" and "nationally
important" (Ricketts et al. 1999). Although our analyses focused on those ecoregions characterized as globally and
regionally outstanding, even the lowest category, nationally important, contains important biodiversity in a local
context.

Threatened, endangered, and imperiled species

Currently, public land managers are required to monitor populations of threatened and endangered (TE) species
and, where appropriate, develop management plans to conserve these populations and their habitat requirements
(U.S. Fish and Wildlife Service 1973). Previous studies have analyzed the distribution of TE species based on
counties, or boroughs in Alaska, and identified high-concentration areas of TE species and associated habitats
(Dobson et al. 1997, Flather et al. 1998, Stein et al. 2000). Despite their valuable findings, these previous studies
were limited by the coarse level of spatial resolution and the use of political units of disparate sizes. To avoid
similar limitations with our analysis, we use data of a finer resolution to identify levels of concordance between the
locations of IRAs and TE species.

The NatureServe central database (Table 1) provided the finer-resolution data for the identification of the locations
of TE species. Data for this database are developed by state natural heritage programs and managed by
NatureServe. Natural heritage programs have documented and tracked the occurrence of threatened, endangered,
and imperiled species for nearly 30 yr (Jenkins 1985, 1988, 1996). The system assigns global conservation status
ranks known as "element global ranks" or "G-RANKS" to species and communities that are intended to estimate
the extent of their imperilment or vulnerability. Conservation status ranks are assigned based on an assessment of
rarity, the extent of recent decline of populations, threats, biological fragility, and other factors (Stein et al 2000).
The most imperiled species and communities are ranked G1, and the most stable ones are ranked G5.

The NatureServe central database includes fields for federal ESA listing status and for global conservation status.
We selected records of species that are federally listed as threatened or endangered (TE) according to the U.S. Fish
and Wildlife Service or the National Marine and Fisheries Service and those that are ranked by NatureServe as
critically imperiled (G1) or imperiled (G2). The output file was a vector file of 109,125 occurrences of species with
G1 or G2 rankings or federal ESA listings. These occurrences were collated into 7.5-min quadrangles from the U.S.

Geological Survey. The largest quadrangles, in the southern part of the United States, are 179 km2. We used two
data products for our analyses. The first contains only TE species (Fig. 2), and the second contains TE, G1, and G2
species (Fig. 3). The spatial resolution of the locational data varied according to the equipment and methodologies
that natural heritage programs used in collecting the data. However, the maximum uncertainty for the data set was
less than the area of a quadrangle grid cell.

The TE, G1, and G2 data sets demonstrate only a moderate degree of overlap. These discrepancies occur partly
because the NatureServe system evaluates only biological factors, whereas species are assigned to federal listings
for both scientific and political reasons. There are 75,000 occurrences of TE species, but only 27,000 are ranked G1
or G2 by the NatureServe system. Of the 1409 ESA-listed TE species in the NatureServe database, 1109 are
ranked G1 or G2. Conversely, there are 5997 species ranked G1 or G2 that are not classified as TE species. Of the
61,000 occurrences of G1 and G2 species recorded in the NatureServe database, more than 33,000 occurrences
lack a TE species designation. One of the reasons for the disparity between the high concordance of species but
the low concordance of occurrences is the fact that certain species are wide-ranging. For example, the grizzly bear,
which is a threatened species but not a G1 or G2 species, is recorded often across its wide range, so that it
accounts for far more records than a narrow endemic species that is both TE and listed as G1 or G2.

The NatureServe database contains information gaps (Table 2). However, although the missing data for Idaho,
Montana, and Washington are critical for the conservation of individual species, the lack of them served only to
make our analysis a more conservative estimate of the potential contributions of IRAs to species conservation.

There are no IRAs in Massachusetts and only one in Maine, with a total area of 24 km2.

We overlaid both the TE species and TE/G1–G2 species databases with the uniquely named IRAs to identify the
percentage of IRAs that contain known occurrences of TE or G1–G2 populations. In instances where multiple
quadrangles containing species occurred within a single IRA unit, we erred on the conservative side and used only
the quadrangle that contained the most species, i.e., we assumed that multiple quadrangles would contain the
same species.

We also analyzed the relative increase in conservation reserves that IRAs would confer to TE and TE/G1–G2
species. We overlaid the TE and TE/G1–G2 databases with a conservation area database compiled by the
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Conservation Biology Institute and World Wildlife Fund (Table 1). This database includes all federal, state, county,
and municipal public lands and some private lands. The private lands have not been systematically surveyed and
do not include conservation easements. We used only lands that are classified for strict biodiversity conservation,
which we define as those designated as categories I–III by the IUCN. Category I is for Strict Nature
Reserves/Wilderness Areas, category II covers National Parks, and category III includes National Monuments (The
World Conservation Union 1978, The World Conservation Union 1994). Hereafter we refer to the areas that meet
these criteria as "conservation reserves." We did not include protected-area categories IV–VI, which allow road
building, timber harvesting, and other extractive activities in our analysis. Of 78 x 106 ha of National Forest land,
14 x 106 ha are designated as National Wilderness Areas, and an additional 2.5 x 106 ha are classified as Special
Designated Areas that are IUCN category I reserves. The remaining 61.5 x 106 ha of National Forest land, which
are not classified as conservation reserves, are governed by periodic management plans that may allow or restrict
resource uses and extraction.

Grizzly bear case study

Finally, because national analyses can obscure important details of individual species, we also analyzed the
potential contribution of IRAs to grizzly bears (Ursos arctos horribilis), specifically in relation to the regions
designated as grizzly bear recovery areas by the U.S. Fish and Wildlife Service (Table 1). We overlaid these grizzly
bear recovery zones with the IRAs to assess the concordance of these areas. We chose grizzly bears because they
are a federally listed threatened species in the conterminous United States and require large and contiguous
habitat areas to survive.

All spatial databases were in vector format and put into a common projection prior to the overlap analysis. All
spatial estimates derived from our analyses were obtained by summarizing the area of overlap of the respective
GIS databases. One caveat of our methodology is that the combination of multiple GIS layers may lead to the
propagation of spatial errors and increased uncertainty (Flather et al. 1998, Heuvelink 1998). This concern is a
generalized methodological one. Our errors are no greater or smaller than those of any similar analysis that uses
multiple spatial data from multiple sources. The TE species databases, protected areas database, and IRA
coverages represent a vast collection of data from many sources. It is likely that errors are associated with each of
these layers. However, most of our analyses were conducted at a sufficiently broad scale that we believe the error
rate is not large enough to affect our ultimate conclusions.

RESULTS

Ecoregions

Across the United States, we found that more than 20% of inventoried roadless areas (IRAs) were located within
ecoregions that have been classified as globally outstanding (Table 3, Fig. 4). In the eastern region, approximately
70% of the IRAs are found in globally or regionally outstanding ecoregions (Table 3, Fig. 4). More than 50% of
these forests occur in two Appalachian ecoregions, the Appalachian-Blue Ridge forests and the Appalachian mixed
mesophytic forests. Both are considered globally outstanding for their diverse endemic species, which range across
many taxa (Stephenson et al. 1993, Ricketts et al. 1999). The vast majority of the IRAs in eastern forests are less

than 10.1 km2 in size, and few are adjacent to existing wilderness areas (DeVelice and Martin 2001).

In the western region, IRAs are found predominantly in bioregionally outstanding ecoregions, with only 18% in
globally or regionally outstanding ecoregions (Table 3, Fig. 4). Although globally and regionally outstanding IRAs
are found mainly in the states of California, Oregon, Washington, and Arizona, the intermountain west contains
most of the nation's bioregionally and nationally important IRAs. Western IRAs are on average larger than eastern
IRAs, and the vast majority are adjacent to existing wilderness areas. If the IRAs were combined with the
wilderness areas, the western forests would contain 34 of the 45 largest contiguous areas of strictly protected
forests in the United States (DeVelice and Martin 2001).

Threatened, endangered, and imperiled species

Of the 2595 IRA units, approximately 58% of them overlap with TE species quadrangles (Table 4). When separated
into geographic regions, the IRAs in the eastern and western United States demonstrate overlaps of 70.3 and
61.0%, respectively. Of the IRAs that contain TE species, the mean number of TE species found in IRAs is highest
in the east (2.1 species) and lowest in Alaska (1.0 species).

When G1–G2 species are included in the analysis, both the number of IRAs that contain TE/G1–G2 species and the
mean number of species of concern found in each IRA increase (Table 4). In sum, approximately 77% of the IRAs
overlap with quadrangles that contain species at risk. The Alaska region contains the largest increase in IRAs when
G1–G2 species are included, increasing to 58.6 from 1.3%. The west increases to 78.3%, and the east increases to
79.7%. However, the east shows the largest increase in mean number of TE/G1–G2 species found in IRAs,
increasing from 2.1 to 4.0 species (Table 4).
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The IRAs could also contribute a significant amount of land area to existing conservation reserves for both TE and
TE/G1–G2 species in all geographic regions (Table 5). The largest increase in area and the greatest percent
increase in conservation reserves are found in the western United States, with the exception of the 100% increase
from the single quadrangle in Alaska. IRAs would contribute to a 96% increase in available habitat in conservation
reserves for TE species, whereas the inclusion of G1–G2 species expands that increase to 210%. Although the
eastern region would see similar but more modest gains, habitat in conservation reserves in the Alaska region
would increase 113% for TE/G1–G2 species (Table 5). Overall, IRAs would increase the conservation reserve
network containing TE, G1, or G2 species by 156%.

Grizzly bear case study

As seen in Fig. 5, the inclusion of IRAs in the existing system of conservation reserves in Washington, Idaho,
Montana, and Wyoming shows a strong concordance with the grizzly bear recovery zones of the U.S. Fish and
Wildlife Service, as well as bear habitat range (Martin et al. 2000, USDA Forest Service 2000). In total, the six

grizzly bear recovery zones include approximately 15,300 km2 of IRAs. Approximately 24,750 km2 of almost
contiguous IRAs surround the Salmon-Selway (Bitterroot) Recovery Zone (SSRZ), which has already been
designated a wilderness area and assigned to IUCN category I.

DISCUSSION

Our analyses found that one-quarter of the inventoried roadless ares (IRAs) are found in globally or regionally
outstanding ecoregions, and that they have the potential to provide important habitat for numerous species,
including threatened, endangered, and imperiled species. This conclusion is further illustrated by an investigation
of the potential benefit of IRAs to grizzly bear conservation.

Based on these findings, the assignment of IRAs to IUCN category III or higher could increase the area of
conservation reserves in the United States from 4.8 to 8.5%. This broad national conclusion has different
implications depending on geographic region. For example, whereas fewer than 3% of the IRAs are found in the
eastern United States, the vast majority of eastern IRAs are found in the ecoregions with the greatest amount of
biodiversity and the least amount of existing protection. In addition, despite the fact that western forests currently
have some of the highest existing protection levels in the United States, Scott et al. (2001) found that many
existing reserves in the United States are concentrated in areas of high elevation and low soil productivity.
Therefore, despite the current levels of perceived protection, the nation's biological diversity may be under-
represented in the current system, particularly in the mountainous west (Scott et al. 2001). DeVelice and Martin

(2001) have shown that approximately 40% (about 91,300 km2) of the IRAs are at an elevation below 1500 m
and that 35% of the total IRAs are adjacent to designated wilderness areas. The combination of increased
protection of forest habitat and the potential increase in size of conservation reserves would have a positive effect
on the conservation of large mammals in the western United States.

The purpose of the Endangered Species Act is to " ... provide a means whereby the ecosystems upon which
endangered and threatened species depend may be conserved ... " (U.S. Fish and Wildlife Service 1973). The act
further directs that " ... all Federal departments shall seek to conserve endangered species and threatened
species." In this regard, many IRAs function as biological refugia for terrestrial and aquatic species, including
numerous threatened, endangered, and imperiled species. The maintenance of natural values in IRAs could
contribute to their long-term viability (Brown and Archuleta 2000). IRAs contain more than 220 TE species, i.e.,
approximately 25% of listed or proposed animal species and 13% of listed plant species (USDA Forest Service
2000).

Among TE species, 88% are imperiled by habitat destruction and degradation (Wilcove et al. 1998). Dobson et al.
(1997) found that, if the habitats of TE species were more extensively protected, a large number of them would be
efficiently conserved. Our analysis showed that the vast majority of IRAs hosted TE or G1–G2 imperiled species
and that, by adding the IRAs to the existing conservation reserve system, the conservation of species at risk and
their habitat could be better realized. Although we recognize that not all threatened, endangered, or imperiled
species require lands free of active land management to survive, limiting the human footprint by placing IRAs off
limits to road construction and maintenance, resource extraction, and other development activities could provide a
counterpoint to the multiple-use activities taking place elsewhere within the National Forest System.

Furthermore, although there may be duplicate species populations within IRAs or existing conservation reserves,
the high level of endangerment of these species should predicate that we conserve as many populations as
possible. Therefore, the potential issues of complementarity or duplication of species across IRAs should not
diminish the contribution that IRAs could make to conserving species at risk. Our analyses have shown that,
despite the small size and extent of IRAs in the eastern United States, they contain a greater number of
endangered or imperiled species across more IRAs than do the west and Alaska. However, many of the western
IRAs are missing data or have not been surveyed. This error of omission serves only to emphasize that our findings
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are a conservative estimate of potential species endangerment particularly in IRAs in Alaska and the western
United States.

Top carnivore species, such as the grizzly bear, often have the largest species-level area requirements in an
ecosystem and maintain ecological structures and resilience by top-down trophic interactions. They need large,
contiguous habitat blocks to persist, and there must be landscape connectivity among core areas to ensure
sufficient habitat for viable populations (Soulé and Noss 1998, Carroll et al. 2001). As a result of these
requirements, large reserves are necessary to maintain populations of these wide-ranging species. Woodroffe and
Ginsberg (1998) recently estimated that habitats of 20,000 km2 are needed to provide a 90% chance for the long-

term survival of the grizzly bear in the wild. Indeed, only those wilderness areas that were 20,000 km2 or larger in

1920 still support grizzly bears today (Mattson and Merrill 2002). The 40,000 km2 of IRAs in and near designated
grizzly recovery zones in the northern Rockies will help improve the long-term habitat viability for grizzly bears in
the region (Martin et al. 2000, USDA Forest Service 2000).

Carroll et al. (2001) proposed the need for a comprehensive conservation strategy for carnivores in the Rocky
Mountains that considers the requirements of several species, including grizzly bear, wolverine, fisher, and lynx.
The regions where these four species overlap show a strong concordance with grizzly bear recovery zones. IRAs
may benefit all of these species by providing expanded and buffered habitat and, in turn, secure the ecological
integrity of those ecosystems (Terborgh and Soulé 1999, Conner et al. 2000, Martin et al. 2000). If grizzly bear
populations remain limited by the size and configuration of current conservation reserves, their long-term survival
in the conterminous United States cannot be assured (Mattson and Merrill 2002).

Bruner et al. (2001) found a clear relationship between the existence of a viable and well-connected system of
conservation reserves and biodiversity conservation. Because of the stable long-term ownership tenure associated
with USDA Forest Service lands, as opposed to privately held forests, many of these forested areas contain a
wealth of biological diversity. Historically, land within the Forest Service has been managed under a multiple-use
strategy, with timber extraction being a main component of many of these plans. However, multiple-use
management may not ensure the protection of the full range of biodiversity, because anthropogenic habitat
degradation and destruction are the primary causes of biodiversity loss (Ehrlich 1988, Myers 1988, Wilcove et al.
1996, Haila 1999, Wood 2000).

Setting aside IRAs for stricter protection from extractive or economically driven activities may indeed meet many
biological objectives, e.g., integration of fish and wildlife values and watershed and forest health, consistent with
the agency's multipurpose agenda. In addition, IRAs may also contribute invaluable benchmarks to gauge
ecological changes on managed U.S. Forest Service lands. A representative system of natural habitats, set aside
from active management, would allow natural ecological processes, including a full suite of existing native species,
to survive free of human activities. Without strict conservation areas that represent all forest habitat types, it will
be difficult to make objective assessments on the sustainability of forest management (Noss and Cooperrider
1994, Norton 1999, Noss et al. 1999). Based upon our analyses, we conclude that IRAs support many at-risk
species and thereby greatly contribute to the conservation of biodiversity throughout the United States. For some
species with only a few remaining populations, the strict and permanent protection of IRAs may represent the final,
critical refuge.
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Report 
USDA Forest Service Roadless Areas: Potential Biodiversity 
Conservation Reserves 
 
Colby Loucks1, Nicholas Brown2, Andrea Loucks3, and Kerry Cesareo1 

 
ABSTRACT. In January 2001, approximately 23 x 106 ha of land in the U.S. National Forest System were slated 
to remain roadless and protected from timber extraction under the Final Roadless Conservation Rule. We 
examined the potential contributions of these areas to the conservation of biodiversity. Using GIS, we analyzed 
the concordance of inventoried roadless areas (IRAs) with ecoregion-scale biological importance and endangered 
and imperiled species distributions on a scale of 1:24,000. We found that more than 25% of IRAs are located in 
globally or regionally outstanding ecoregions and that 77% of inventoried roadless areas have the potential to 
conserve threatened, endangered, or imperiled species. IRAs would increase the conservation reserve network 
containing these species by 156%. We further illustrate the conservation potential of IRAs by highlighting their 
contribution to the conservation of the grizzly bear (Ursos arctos), a wide-ranging carnivore. The area created by 
the addition of IRAs to the existing system of conservation reserves shows a strong concordance with grizzly bear 
recovery zones and habitat range. Based on these findings, we conclude that IRAs belonging to the U.S. Forest 
Service are one of the most important biotic areas in the nation, and that their status as roadless areas could have 
lasting and far-reaching effects for biodiversity conservation. 

INTRODUCTION 

In January 2001, the Clinton administration 
promulgated its Roadless Area Conservation Rule, 
which states that 237,000 km2 of inventoried roadless 
areas (IRAs) within the U.S. National Forest System 
will remain roadless and protected from timber 
extraction (USDA Forest Service 2000). These lands 
represent 31% of the National Forest System or 2.5% 
of the total U.S. land base (DeVelice and Martin 
2001). They would increase the amount of strictly 
protected land area in the United States in IUCN 
categories I–III from 4.8 to 8.5%. Beyond these most 
basic statistics, few studies have analyzed the potential 
contribution of IRAs to biodiversity conservation 
(Martin et al. 2000, DeVelice and Martin 2001).  

DeVelice and Martin (2001) assessed the extent to 
which IRAs could contribute to building a 
representative network of conservation reserves in the 
United States. Using ecoregions as their unit of 
analysis (Ricketts et al. 1999), they found that IRAs 
could potentially expand ecoregional representation, 
increase the area of reserves at lower elevations, and 
increase the size of conservation areas to provide 
refuge for wide-ranging species. However, in their 

assessment they did not evaluate the contribution of 
IRAs toward the conservation of biodiversity and 
populations of specifically threatened, endangered, or 
imperiled species.  

The lands belonging to the USDA Forest Service 
contain more than 80% of mammal and reptile species 
and more than 90% of the bird, amphibian, and fish 
species in the United States, including many that have 
been extirpated from large portions of their 
presettlement ranges (USDA Forest Service 1997). 
According to the NatureServe database, more than 
1400 of these species have been designated as 
threatened and endangered (TE) species under the 
Endangered Species Act (ESA). The Forest Service 
Roadless Area Final Environmental Impact Statement 
identified approximately 400 TE or proposed species 
found on USDA Forest Service land and an estimated 
220 (55%) that are directly or indirectly associated 
with IRAs (USDA Forest Service 2000). IRAs provide 
or influence designated critical habitat for at least 30 
of these species (USDA Forest Service 2000).  

However, the ESA list is not a complete listing of 
imperiled species. There are numerous species that are 
globally rare or threatened with extinction but for 
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various reasons do not appear on the ESA TE species 
list. Many of these species also occur on USDA Forest 
Service land. To fill this gap, we supplemented the TE 
species list with species categorized as critically 
imperiled or imperiled according to NatureServe's 
central database.  

The objective of this paper is to assess three critical 
questions associated with IRAs:  

Is there a high concordance between IRAs and 
ecoregions of particular biodiversity values? 

Do IRAs overlap with threatened, endangered, or 
imperiled species? 
 
Is there potential for IRAs to assist in the 
conservation of wide-ranging species, such as the 
threatened grizzly bear (Ursos arctos horribilis), in 
the conterminous United States? 
 

METHODS 

We obtained the spatial coverages of the inventoried 
road areas (IRAs) in vector format from the roadless 
area conservation Web site (Table 1). 

 

Fig. 1. Overlap of USDA Forest Service inventoried roadless areas (IRAs) with ecoregions that contain USDA Forest Service 
lands. The bold line indicates the separation of IRAs into three geographic regions: east, west, and Alaska. 
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Table 1. Data sources. All data web data sources were accessed in February 2001.  

Database name   Source          

USDA Forest Service roadless area database    http://roadless.fs.fed.us/documents/feis/data/gis/coverag
es/index.shtml          

            
World Wildlife Fund ecoregions database   Ricketts et al. 1999          
            
NatureServe central databases   NatureServe          
            
Protected areas database   Conservation Biology Institute and World Wildlife Fund          
            

Grizzly bear recovery area boundaries   U.S. Fish and Wildlife Service and University of 
Montana          

 

Ecoregions 

As seen in Fig. 1 and Table 1, we evaluated the 
potential benefit of IRAs for biodiversity conservation 
using the ecoregions and biological importance 
rankings provided in Ricketts et al. (1999). Using 
ArcView 3.2, we combined the IRAs and ecoregion 
coverages, both in vector format. To facilitate 
interpretation, we separated our analysis into three 
geographic regions, i.e., the eastern United States, the 
western United States, and Alaska, following the 
methodology used by DeVelice and Martin (2001).  

Ricketts et al. (1999:7) defined an ecoregion as " ... a 
relatively large area of land or water that contains a 
geographically distinct assemblage of natural 
communities." Ecoregions were selected as the units of 
analysis because they integrate ecological, biological, 
and geographic considerations into land-use decision 
making and are being used to establish priorities for 
large-scale conservation efforts (Omernik 1995a,b, 
Ricketts et al. 1999, Groves et al. 2002). Where 
ecoregions extend into either Canada or Mexico, we 
included only those portions within U.S. boundaries 
for all analyses. Although we would have preferred to 
maintain ecoregional contiguity, the spatial nature of 
USDA Forest Service lands and the applicability of the 
Endangered Species Act required strict adherence to 
political boundaries. 

Ricketts et al. (1999) classified the biological 
importance of each ecoregion based on species 
distribution, i.e., richness and endemism, rare 
ecological or evolutionary phenomena such as large-
scale migrations or extraordinary adaptive radiations, 
and global rarity of habitat type, e.g., Mediterranean-
climate scrub habitats. They used species distribution 
data for seven taxonomic groups: birds, mammals, 
butterflies, amphibians, reptiles, land snails, and 
vascular plants (Ricketts et al. 1999). Each category 
was divided into four rankings: globally outstanding, 
high, medium, and low. The rankings for each of the 
four categories were combined to assign an overall 
biological ranking to each ecoregion. Ecoregions 
whose biodiversity features were equaled or surpassed 
in only a few areas around the world were termed 
"globally outstanding." To earn this ranking, an 
ecoregion had to be designated "globally outstanding" 
for at least one category. The second-highest category, 
or continentally important ecoregions, were termed 
"regionally outstanding," followed by "bioregionally 
outstanding" and "nationally important" (Ricketts et al. 
1999). Although our analyses focused on those 
ecoregions characterized as globally and regionally 
outstanding, even the lowest category, nationally 
important, contains important biodiversity in a local 
context.  

Threatened, endangered, and imperiled species 

Currently, public land managers are required to 
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monitor populations of threatened and endangered 
(TE) species and, where appropriate, develop 
management plans to conserve these populations and 
their habitat requirements (U.S. Fish and Wildlife 
Service 1973). Previous studies have analyzed the 
distribution of TE species based on counties, or 
boroughs in Alaska, and identified high-concentration 
areas of TE species and associated habitats (Dobson et 
al. 1997, Flather et al. 1998, Stein et al. 2000). Despite 
their valuable findings, these previous studies were 
limited by the coarse level of spatial resolution and the 
use of political units of disparate sizes. To avoid 
similar limitations with our analysis, we use data of a 
finer resolution to identify levels of concordance 
between the locations of IRAs and TE species.  

The NatureServe central database (Table 1) provided the 
finer-resolution data for the identification of the locations 
of TE species. Data for this database are developed by 
state natural heritage programs and managed by 
NatureServe. Natural heritage programs have 
documented and tracked the occurrence of threatened, 
endangered, and imperiled species for nearly 30 yr 
(Jenkins 1985, 1988, 1996). The system assigns global 
conservation status ranks known as "element global 
ranks" or "G-RANKS" to species and communities that 
are intended to estimate the extent of their imperilment or 
vulnerability. Conservation status ranks are assigned 

based on an assessment of rarity, the extent of recent 
decline of populations, threats, biological fragility, and 
other factors (Stein et al 2000). The most imperiled 
species and communities are ranked G1, and the most 
stable ones are ranked G5.  

The NatureServe central database includes fields for 
federal ESA listing status and for global conservation 
status. We selected records of species that are federally 
listed as threatened or endangered (TE) according to 
the U.S. Fish and Wildlife Service or the National 
Marine and Fisheries Service and those that are ranked 
by NatureServe as critically imperiled (G1) or 
imperiled (G2). The output file was a vector file of 
109,125 occurrences of species with G1 or G2 
rankings or federal ESA listings. These occurrences 
were collated into 7.5-min quadrangles from the U.S. 
Geological Survey. The largest quadrangles, in the 
southern part of the United States, are 179 km2. We 
used two data products for our analyses. The first 
contains only TE species (Fig. 2), and the second 
contains TE, G1, and G2 species (Fig. 3). The spatial 
resolution of the locational data varied according to 
the equipment and methodologies that natural heritage 
programs used in collecting the data. However, the 
maximum uncertainty for the data set was less than the 
area of a quadrangle grid cell.  

 

Fig. 2. Threatened and endangered (TE) species distributions by the 7.5-min quadrangles of the U.S. Geological Survey.  
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Fig. 3. Threatened and endangered (TE) species and critically imperiled (G1) and imperiled (G2) species distributions by the 
7.5-min quadrangles of the U.S. Geological Survey.  

 

The TE, G1, and G2 data sets demonstrate only a 
moderate degree of overlap. These discrepancies occur 
partly because the NatureServe system evaluates only 
biological factors, whereas species are assigned to 
federal listings for both scientific and political reasons. 
There are 75,000 occurrences of TE species, but only 
27,000 are ranked G1 or G2 by the NatureServe 
system. Of the 1409 ESA-listed TE species in the 
NatureServe database, 1109 are ranked G1 or G2. 
Conversely, there are 5997 species ranked G1 or G2 
that are not classified as TE species. Of the 61,000 
occurrences of G1 and G2 species recorded in the 
NatureServe database, more than 33,000 occurrences 
lack a TE species designation. One of the reasons for 
the disparity between the high concordance of species 
but the low concordance of occurrences is the fact that 
certain species are wide-ranging. For example, the 
grizzly bear, which is a threatened species but not a G1 
or G2 species, is recorded often across its wide range, 
so that it accounts for far more records than a narrow 
endemic species that is both TE and listed as G1 or 
G2.  

The NatureServe database contains information gaps 
(Table 2). However, although the missing data for 
Idaho, Montana, and Washington are critical for the 

conservation of individual species, the lack of them 
served only to make our analysis a more conservative 
estimate of the potential contributions of IRAs to 
species conservation. There are no IRAs in 
Massachusetts and only one in Maine, with a total area 
of 24 km2.  

We overlaid both the TE species and TE/G1–G2 
species databases with the uniquely named IRAs to 
identify the percentage of IRAs that contain known 
occurrences of TE or G1–G2 populations. In instances 
where multiple quadrangles containing species 
occurred within a single IRA unit, we erred on the 
conservative side and used only the quadrangle that 
contained the most species, i.e., we assumed that 
multiple quadrangles would contain the same species.  

We also analyzed the relative increase in conservation 
reserves that IRAs would confer to TE and TE/G1–G2 
species. We overlaid the TE and TE/G1–G2 databases 
with a conservation area database compiled by the 
Conservation Biology Institute and World Wildlife 
Fund (Table 1). This database includes all federal, 
state, county, and municipal public lands and some 
private lands. The private lands have not been 
systematically surveyed and do not include 
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conservation easements. We used only lands that are 
classified for strict biodiversity conservation, which 
we define as those designated as categories I–III by the 
IUCN. Category I is for Strict Nature 
Reserves/Wilderness Areas, category II covers 
National Parks, and category III includes National 
Monuments (The World Conservation Union 1978, 
The World Conservation Union 1994). Hereafter we 
refer to the areas that meet these criteria as 
"conservation reserves." We did not include protected-

area categories IV–VI, which allow road building, 
timber harvesting, and other extractive activities in our 
analysis. Of 78 x 106 ha of National Forest land, 14 x 
106 ha are designated as National Wilderness Areas, 
and an additional 2.5 x 106 ha are classified as Special 
Designated Areas that are IUCN category I reserves. 
The remaining 61.5 x 106 ha of National Forest land, 
which are not classified as conservation reserves, are 
governed by periodic management plans that may 
allow or restrict resource uses and extraction.  

 

Table 2. Gaps in data available for this study.  

State   Missing data          

Idaho   Fish data          
            
Maine   Animal data          
            
Massachusetts   All data          
            
Montana   Canada lynx, bull trout, gray wolf data          
            
Washington   Most animal data          

 

Grizzly bear case study 

Finally, because national analyses can obscure important 
details of individual species, we also analyzed the 
potential contribution of IRAs to grizzly bears (Ursos 
arctos horribilis), specifically in relation to the regions 
designated as grizzly bear recovery areas by the U.S. Fish 
and Wildlife Service (Table 1). We overlaid these grizzly 
bear recovery zones with the IRAs to assess the 
concordance of these areas. We chose grizzly bears 
because they are a federally listed threatened species in 
the conterminous United States and require large and 
contiguous habitat areas to survive.  

All spatial databases were in vector format and put 
into a common projection prior to the overlap analysis. 
All spatial estimates derived from our analyses were 
obtained by summarizing the area of overlap of the 
respective GIS databases. One caveat of our 
methodology is that the combination of multiple GIS 
layers may lead to the propagation of spatial errors and 
increased uncertainty (Flather et al. 1998, Heuvelink 
1998). This concern is a generalized methodological 
one. Our errors are no greater or smaller than those of 

any similar analysis that uses multiple spatial data 
from multiple sources. The TE species databases, 
protected areas database, and IRA coverages represent 
a vast collection of data from many sources. It is likely 
that errors are associated with each of these layers. 
However, most of our analyses were conducted at a 
sufficiently broad scale that we believe the error rate is 
not large enough to affect our ultimate conclusions.  

RESULTS 

Ecoregions  

Across the United States, we found that more than 
20% of inventoried roadless areas (IRAs) were located 
within ecoregions that have been classified as globally 
outstanding (Table 3, Fig. 4). In the eastern region, 
approximately 70% of the IRAs are found in globally 
or regionally outstanding ecoregions (Table 3, Fig. 4). 
More than 50% of these forests occur in two 
Appalachian ecoregions, the Appalachian-Blue Ridge 
forests and the Appalachian mixed mesophytic forests. 
Both are considered globally outstanding for their 
diverse endemic species, which range across many 
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taxa (Stephenson et al. 1993, Ricketts et al. 1999). The 
vast majority of the IRAs in eastern forests are less 

than 10.1 km2 in size, and few are adjacent to existing 
wilderness areas (DeVelice and Martin 2001).  

 

Table 3. Distribution of inventoried roadless areas (IRAs) by category of ecoregion biodiversity as per Ricketts et al. (1999). 
The percentage is the percentage of IRAs that fall into that particular category.  

Biodiversity category   km2   Percentage        

Globally outstanding   50,221   21.2        
            
Regionally outstanding   12,648   5.4        
            
Bioregionally outstanding   164,600   69.5        
            
Nationally important   9268   3.9        

 

Fig. 4. Overlap of USDA Forest Service inventoried roadless areas and ecoregions classified by biological importance (see 
Ricketts et al. 1999).  
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In the western region, IRAs are found predominantly 
in bioregionally outstanding ecoregions, with only 
18% in globally or regionally outstanding ecoregions 
(Table 3, Fig. 4). Although globally and regionally 
outstanding IRAs are found mainly in the states of 
California, Oregon, Washington, and Arizona, the 
intermountain west contains most of the nation's 

bioregionally and nationally important IRAs. Western 
IRAs are on average larger than eastern IRAs, and the 
vast majority are adjacent to existing wilderness areas. 
If the IRAs were combined with the wilderness areas, 
the western forests would contain 34 of the 45 largest 
contiguous areas of strictly protected forests in the 
United States (DeVelice and Martin 2001).  

 

Table 4. Comparison of the degree of overlap between inventoried roadless areas (IRAs) and quadranges containing 
threatened or endangered (TE) species or quadranges containing TE species that are also ranked as highly imperiled (G1–G2) 
by the IUCN. The mean number of TE or TE/G1–G2 species present in each IRA is given.  

Region   Total no. of IRA 
units†   

No. of IRA units with TE 
species quadrangles (% of 
total) 

  
Mean  
no. of  
species‡ 

  
No. of IRA units with 
TE/G1–G2 species 
quadrangles (% of total) 

  
Mean  
no. of  
species‡ 

 

Eastern United 
States   286   201 (70.3)   2.1   228 (79.7)   4  

            
Western United 
States   2159   1317 (61.0)   1.6   1692 (78.3)   2.9  

            
Alaska   150   2 (1.3)   1   88 (58.6)   1.3   

 
†Units are defined by each named inventoried roadless area. 
‡Where multiple quadrangles occurred in a single IRA unit, we used only the quadrangle with the greatest number of species.  
 

Threatened, endangered, and imperiled species 

Of the 2595 IRA units, approximately 58% of them 
overlap with TE species quadrangles (Table 4). When 
separated into geographic regions, the IRAs in the 
eastern and western United States demonstrate 
overlaps of 70.3 and 61.0%, respectively. Of the IRAs 
that contain TE species, the mean number of TE 
species found in IRAs is highest in the east (2.1 
species) and lowest in Alaska (1.0 species).  

When G1–G2 species are included in the analysis, 
both the number of IRAs that contain TE/G1–G2 
species and the mean number of species of concern 
found in each IRA increase (Table 4). In sum, 
approximately 77% of the IRAs overlap with 
quadrangles that contain species at risk. The Alaska 
region contains the largest increase in IRAs when G1–
G2 species are included, increasing to 58.6 from 1.3%. 
The west increases to 78.3%, and the east increases to 

79.7%. However, the east shows the largest increase in 
mean number of TE/G1–G2 species found in IRAs, 
increasing from 2.1 to 4.0 species (Table 4).  

The IRAs could also contribute a significant amount of 
land area to existing conservation reserves for both TE 
and TE/G1–G2 species in all geographic regions 
(Table 5). The largest increase in area and the greatest 
percent increase in conservation reserves are found in 
the western United States, with the exception of the 
100% increase from the single quadrangle in Alaska. 
IRAs would contribute to a 96% increase in available 
habitat in conservation reserves for TE species, 
whereas the inclusion of G1–G2 species expands that 
increase to 210%. Although the eastern region would 
see similar but more modest gains, habitat in 
conservation reserves in the Alaska region would 
increase 113% for TE/G1–G2 species (Table 5). 
Overall, IRAs would increase the conservation reserve 
network containing TE, G1, or G2 species by 156%.  
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Table 5. The concordance of occurrences of threatened or endangered (TE) species or of TE species that are also classified as 
highly imperiled (G1–G2) by the IUCN with the existing conservation reserve network (IUCN I–III) and inventoried roadless 
areas (IRAs).  

Region   
No. of  TE species 
quadrangles in IUCN 
I–III conservation 
reserves 

  
No. of  TE 
species 
quadrangles in 
IRAs 

  Percent 
increase   

No. of  TE/G1–
G2 species 
quadrangles in 
IRAs 

  
No. of  TE/G1–G2 
species quadrangles in 
IUCN I–III 
conservation reserves 

  Percent 
increase  

Eastern United 
States   995   217   22   1027   431   42  

              
Western United 
States   1752   1679   96   2200   4627   210  

              
Alaska   0   1   100   38   43   113  

 

Grizzly bear case study 

As seen in Fig. 5, the inclusion of IRAs in the existing 
system of conservation reserves in Washington, Idaho, 
Montana, and Wyoming shows a strong concordance 
with the grizzly bear recovery zones of the U.S. Fish 
and Wildlife Service, as well as bear habitat range 
(Martin et al. 2000, USDA Forest Service 2000). In 
total, the six grizzly bear recovery zones include 
approximately 15,300 km2 of IRAs. Approximately 
24,750 km2 of almost contiguous IRAs surround the 
Salmon-Selway (Bitterroot) Recovery Zone (SSRZ), 
which has already been designated a wilderness area 
and assigned to IUCN category I.  

DISCUSSION 

Our analyses found that one-quarter of the inventoried 
roadless ares (IRAs) are found in globally or 
regionally outstanding ecoregions, and that they have 
the potential to provide important habitat for numerous 
species, including threatened, endangered, and 
imperiled species. This conclusion is further illustrated 
by an investigation of the potential benefit of IRAs to 
grizzly bear conservation.  

Based on these findings, the assignment of IRAs to 
IUCN category III or higher could increase the area of 
conservation reserves in the United States from 4.8 to 
8.5%. This broad national conclusion has different 
implications depending on geographic region. For 
example, whereas fewer than 3% of the IRAs are 

found in the eastern United States, the vast majority of 
eastern IRAs are found in the ecoregions with the 
greatest amount of biodiversity and the least amount of 
existing protection. In addition, despite the fact that 
western forests currently have some of the highest 
existing protection levels in the United States, Scott et 
al. (2001) found that many existing reserves in the 
United States are concentrated in areas of high 
elevation and low soil productivity. Therefore, despite 
the current levels of perceived protection, the nation's 
biological diversity may be under-represented in the 
current system, particularly in the mountainous west 
(Scott et al. 2001). DeVelice and Martin (2001) have 
shown that approximately 40% (about 91,300 km2) of 
the IRAs are at an elevation below 1500 m and that 
35% of the total IRAs are adjacent to designated 
wilderness areas. The combination of increased 
protection of forest habitat and the potential increase 
in size of conservation reserves would have a positive 
effect on the conservation of large mammals in the 
western United States.  

The purpose of the Endangered Species Act is to " ... 
provide a means whereby the ecosystems upon which 
endangered and threatened species depend may be 
conserved ... " (U.S. Fish and Wildlife Service 1973). 
The act further directs that " ... all Federal departments 
shall seek to conserve endangered species and 
threatened species." In this regard, many IRAs 
function as biological refugia for terrestrial and aquatic 
species, including numerous threatened, endangered, 
and imperiled species. The maintenance of natural 
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values in IRAs could contribute to their long-term 
viability (Brown and Archuleta 2000). IRAs contain 
more than 220 TE species, i.e., approximately 25% of 

listed or proposed animal species and 13% of listed 
plant species (USDA Forest Service 2000).  

 

Fig. 5. Overlap of USDA Forest Service inventoried roadless areas and grizzly bear recovery zones.  

 

Among TE species, 88% are imperiled by habitat 
destruction and degradation (Wilcove et al. 1998). 
Dobson et al. (1997) found that, if the habitats of TE 
species were more extensively protected, a large 
number of them would be efficiently conserved. Our 
analysis showed that the vast majority of IRAs hosted 
TE or G1–G2 imperiled species and that, by adding 
the IRAs to the existing conservation reserve system, 
the conservation of species at risk and their habitat 
could be better realized. Although we recognize that 
not all threatened, endangered, or imperiled species 
require lands free of active land management to 
survive, limiting the human footprint by placing IRAs 
off limits to road construction and maintenance, 
resource extraction, and other development activities 
could provide a counterpoint to the multiple-use 
activities taking place elsewhere within the National 
Forest System.  

Furthermore, although there may be duplicate species 
populations within IRAs or existing conservation 

reserves, the high level of endangerment of these 
species should predicate that we conserve as many 
populations as possible. Therefore, the potential issues 
of complementarity or duplication of species across 
IRAs should not diminish the contribution that IRAs 
could make to conserving species at risk. Our analyses 
have shown that, despite the small size and extent of 
IRAs in the eastern United States, they contain a 
greater number of endangered or imperiled species 
across more IRAs than do the west and Alaska. 
However, many of the western IRAs are missing data 
or have not been surveyed. This error of omission 
serves only to emphasize that our findings are a 
conservative estimate of potential species 
endangerment particularly in IRAs in Alaska and the 
western United States.  

Top carnivore species, such as the grizzly bear, often 
have the largest species-level area requirements in an 
ecosystem and maintain ecological structures and 
resilience by top-down trophic interactions. They need 
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large, contiguous habitat blocks to persist, and there 
must be landscape connectivity among core areas to 
ensure sufficient habitat for viable populations (Soulé 
and Noss 1998, Carroll et al. 2001). As a result of 
these requirements, large reserves are necessary to 
maintain populations of these wide-ranging species. 
Woodroffe and Ginsberg (1998) recently estimated 
that habitats of 20,000 km2 are needed to provide a 
90% chance for the long-term survival of the grizzly 
bear in the wild. Indeed, only those wilderness areas 
that were 20,000 km2 or larger in 1920 still support 
grizzly bears today (Mattson and Merrill 2002). The 
40,000 km2 of IRAs in and near designated grizzly 
recovery zones in the northern Rockies will help 
improve the long-term habitat viability for grizzly 
bears in the region (Martin et al. 2000, USDA Forest 
Service 2000).  

Carroll et al. (2001) proposed the need for a 
comprehensive conservation strategy for carnivores in 
the Rocky Mountains that considers the requirements 
of several species, including grizzly bear, wolverine, 
fisher, and lynx. The regions where these four species 
overlap show a strong concordance with grizzly bear 
recovery zones. IRAs may benefit all of these species 
by providing expanded and buffered habitat and, in 
turn, secure the ecological integrity of those 
ecosystems (Terborgh and Soulé 1999, Conner et al. 
2000, Martin et al. 2000). If grizzly bear populations 
remain limited by the size and configuration of current 
conservation reserves, their long-term survival in the 
conterminous United States cannot be assured 
(Mattson and Merrill 2002).  

Bruner et al. (2001) found a clear relationship between 
the existence of a viable and well-connected system of 
conservation reserves and biodiversity conservation. 
Because of the stable long-term ownership tenure 
associated with USDA Forest Service lands, as 
opposed to privately held forests, many of these 
forested areas contain a wealth of biological diversity. 
Historically, land within the Forest Service has been 
managed under a multiple-use strategy, with timber 
extraction being a main component of many of these 
plans. However, multiple-use management may not 
ensure the protection of the full range of biodiversity, 
because anthropogenic habitat degradation and 
destruction are the primary causes of biodiversity loss 
(Ehrlich 1988, Myers 1988, Wilcove et al. 1996, Haila 
1999, Wood 2000).  

Setting aside IRAs for stricter protection from 
extractive or economically driven activities may 

indeed meet many biological objectives, e.g., 
integration of fish and wildlife values and watershed 
and forest health, consistent with the agency's 
multipurpose agenda. In addition, IRAs may also 
contribute invaluable benchmarks to gauge ecological 
changes on managed U.S. Forest Service lands. A 
representative system of natural habitats, set aside 
from active management, would allow natural 
ecological processes, including a full suite of existing 
native species, to survive free of human activities. 
Without strict conservation areas that represent all 
forest habitat types, it will be difficult to make 
objective assessments on the sustainability of forest 
management (Noss and Cooperrider 1994, Norton 
1999, Noss et al. 1999). Based upon our analyses, we 
conclude that IRAs support many at-risk species and 
thereby greatly contribute to the conservation of 
biodiversity throughout the United States. For some 
species with only a few remaining populations, the 
strict and permanent protection of IRAs may represent 
the final, critical refuge. 

Responses to this article can be read online at: 
http://www.consecol.org/vol7/iss2/art5/responses/index.html 
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Abstract:  Observations of sediment yield from road segments in the Oregon Coast Range show 
that either heavy traffic during rainfall or blading the road ditch will increase erosion from forest 
roads.  For the fine soils and high quality aggregate surfacing on the study plots, ditch blading 
increased sediment yield more than traffic equivalent to 12 log trucks per day.  The combination 
of ditch blading and heavy traffic did not produce significantly more sediment than simply 
blading the ditch, a finding with important implications for sediment modeling and erosion 
control design.  Increases in sediment production caused by traffic persisted after traffic ceased. 
 

INTRODUCTION 
 
Road maintenance and traffic are two of the primary activities affecting sediment production 
from forest roads.  Given the large base of existing roads in forestlands, it is important that we 
understand how these activities affect sediment yield from road systems.  While it is generally 
agreed that either traffic or ditch maintenance increase sediment production, observations 
showing the combined effects relative to individual effects are lacking. 
 
Maintenance keeps roads in a condition suitable for travel and prevents severe erosion from 
failure of the drainage system.  Unfortunately, road grading can break up armor layers on the 
road surface or the ditch and temporarily increase road surface erosion (Burroughs and King, 
1989; Black and Luce, 1999; Luce and Black, 1999).  Burroughs and King (1989) noted 
increased erodibility of the traveledway following road grading operations.  However, Luce and 
Black (1999) noted that blading of only the traveledway on an aggregate surfaced road with well 
vegetated ditches yielded no increase in sediment production from a complete road segment, 
while blading of the ditch, cutslope, and traveledway substantially increased sediment yield from 
road segments.  The recovery from ditch blading occurs rapidly during the first three years (Luce 
and Black, 2001) in an exponential pattern similar to that found by Megahan (1974) for new 
roads.  Observations of vegetation and ditch particle size suggest that much of the reduction over 
time is due to armoring rather than revegetation (Black and Luce, 1999). 
 
The role of traffic in increasing road sediment production is likewise well recognized and has 
had attention from several researchers (Reid and Dunne, 1984; Swift, 1984; Bilby et al., 1989; 
Burroughs and King, 1989; Coker et al., 1993; Foltz, 1999; Ziegler et al., 2001), who report a 
range from doubled sediment production to 30 times as much.  Results are commonly reported as 
ratios between yields from roads with and without traffic, conceptually normalizing for 
precipitation and allowing generalization of the results beyond the particular events studied.  
Many of the studies are from rainfall simulation; some experiments were on the entire road 
prism, and some isolated sediment from the traveledway.  Those studies where concentration 
samples were taken show a relatively brief effect from traffic passing during a storm, with 
significant recovery occurring on a time scale of tens of minutes.  The postulated processes for 
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the increase in sediment yield are through an increased availability of fines caused by crushing 
the road surfacing and by pressing larger particles down through a matrix of finer sediment. 
 
An important question left unanswered by these studies is the combined effect of ditch 
maintenance and traffic.  One hypothesis is that the effects are cumulative.  Some models use the 
ratios from the studies to estimate the effect, one factor is applied for the time since construction 
or disturbance of the ditch and another is applied for the traffic level (e.g. Cline et al., 1984; and 
Washington Forest Practices Board, 1995).  Another way to model the effect is through addition, 
where the traveledway and ditch contributions are calculated separately based on their individual 
treatments and then added.  A third alternative would suggest that there might be tradeoffs, that 
the total effect may be less than the sum of the parts.  Increasing the availability of sediment in 
the ditch and on the traveledway may be somewhat redundant.  If the sediment transport capacity 
of the ditch is fully sated by material easily detached in the ditch, the additional available fine 
material on the traveledway may have little effect on the segment sediment yield. 
 
Consideration of the flowpath is important in estimating the effects of treatments to roads.  
Burroughs and King (1989) showed an effect on traveledway sediment yield from blading, but 
Luce and Black (1999) found nearly no effect on sediment yield from an entire road segment 
given the same treatment.  One explanation may be that sediment from the road surface was 
trapped in the well vegetated ditch, implying that grading the ditch would not only allow ditch 
erosion, but also allow passage of the traveledway sediment.  This logic would support the idea 
that there is a positive non-linear interaction (e.g. multiplicative) between road surface treatments 
and ditch treatments on sediment yield.  Alternatively, Burroughs and King (1989) noted that 
substantial reductions in traveledway sediment production by placing rock aggregate (~80%) did 
not reduce total plot sediment production as much (~30%) because of increased sediment 
detachment in the unprotected ditch.  This observation suggests that high sediment yields can 
come from either unprotected ditches or unprotected (or heavily traveled) traveledways, 
supporting the tradeoff hypothesis.  Another observation is that traffic forms ruts, causing 
sediment produced on the road surface to travel on the road surface independently of ditch 
sediments, supporting a simple additive model.  Some would be quick to point out, however, that 
this also robs the ditch of much of its water as well, and if the road surface is constructed with 
material that is less erodible than the ditch, traffic could conceivably reduce sediment yields on 
roads with freshly cleaned ditches. 
 
Because the earlier studies on the individual effects of traffic and maintenance are used as the 
basis of sediment yield models, forest practice regulations, and best management practice design, 
it is important that some of the uncertainty associated with the question of combined effects be 
reduced.  Unfortunately, the question cannot be answered with physically based models, because 
any of the three hypotheses can be generated using different choices of parameter values and 
flowpath.  Observations showing the individual and combined effects of traffic and maintenance 
are needed to understand the interaction. 
 

METHODS 
 
The effects of traffic and ditch maintenance were examined on twelve road segments in the 
Oregon Coast range about 20 km northwest of Eugene, Oregon.  The twelve plots were broken 
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into four categories, those with no traffic and no ditch grading (NTNG), those with traffic and no 
ditch grading (TNG), those with no traffic but with a graded ditch (NTG) and those with both 
traffic and a graded ditch (TG).  Traffic was applied to one contiguous set of six road segments 
for practical reasons, and the grading treatment was assigned randomly.  
 
The road segments all had similar characteristics otherwise.  All had lengths of 80 m and were 
isolated by ditch dams and rubber-flap/wood-box water bars and runoff was diverted into 
sediment traps.  Road gradient was between 9 and 10 percent, and cutslope heights were 
approximately 2 m on all road segments.  The roads were constructed on a silty clay loam soil 
over weathered sandstone.  The roads were surfaced with high quality basalt aggregate and had 
inboard ditches.  The traveledway was freshly bladed on all plots.  All ditches and cutslopes were 
seeded with grass during the previous spring, and the ditches were bladed on October 14, 1999 
for the segments with that treatment.  The reader is referred to Luce and Black (1999) for more 
details on plot construction and soil attributes. 
 
Traffic was provided by a short log truck and, later, a dump truck.  Both vehicles had similar 
wheel arrangements, with two axles in the rear with dual tires and a front steering axle.  The rear 
sets of duals carried 15,840 kg (33,850 lbs.) and the front axle carried 5,610 kg (12,340 lbs.).  
These weights are similar to those on full sized log trucks.  The trucks made 10 round trips per 
weekday over the 6 traffic plots during the period November 15 to December 14.  During this 
period traffic occurred on both rainy and dry days and on saturated and dry road surfaces.  The 
traffic was roughly equivalent to 12 loaded full-length log trucks per day.  On each day of traffic, 
5 round trips (10 passes) were made over a 1 hr period with a 30-minute break followed by 
another 5 round trips. 
 
Sediment was collected from the tanks on January 11th and again on June 13th.  Tanks with the 
greatest amounts of sediment were weighed with sediment and water, emptied and weighed 
again filled only with water to obtain the submerged weight of sediment (see Luce and Black, 
1999 for details).  For tanks with little sediment, we decanted the clean water off of the tanks 
using a siphon (avoiding disturbance of the sediment).  The sediment was transferred to small 
steel buckets for weighing on a more precise scale, allowing a more precise determination for the 
small sediment amounts.  Precipitation between Nov 15 and Dec 14 was 351 mm.  151 mm fell 
between Dec 14 and Jan 11.  589 mm fell between Jan 11 and Jun 13.  Average precipitation 
depths for these periods in Eugene, Oregon are 218, 170, and 551 mm respectively. 
 
During one day of traffic, water samples were collected from the wheel ruts immediately 
following a vehicle pass to capture the peak sediment concentration.  An additional sample was 
taken 20 minutes into the break between sets of passes, and three samples were taken at 20 
minute intervals following cessation of traffic to see how concentration in the wheel rut at the 
base of the plot changed with time.  In addition, concentration samples were taken from the plot 
outflow (ditch plus tread) at the same time. 
 
We used t-tests on the log transformed sediment yields to test the statistical significance of 
specific contrasts.  The transformation was used because earlier research has suggested that 
erosion is log-normally distributed (Megahan et al., 2001). 
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RESULTS AND DISCUSSION 
 
Mean sediment yield during the first sample period, Nov. 15 to Jan. 11, was least for the plots 
with no traffic and no ditch grading, followed by the plots with traffic but no grading, and the 
plots with grading but no traffic, and the mean sediment yield was the greatest for segments with 
both traffic and a graded ditch (Figure 1).  All contrasts were statistically significant except for 
the difference between the traffic and no traffic plots given a graded ditch (Table 1).  These 
results suggest that blading the ditch has a greater effect than traffic on the sediment yield.  This 
particular result may differ given a different soil texture in the ditch or poorer aggregate quality.  
More significant is the result that the traffic effect depends on whether the ditch is graded.  Given 
that the statistical tests were for log transformed data and the low power inherent in a design with 
three samples per treatment, we can reject the multiplicative cumulative effect hypothesis, but 
we cannot statistically discern between the simple additive cumulative effect and the tradeoff 
hypothesis.  Looking at the pattern of the scatter from the No-Traffic-Graded (NTG) plots, we 
can see that the mean and scatter are strongly influenced by one plot with low sediment yield 
(Figure 1).  The other two NTG plots actually produced more sediment than any of the plots with 
both traffic and grading.  It is worth noting that the sediment production of the one plot is 
uncharacteristically low for a graded plot given earlier observations (Black and Luce, 1999; Luce 
and Black, 1999, 2001) and concurrent observations from similarly treated plots.  For example 
three shorter plots (42 m, 42 m, and 60 m) with slightly steeper, 10%, slopes, graded ditches, and 
no traffic measured during the same period produced 2467, 4533, and 2970 kg/km respectively.  
Armed with this additional information, removing some weight from the low observation, there 
is greater support for the tradeoff hypothesis than for the simple additive effect hypothesis. 
 
These results underscore the importance of collecting observations of sediment yield from the 
entire portion of road prism that is contributing water and sediment when evaluating the effects 
of treatments, an idea also suggested by Burroughs and King (1989).  Observations of individual  
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Figure 1: Sediment yield from road segments during the traffic period, November 15, 1999 to 

January 11, 2000.  Bar graphs show mean and data points show specific observations. 
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Table 1: Statistical Significance of specific contrasts. 
 

Effect of Given Nov--Dec Jan-Jun
Grading No Traffic 0.02 0.02
Grading Traffic 0.03 0.02
Traffic No Grading 0.02 0.04
Traffic Grading 0.49 0.53

p value

 
 
parts of the road prism can be misleading if there is potential for interaction of water and 
sediment from different parts of the road prism.  It is also important to recognize the condition of 
the ditch and the cutslope/ditch contribution to the road segment sediment yield when 
interpreting results from studies.  For example, it is useful to know that the results of Reid and 
Dunne (1984) showing substantial effect from traffic had little contribution from ditch and 
cutslope erosion. 
 
Implications for modeling are fairly clear; independent factors applied for ditch maintenance and 
traffic are not appropriate.  Nor would it appear that separate calculation of traveledway and 
ditch/cutslope contributions is the best option.  The stronger support for the tradeoff hypothesis 
implies that sediment yield increases modeled to result from traffic must consider the condition 
of the ditch. 
 
There are important implications for the design of BMPs or forest practice regulations.  Ditch 
grading can increase sediment yields on a level comparable to or greater than wet weather 
hauling.  Ditch grading is an important and necessary step in the maintenance of roads when 
significant sediment inputs (e.g. from a slump or upslope gully) block the ditch, however 
indiscriminate ditch grading to clean ditches may not be the best use of equipment time.  The 
practice of placing rock in ditches and design criteria for ditch rocking were proposed by 
Burroughs and King (1989), and our results support their suggestion.  The question of whether 
wet weather haul increases sediment yields on recently constructed or reconstructed roads is 
important for BMP design.  Wet weather haul restrictions provide little and uncertain benefit on 
roads with recently bladed ditches.  Sediment delivery control through crossdrain placement is 
probably the preferred design, but at locations where delivery is likely (e.g. stream crossings), 
thorough control of sediment would require protection of both the ditch and the traveledway.  
Note that the roads in this study were built well enough that the subgrade showed through the 
aggregate surfacing in only a few places, and the deepest ruts were about 90 mm.  The results of 
this study do not apply to roads where the integrity of the surfacing may be severely damaged by 
traffic. 
 
For the post traffic period, January 11 to June 13, rankings are similar to those seen in the traffic 
period, although there was less erosion (Figure 2).  The reduced erosion is due in part to 
armoring during the previous months.  The contrasts are similar in statistical significance (Table 
1).  The difference in graded versus ungraded plots is expected because we know that the effect 
of grading persists for more than one year in the increased availability from ditch grading (Luce 
and Black, 2001).  The fact that the pattern of differences is maintained suggest that traffic 
effects may persist beyond the time scale of a few events.  Reid and Dunne (1984) noted some 
persistence beyond the event time scale in their “temporary non-use” segments. 
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Figure 2: Sediment yield from road segments during the post-traffic period, January 11 to 

June 13, 2000.  Bar graphs show mean and data points show individual observations. 
 
Examination of sediment concentrations during an event showed a rise in concentration as 
several passes were made, and a rapid drop to lower concentrations after the traffic stopped 
(Figure 3).  Plot runoff showed substantially lower concentrations than the peaks measured by 
the rut sampling because of dilution from cutslope runoff areas of the road surface where the 
truck had not recently passed.  These patterns agree with other observations of event scale 
variations in sediment availability (e.g. Reid and Dunne, 1984; Ziegler et al., 2000, 2001).  As 
the vehicle passed, fines were pressed into the tread of the tire while the lugs pressed larger 
pieces of gravel into the matrix of fines and gravel comprising the road bed.  The treaded pattern 
of fine material was quickly dissipated by precipitation and flowing water.  During the course of 
the traffic, wheel ruts developed varying in depth from 10 mm to 90 mm, and exposure of the 
subgrade through the aggregate was rare. 

0

10

20

30

40

50

60

9:30 10:00 10:30 11:00 11:30 12:00 12:30 13:00

Time

Se
di

m
en

t C
on

ce
nt

ra
tio

n 
(g

/L
) Wheel Rut

Plot Runoff

 
Figure 3: Concentration of sediment over time during one set of passes by a heavy vehicle. 
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Some persistence in availability of fines would be expected on traffic plots, as the supply of fines 
from the road over the traffic period would reduce the degree of armoring during that period, and 
the composition of the material in the ditch beds and wheel ruts should be finer at the end of the 
traffic period.  It is not necessary that the increased availability of fine sediments persist into 
June for the observed differences in Figure 2.  A brief period of increased erosion followed by a 
long period of essentially equivalent availability could account for the observations.  A more 
likely scenario is an exponential decline in the availability of fine sediment as the finer sediments 
are selectively removed from the plot (e.g. Megahan, 1974).   
 

CONCLUSIONS 
 
Traffic and maintenance operations are activities normally experienced by forest roads at one 
time or another during their useful life.  Both activities increase the susceptibility of a road to 
erosion.  In order to better manage the spatial and temporal distribution of sediment inputs to 
streams, it is important to understand how maintenance and traffic affect sediment yield from 
forest roads. 
 
Grading of the ditch increased sediment yields more than heavy traffic on a road built in a fine-
grained parent material with high quality basalt aggregate.  The combination of both traffic and 
ditch grading produced on average more sediment than either treatment alone, however the 
difference between grading-only and grading-with-traffic was not statistically significant with 3 
samples in each treatment.  A closer examination of the individual data points and results from 
similar plots in this year and earlier years provides support to the hypothesis that there is little 
difference in sediment yields between traffic and no-traffic plots given a graded ditch. 
 
These results suggests that the multiplicative interaction model commonly used to estimate 
effects of multiple treatments on roads overestimates the effect of traffic on new roads or 
recently graded roads.  A model of traffic effects that is conditional on ditch condition (e.g. time 
since construction or ditch grading) seems more appropriate.  Although the ditch grading effect 
is much larger, its effect is seldom accounted for in road sediment yield modeling whereas traffic 
effects generally are, if only as a traffic regime.  For roads with regularly scheduled maintenance, 
it may be desirable to model the effect of a maintenance regime. 
 
Proscription of wet weather haul is an increasingly common best management practice that is 
effective in reducing sediment production from existing roads.  Proscription of wet weather haul 
on roads with high quality aggregate and recently disturbed ditches may have little benefit.  
Reducing the amount of road with unnecessary ditch grading is unequivocally effective in 
reducing sediment production.   
 
Observations in this study and in previous work show that sediment concentrations in runoff and, 
consequently, sediment yields varied on a time scale of 10s of minutes following traffic.  Longer 
term observations in this study revealed that traffic effects may persist for longer periods, as 
armoring of the flow paths is prevented by the abundant fine sediment supply.  This indicates 
that a traffic regime model may be appropriate as opposed to needing knowledge of each vehicle 
pass.  It further indicates that any mitigations designed to trap traffic-enhanced sediment yields 
must be maintained after the traffic ends. 
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Spatial and Temporal Patterns in Erosion from Forest Roads1 
 

Charles H. Luce and Thomas A. Black 
 

ABSTRACT 
 

Erosion from forest roads is an important contribution to the sediment budget of many forested basins, particularly over 
short time scales.  Sediment production from 74 road segments was measured over three years to examine how road 
slope, segment length, cutslope height, and soil texture affect sediment production and how these relationships change 
with time.  In the first year, differences in sediment production between plots could be explained by differences in 
sediment transport capacity of the plots.  With time, differences between plots of different slope, length, cutslope height, 
and soil were reduced as all plots produced less and less sediment.  Recovery was rapid with around 70% recovery 
between by the second year and 90% recovery by the third year. 

 
1. INTRODUCTION 

 
1.1 The Role of Road Surface Erosion in the Sediment Budget 
 

Networks of forest roads traverse many mountain and forested regions in the western United States. Roads impose 
substantial local changes to soil properties and hydrologic behavior and commonly alter sediment budgets of the basins 
they pass through.  The net effect of the changes is to increase the supply of sediment to streams through surface erosion 
on the bare road surfaces and mass erosion and gullying below the road.  

Evaluation of the sediment budget is an important step in analyzing potential problems caused by the increased 
sediment supply from roads.   Reid and Dunne [1984] suggest that the sediment budget be used to answer two questions 
with respect to forest roads ①  “How much is contributed by surface erosion on roads?” and ②  “How important is it 
relative to other sources?”   The answers to these two questions do not well serve the purposes of managing and reducing 
sediment inputs from roads unless we also ask, ③  “Where is the contribution coming from?” and ④  “When is the 
sediment contributed?” 

The question of the relative magnitude of sediment sources (②  above) has been raised several times [Gilbert, 1917; 
Dietrich and Dunne, 1978; Reid, 1981; Reid and Dunne, 1996] and is one of the primary purposes for calculating a 
sediment budget.  In some regions, roads may promote gully formation or headward channel migration and decrease slope 
stability through concentration of water [e.g. Fredriksen, 1970; Sidle et al., 1985; Furniss, 1991; Montgomery, 1994].  In 
other regions, surface erosion from the bare soil surfaces comprising roads is the dominant mode of sediment contribution 
from roads. The question of relative magnitude, ② , has several levels of importance.  At one level it can assist in 
prioritizing erosion abatement practices; at another, it can assist in prioritizing information needs for constructing 
sediment budgets.  Similarly, resources for acquiring information to improve sediment budgets would best be spent 
reducing uncertainty in estimates for the greatest contributors.  Given these practical goals for sediment budgets, 
questions ①  and ②  should be answered in the context of clearly defined temporal and spatial scales. 

We need to know the spatial (③  “from where”) and temporal (④  “at what time”) patterns of sediment production from 
forest roads relative to other sources for small areas and short time scales as well as for long time frames and whole 
watersheds.  These questions suggest prioritization based on relative contributions in time and relative contributions from 
different locations.  Reasons for prioritization of erosion abatement and information needs at small spatial scales 
(location) are considered “common sense”; they are practically oriented and based in part on budgets and the capability of 
human engineering.  

Short time scales (on the order of one to a few years) may be important in constructing sediment budgets intended to 
identify and prioritize opportunities for erosion abatement.  Long-term sediment budgets often have the aim of 
quantifying relative magnitudes of the various processes contributing to landscape evolution [Dietrich and Dunne, 1978].  
Large-magnitude low-frequency sediment delivery events may well dominate the long-term sediment delivery to stream 
systems, and therefore landscape form and stream sediment volume and structure, in places like the Oregon Coast Range 
[Benda and Dunne, 1997; Benda et al., 1998].  These events are largely driven by large winter rainstorms with recurrence 
intervals on the order of one to a few decades.  “Recovery” of streams in temperate regions following a major 
                                                           
1 Preprint of Luce, C.H. and T.A. Black, 2001, Spatial and Temporal Patterns in Erosion from Forest Roads. In Influence of 
Urban and Forest Land Uses on the Hydrologic-Geomorphic Responses of Watersheds, Edited by M.S. Wigmosta and S.J. 
Burges. Water Resources Monographs, American Geophysical Union, Washington, D.C. pp. 165-178. 
Contact first author at cluce@rmci.net 
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flood/erosion event may occur within a few years to two decades [Wolman and Gerson, 1978; Megahan et al., 1980].  If 
major mass wasting erosion events are sufficiently spaced in time that “recovery” occurs on shorter time scales, processes 
that introduce sediment on a more frequent basis, like road surface erosion, become important concerns in determining 
the most common stream condition in time.  Changes to stream condition from these higher-frequency low-magnitude 
effects may include changes in the surface bed composition (e.g. cobble embeddedness, surface fines) and turbidity. 
Biologists refer to the large-magnitude low-frequency events as “pulsed” [Yount and Niemi, 1990] as opposed to the 
chronic (high-frequency) lesser magnitude “press” effects resulting from road erosion.  While many aquatic species are 
adapted to large-scale infrequent disturbances, press disturbance above “natural” levels may pose special problems for 
species persistence. 
 
 
1.2 Estimating the Contribution of Road Surface Erosion to the Sediment Budget. 
 

Distributed modeling of sediment production and delivery from forest roads [e.g. Cline et al., 1984; USDA Forest 
Service Northern Region, 1991; Washington Forest Practices Board, 1995; Dubé et al., 1998] estimates sediment 
production from short segments of road based on characteristics of each segment.  Estimates from individual segments 
are commonly based on traffic level and road use [Reid and Dunne, 1984; Bilby et al., 1989], soil texture, surfacing 
[Swift, 1984; Burroughs and King, 1989; Foltz and Elliot, 1997], time since construction [Megahan, 1974], and surface 
protection on cut and fill slopes [Burroughs and King, 1989; Megahan et al., 1992].  

Technological advances in remote sensing, global positioning technology, and geographic information systems increase 
the ease with which we can collect and assimilate data about road networks.  As information about the spatial distribution 
of road slope, cutslope height, cutslope condition, soil texture, maintenance practices, culvert location, become more 
readily available, it is important to understand their effects so that those effects may be described in distributed road 
erosion models. Because road segments with recently constructed or cleared ditches can produce so much more sediment 
than older roads [Megahan, 1974; Luce and Black, 1999], it is also important to understand how the effects of road 
characteristics such as slope, texture, and cutslope height may change over time. 

Observations on the effects of road slope on sediment production [e.g. Vincent, 1985; Burroughs and King, 1989; 
MacDonald et al., 1997; Black and Luce, 1999; Luce and Black, 1999] are increasing in quantity and are beginning to 
note that the effect of slope on sediment production changes with time [Black and Luce, 1999].  Similarly, there are few 
publications on the effects of cutslope height, road segment length, soil texture, and maintenance practices and how those 
relationships change with time.  These are important attributes of forest roads and observations are needed to describe 
these effects in distributed empirical models and verify predictions of physically based models such as ROSED [Simons 
et al., 1980], KINEROS [Woolhiser et al., 1990], or WEPP [Flanagan and Nearing, 1995; Tysdal et al., 1999]. 

This study was organized to collect observations on the relationships between sediment production and segment length, 
road slope, cutslope height, soil texture, and time since disturbance.  Results from the first year of measurements are 
presented in Luce and Black [1999].  We also desired to explore changes of erosion from roads with time and test the 
applicability of Megahan’s [1974] model. 

In this paper we 1) Describe the relationship of sediment production to a few road characteristics (slope, cutslope 
height, length of drainage unit, and soil texture) that can be mapped on a road network, 2) Describe how these 
relationships change with time following disturbance for a short time period, and 3) Use insights gained from these 
examinations to suggest a conceptual model of the sediment “micro-budget” of the road-tread-ditch combination. 
 
 

2. THEORY 
 

Some expectations about the relative production of sediment from road segment to road segment and from time period 
to time period can be derived from our existing understanding of sediment transport and soil erosion processes.  Mass 
conservation dictates  
 

sQE •∇=       (1) 
 
where E is the change in storage of soil in an area (Erosion) and Qs is the sediment transport rate.  This equation means 
that for a small volume above a small area on the ground (infinitesimally small in both cases) the amount of sediment 
leaving the volume is the same as the amount flowing into the volume plus any erosion that occurs over the small area.  
For a small watershed (such as the cutslope, tread, and ditch of a road), equation 1 can be evaluated as  
 

E = Qs(in)- Qs(out)      (2) 
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Where Qs(in) is 0, and Qs(out) depends on the transport capacity and supply to the exit point.  If there is too much supply, 
material will be deposited before the exit point, and the output will match the transport capacity. If the supply does not 
meet the transport capacity at that point (the more common case) plot erosion is dictated by the amount that arrives at that 
point.  Such a calculation requires estimating detachment along the slope.  Detachment at some point along the slope is 
not necessarily related to transport capacity.  Foster and Meyer [1972; 1975] and Lei et al. [1998] describe methods to 
account for the difference between transport capacity and actual sediment flux.  In general, however, on long plots with 
easily detached non-cohesive materials (such as a ditch immediately following a grading operation), there is a close 
relation between transport capacity at the end of hillslope and the actual sediment discharge [Kirkby, 1980].  

Consequently, immediately following disturbance, we would expect sediment production to be tied to transport 
capacity.  Over time, processes of armoring, pavement formation, and vegetation growth reduce availability of fine 
sediments.  We would expect to see relative sediment production tied to relative indexes of availability, such as 
vegetation growth or armoring [e.g. Megahan, 1974]. 
 
 
2.1 Length and Slope 
 

At a point sediment transport capacity can be defined by one of two models: 
 

τττ n
cs kQ )( −=       (3) 

ΩΩ−Ω= n
cs kQ )(       (4) 

 
where k is some index of mobility of the sediment, τ is shear stress, τc is the critical shear stress for incipient motion, nτ is 
an exponent between 1.5 and 1.9 [Foster and Meyer, 1975; Kirkby, 1980], Ω is the stream power and Ωc is the critical 
stream power for incipient motion, and nΩ is an exponent between 1.1 and 1.5 [Govers, 1992; Bagnold, 1977].  Shear 
stress, τ, is given by 
 

τ = ρwgds      (5) 
 
where g is gravity, d is the depth of flow (alternatively hydraulic radius), and s is the water surface slope, usually 
accepted to be the same as the bed slope.  Stream power, Ω, is given by 
 

Ω = ρwgqs      (6) 

where q is the flow per unit width.  Bringing in a simple relationship for the hydrology of a particular event, considering a 
nearly impermeable road at steady state flow,  
 

xq ∝        (7) 
 
where x is distance downslope, and 
 

qd ∝        (8) 
 

[Dunne and Dietrich, 1980] yields two approximations for sediment transport at the end of the ditch.  By the argument 
stated earlier regarding the close relationship between transport capacity and sediment flux, road segment sediment 
production from a segment of length, L: 
 

( ) ττ
n

cLskE −∝         (9) 

( ) ΩΩ−∝ n
csLkE       (10) 

 
In the first model, based on shear stress transport, erosion is roughly proportional to the slope times the square root of 

length, and the in the other it is proportional to slope times length.  Both equations suggest a statistical interaction effect 
for length and slope.  Luce and Black [1999] found that sediment production from recently disturbed plots (E) was 
proportional to length (L) times slope (S) squared, 
 

2LSE ∝       (11) 
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which exhibits the interactive behavior suggested by theory and agrees well with observations [e.g. Wischmeier and 
Smith, 1978; McCool et al., 1987; Burroughs and King, 1985; Vincent, 1985; Renard et al., 1994]. 

Over time, as the initially available material is eroded and surface armoring and plant growth limit the availability of 
sediment, there is an expectation that transport capacity would be less important in determining sediment yield leaving 
the plot.  Even when vegetation regrowth is slow, we would expect local particle size distributions to shift towards larger 
particles in locations with steeper slopes and larger contributing areas.  After some period of erosion, then, contributing 
length and slope would not only affect local shear stress and stream power, but also the critical value required to initiate 
sediment movement. 
 
 
2.2 Soil Texture 
 

Depths of flow and turbulence are not so great from a 100-m long road segment that all soil particles travel as 
suspended load.  Larger particles move more slowly than smaller particles in saltating transport.  Burroughs et al. [1992] 
attempted to describe forest soil erodibility as primarily a function of soil texture and found that erodibility (for 0.6-m2 
plots under a rainfall simulator in a laboratory) was low for both clay dominated and sand dominated soils and higher for 
soils with a high silt fraction.  They also noted a dependence on clay minerology.  Other authors [e.g. Carling et al., 1997] 
have seen similar behavior with respect to soil texture, and the general trend seems to be reflected in erodibility estimates 
published in soil surveys.  Because the ditch is commonly set in the native soil, we expect that road segment sediment 
production would initially be greater on silty soils than on sandy soils.  As discussed in the previous section selective 
transport in the ditch may reduce the importance of native soil texture with time. 
 
 
2.3 Cutslope Height 
 

The effects of cutslope height on sediment production must be considered in light of the relative roles of transport 
capacity and sediment supply.  Conceptually, flow and transport in the ditch control the sediment yield of a road segment.  
Most of the water probably comes from the road tread, where infiltration capacities are low compared to most rainfall 
events.  The cutslope contributes mostly loose material to the ditch through a variety of processes, including soil creep, 
sheet wash, rilling, raveling, and slumping, and we would expect more material to come from higher cutslopes.  If the 
ditch already has a large loose sediment supply, separate from the cutslope contribution (for example from a recent ditch 
blading operation), we would expect that the cutslope height would make little difference.  Once armoring begins in the 
ditch, material added from the cutslope should become an important contribution to the loose material supply.  So 
initially, following disturbance to the ditch and cutslope, we would expect little difference in sediment production from 
plots with different cutslope heights.  In later years, however we would expect to see some effect from cutslope height. 
 
 
2.4 Time Following Construction or Disturbance 
 

Megahan [1974] describes a model of erosion over time following disturbance, t [days], based on the idea of an 
initially available amount of soil, S0 [tons/mi2], a rate constant, k [day-1], and a long term constant erosion rate, εn.   
 

ε(t) = εn + kS0e-kt      (12) 
 
from this, we can see that the initial erosion rate  
 

ε0 = εn + kS0      (13) 
 
and that the total soil eroded in increase over the long term rate is S0.  The S0 parameter should relate to soil 
characteristics like the volume fraction taken by non-transportable rock fragments.  S0 should also related to the transport 
capacity, as more strongly flowing water has access to a greater portion of the particle size distribution of the soil.  The k 
parameter describes how quickly erosion rates move from high initial rates toward the background rate.  It may, in part, 
be a function of transport capacity.  With a high k, the initial rate will be high, and armoring will occur rapidly.  Lower k 
values predict a longer decay period with overall lower erosion rates.   

In some situations, the effect of varying transport capacity from plot to plot will appear more strongly in the k 
parameter and in others more strongly in the S0 parameter.  If the volume of transportable material is entirely 
transportable by all flows regardless of the transport capacity, the variation will manifest in the k parameter, with high k 
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values and rapid declines associated with higher transport capacities and low k values and gentle declines associated with 
low transport capacity.  An example of this might be if uniform fine sand were the material to be transported.  
Alternatively, if the material to be transported were heterogeneous in character, the volume to be transported, S0, would 
also be a function of the transport capacity.  Variations in S0 do not alter the relative timing of the recovery.  It is 
important to know how these two parameters might change with changing transport capacity (segment length or slope) on 
forest roads. 
 
 

3. FIELD MEASUREMENTS 
 
3.1 Description of Study Sites 
 

We measured annual sediment production from 74 road segments in the Oregon Coast range (Figure 1) over three years 
to test these expectations.  The central Oregon Coast Range receives between 1800 and 3000 mm of rainfall annually, 
with drier portions being further inland and wetter portions near the crest [Miller et al., 1973].  Winters are mild and wet; 
summers are warm and dry.  Plots are located between 250 m and 600 m in elevation, below elevations where snow 
commonly accumulates.  Soils are derived from sedimentary and metasedimentary rocks through most of the Coast Range 
with some igneous dikes in the inland foothills.  The Tyee arkosic sandstone formation is the dominant bedrock 
throughout this part of the Coast Range.  Douglas-fir and Western Hemlock forests cover much of the Coast Range. 

Two field areas were used to examine sediment production on two soil textures.  Many of the plots were located near 
Low Pass, Oregon.  These sites were on the finer textured soils of the inner Coast Range.  Soil series at Low Pass were 
Jory and Bellpine silty clay loams.  The Jory soil is a clayey, mixed, active, mesic Palehumult; and the Bellpine soil is a 
clayey, mixed, mesic Xeric Haplohumult.  The other plots were located near Windy Peak, 15 km west of Low Pass and 
had coarser soils.  The soils at Windy Peak were the Bohannon gravelly loam, a fine-loamy, mixed, mesic Andic 
Haplumbrept, and the Digger gravelly loam, a loamy-skeletal, mixed, mesic Dystric Eutrochrept. 

 
All road segments were selected in clearcut areas to prevent differences in precipitation due to variable interception by 

forest cover.  All segments had high quality basalt aggregate surfacing and received infrequent administrative and 
recreational traffic from light vehicles.  
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Figure 1. Location map with inset of northwestern Oregon showing the location of the two study areas, Low Pass and Windy Peak. 
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3.2 Measurement Procedures 
 

Large tank style sediment traps (~1.5 m3) similar to those described by Ice [1996] collected sediment produced from 
insloped road segments with rubber-flap waterbars bounding the top and the bottom on the road surface (Figure 2).  The 
plots were installed  
in the summer of 1995.  Measurements of erosion were taken on a water year (beginning October 1) basis, so they cover 
Water Years 1996, 1997, and 1998. 

At the end of each water year, we weighed the sediment traps containing sediment (Mts) and again filled with just clean 
water (Mtw).  For both weighings, the tank was topped off with water so that the volume was always the same. These 
weights reflect the contents of the tank: 
 

Mts = Mt + Vsρs + Vwρw         (14) 
Mtw = Mt + ρw(Vs + Vw)         (15) 

 
where Mt is the mass of the tank, Vs is volume of soil solids, ρs is the density of soil solids (we assumed a value of 2.65 
Mg/m3), ρw is the density of water (1.0 Mg/m3), and Vw is the volume of water in the tank.  Note that Vs + Vw is the 
volume of the tank.  The difference in weight between the tank containing sediment and the tank full of clean water is the 
submerged weight of sediment. 
 

Mts-Mtw = Vs(ρs-ρw)         (16) 
 
and the mass of sediment (Ms) is just ρsVs, yielding 
 

Ms = (Mts-Mtw)ρs/(ρs-ρw)          17) 
 
A few measurements and modeling indicated that for the range of flows we observed and soil particle size distributions of 
the sites measured that the traps probably caught at least 90% of the sediment entering [Luce and Black, 1999].  Three 
tanks were overtopped by sediment in the first year; we estimated volumes of two of them from local deposits on the 
concrete pads holding the tanks.  

We also measured climate variables at two weather stations near the plots.  Data collected included precipitation, 
temperature, humidity, incoming solar radiation, wind speed, and wind direction.  Precipitation was measured in a 0.01-
inch-per-tip tipping bucket gage.  Half-hourly binned data were used to estimate the annual Erosivity Index (EI) 
[Wischmeier and Smith, 1978] values for each of the three years. 

 

Ditch

Road Surface

Cutslope

Sediment
Trap

Inlet

Culvert

 
 

Figure 2. Typical plot layout.  Water flows through 8-inch plastic pipe under road surface from inlet to sediment trap. Arrows indicate 
approximate patterns of water flow. 
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4. EXPERIMENTAL DESIGN AND DATA ANALYSIS 
 

The plots were managed in 5 groups according to type and timing of disturbance to observe how erosion changed with 
time following disturbance. 

 
Group I: No Treatment. (N=5, All at Low Pass) 
Group II:  Road surface graded at beginning of WY 1996.  No treatment thereafter. (N=18, 9 at Low Pass, 9 at 

Windy Peak). 
Group III: Road surface graded and ditch and cutslope scraped clear of vegetation at the beginning of WY 1996, 

no treatment thereafter. (N=31, 22 at Low Pass, 9 at Windy Peak) 
Group IV: Road surface graded at beginning of WY 1996.   Road surface graded and ditch and cutslope scraped 

clear of vegetation at the beginning of WY 1997, no treatment thereafter. (N=15, 10 at Low Pass, 5 at 
Windy Peak) 

Group V: Road surface graded at beginning of WY 1996.   Road surface graded and cutslope scraped clear of 
vegetation at the beginning of WY 1997, and again at beginning of WY 1998. (N=5, All at Low Pass) 

 
This organization of plots was designed to isolate the effects of clearing the ditch and cutslope from the effects of 

changes in weather between years.  The effect of weather alone is reflected in the comparison between years for a 
subsample of five plots from Group III for WY 1996 and the five plots in Group V for WY 1997 and 1998.  Although the 
plots changed between WY 1996 and WY 1997, all five plots in Group V had the same length-slope combinations as the 
subsample of five plots from Group III.  This set of plots was used for examination of weather effects so that changes in 
sediment availability caused by site recovery would not affect the year to year changes in sediment production.  All 
rainfall plots were on the finer soils at Low Pass.  There is some variation in slope and length among the five plots, so 
erosion was normalized for length and slope variation among the plots (LS2) using the results of Luce and Black [1999] 
for recently disturbed plots.  Remaining comparisons between groups over time were done graphically.  No normalization 
for length or slope was done for the other groups because per unit length and slope adjustments valid in the initial year 
may not be valid in later years.  As a consequence, only comparisons between temporal trends are logically sound. 

The plots in Group III had a special purpose beyond looking at the effects of ditch clearing.  These plots were 
organized into two experiments: 
 

Experiment 1. To test the effects of changing length and slope on sediment production. 
Experiment 2. To test the effects of changing soil texture and cutslope height on sediment production. 

 
Experiment 1 was arranged with 18 plots, all at Low Pass.  For these plots, length was varied between 40 and 120 m.  

Six plots were close to 40 m in length; six others were close to 60 m; and the other six were about 120 m long.  Slope was 
varied between 3 and 12 %, again broken down with equal numbers of plots in each of three classes (3-6%, 6-11%, and 
11-13%).  Plots were constructed and selected so that there were two plots within each length and slope class combination 
to remove colinearity effects between length and slope.  All of these plots had cutslope heights in the range of 2-4 m.  
These data were examined by multiple regression in a manner similar to that in Luce and Black [1999] for comparison to 
equations 9 and 10.  We also estimated the k parameter from the Megahan [1974] model by dividing the WY 1997 and 
WY 1998 sediment production by the WY 1996 sediment production and back calculating the k parameter from  
 

k97 = -ln(E97/E96)          (18) 
k98 = - ½ ln(E98/E96)         (19) 

 
where k is the time decay constant in equation 11 and E is the sediment production.  Subscripts indicate respective water 
years.  
 

Experiment 2 was arranged with 15 plots to test the effects of cutslope height and soil texture.  Soil was treated as a 
categorical variable with two values, and cutslope height was varied between 0 and 6 m.  Plots were placed so that the 
plot-average cutslope heights were evenly distributed through three classes (0-2 m, 2-4 m, and 4-6 m) on each soil 
texture. Six plots at Low Pass (fine texture) and nine plots at Windy Peak (coarse texture) were analyzed in the cutslope 
height and soil texture experiment.  Because all plots in the study had basalt aggregate surfacing, we expected to see 
increasing differences between soils with increasing cutslope height.  Analysis of the cutslope height data was done using 
analysis of covariance (MANCOVA) with soil as a categorical variable and cutslope height as a covariate for each of the 
three years.  This tested both the significance of the differences between soils with cutslope height effects removed and 
the regression of sediment production against cutslope height. 
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5. CHANGES IN EROSION WITH TIME FOLLOWING DISTURBANCE 
 
5.1 Effects of Rainfall Differences 
 

Water year 1997 showed the greatest normalized erosion from the rainfall plots; water year 1998 showed the least, and 
WY 1996 was intermediate (Figure 3, Table 1).  Indexes of erosion based on precipitation data, including maximum 
single storm EI, total EI for season, and total precipitation for the water year all show the same ranking among the three 
years (Table 1).  Water years 1996 and 1997 are known for the particularly large flood events in the Willamette River and 
streams in the Oregon Coast Range.  WY 1998 had no particularly notable events and had close to the annual average 
precipitation for this area. 
 
 
5.2 Effects of Site Recovery 
 
The average erosion volumes for each of the treatment Groups (I-V) at Low Pass do not follow this same trend (Figure 4).  
The general behavior seen is a dramatic increase in  
 
 
TABLE 1. Several indexes of the relative contribution of weather to the erosion from each water year.  EI is calculated from ½ hour 
binned precipitation data by method of Wischmeier and Smith (1978).  Erosion from five plots disturbed at beginning of each year is 
normalized by dividing by length times slope squared. 

Water Annual
Year Precipitation Annual 1-Storm Maximum Median Average

(mm) (MJ mm ha-1 hr-1) (MJ mm ha-1 hr-1) (kg/m) (kg/m)

1996 1955 1574 274 524 685
1997 2086 2060 425 1265 1149
1998 1496 1033 116 410 507

Normalized ErosionErosivity Index (EI)
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Figure 3. Differences in erosion induced by differences in weather from year to year.  Sediment production was normalized by length x 
slope squared to account for differences in slope and length among the five plots.  Whiskers indicate the minimum and maximum; the 
top and bottom of the box are at the 75th and 25th percentile, and the square is at the median. 
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erosion immediately following disturbance followed by a swift reduction in erosion the following year.  Group III saw a 
70% reduction between WY 1996 and WY 1997 and an 87% reduction between WY 1996 and WY 1998.  Erosion from 
Group IV was 78% less in WY 1998 than WY 1997.  Differences between lines approximately follow expected behavior 
and echo the results of Luce and Black [1999] for the first year showing that grading only the road tread gives no 
statistically significant increase in erosion, whereas clearing the ditch and cutslope yields a seven-fold increase in 
sediment production.  The Group V plots which were disturbed at the beginning of WY 1997 and 1998 are the same plots 
shown in Figure 3, so echo the decline in erosion caused by weather changes.  The road segments with no treatment or 
with only the road surface treated show a steady decline through time as do the more fully treated plots of Group III.  We 
interpret this to mean that interannual differences caused by disturbance and recovery may be greater than interannual 
differences caused by differences in weather.  However, it must be noted that we have not seen a full range of variability 
in climatic driving during these three years.  Recovery for each disturbance set is rapid.  We see tremendous decreases in 
sediment yields within one to two years.  This is similar to Megahan’s [1974] results for small watersheds and for plots 
on fillslopes. 
 
 

6. SEDIMENT PRODUCTION OVER TIME FROM THE LENGTH-SLOPE EXPERIMENT 
 
6.1 How Variations in Transport Capacity are Represented by the Exponential Recovery Model 
 
The plots used to estimate the effects of segment length and slope on erosion show the same general decrease over time 
shown by the average of all Group III plots at Low Pass and the general form of Megahan’s [1974] model of exponential 
recovery (Figure 5).  The trajectory of individual plots, however, may differ from the trend.  Those plots not following the 
recovery trend follow a pattern similar to the precipitation effects in Figure 3 suggesting that armoring may not have 
occurred on those plots.  Visual observation of minor gullying and bare soil in the ditch of these plots confirms the 
suspicion, although there are no other plot characteristics that separate them from the remainder of the group.  Sediment 
production is not high on these plots in spite of the abnormal activity (Figure 5). 
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Figure 4. Average erosion from each of the five groups over the three year study:  
Group I: No Treatment. 
Group II: Road surface graded at beginning of WY 1996, no treatment thereafter. 
Group III: Road graded & ditch and cutslope cleared before WY 1996, no treatment thereafter. 
Group IV: Road graded before WY 1996, Road graded, ditch and cutslope cleared before WY 1997, no treatment thereafter.  
Group V: Road graded before WY 1996, Road graded, ditch and cutslope cleared before WYs 1997 and 1998. 
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Figure 5. Erosion over the three-year study from each of the plots in Experiment 1 (length and slope) that operated all three years 
(N=14).  All plots were treated at the beginning of WY 1996 by clearing the ditch and cutslope and grading the road surface.  In WY 
1996 differences are related to length times slope squared. 

 
 
The remaining 14 segments (data from two segments was lost in the first year of the study) were used to examine the 

relative role of k and S0 in the model of Megahan [1974].  If the dominant effect in changing transport capacity from plot 
to plot is in changing the k parameter (high transport capacity yields high k) we would expect to see the curves in Figure 
5 crossing.  Because they are somewhat parallel in their decline and the initial erosion rate scales with transport capacity 
(LS2) [Luce and Black, 1999], we can conclude that the main effect of changing transport capacity is in changing the 
amount of available material for transport between ditch disturbances, S0.  We can also examine this problem by 
estimating k values implicit in the change between years from equations 18 and 19.  We found no correlation between the 
first year sediment production and the estimated k for WY 1997 or WY 1998 (r = 0.07 for both), confirming the visual 
analysis above.  The relative dominance of the S0 parameter highlights the role of particle size heterogeneity in the 
sediment supply and the importance of armoring as a process in recovery over time. 
 
 
6.2 How the Relationship Between Length, Slope, and Sediment Production Changes with Recovery 
 
In the first year, the proportionality between sediment production and LS2 [Luce and Black, 1999], suggested a close 
relationship between sediment transport capacity and sediment yield.  The expectation was that as sediment availability 
decreased (Group III, Figure 4), the proportionality based on sediment transport would become a poorer approximation.   

In year two, we found through a cross validation procedure that the proportionality of equation 11 was still the best 
predictive relationship for plots with less than 10% vegetation (Figure 6). While the cross validation procedure reduces 
the influence of the point in the upper right, its influence is still noticeable, and inspection of the scatter around the 
regression excepting this point reveals that the relationship is not strong.  The constant of proportionality was much lower 
in WY 1997 than WY 1996, in spite of a very small increase in vegetation cover and a slight increase in rainfall erosivity, 
suggesting that armoring may be an important factor in the general trend from WY 1996 to WY 1997.  Because 
detachment capacity equations are similar in nature to transport capacity [e.g. Nearing, 1991; Govers, 1992] and net 
erosion is a convolution of the transport and detachment capacity down the plot [Kirkby, 1980; Lei et al., 1998] it may 
not be possible to tell whether sediment production is transport limited or detachment limited from the fact that factors 
controlling transport capacity and net erosion are correlated.  Erosion from plots with > 10% vegetation in WY 1997 and 
erosion from plots in WY 1998 (all plots > 80% vegetation) show no correlation between LS2 and sediment production.  
There were too few plots with > 10% vegetation in WY 1997 (and little variation in cover among them) to separate the 
relative effects of vegetation and LS2. 
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Figure 6. Sediment production versus Length X Slope Squared for WY 1997.  Plots are separated into those that have greater than 10% 
vegetation cover and those that have less.  

 
 
These results do not seem to be helpful in establishing guidelines for waterbar spacing.  On recently disturbed 

segments, sediment production is proportional to length; so the per-unit-length sediment production is the same on a 40-m 
segment as it is on a 120-m segment.  On “recovered” segments there is no scaling with length, and per-unit-length 
sediment yield may actually decrease as length increases.  From this data, there is no clear threshold of length and slope 
beyond which erosion will become unacceptable, so the decision must be based on other information.  Megahan and 
Ketcheson [1996] show that runoff leaving the road prism at concentrated points, such as cross-drains, is more likely to 
deliver sediment to streams than diffuse drainage.  Montgomery [1994] argues that concentration of drainage by roads is 
the primary reason for gully development and landsliding below roads.  Given these insights, we can see that total per-
segment sediment and water outputs of the road may be as important as the per-unit-length outputs.  A greater segment 
length leads to greater runoff, greater sediment yield at the outlet, a higher probability of delivering eroded material to 
streams, and a greater likelihood of inducing gullies or landslides below the road.  Montgomery [1994] recommends 
limiting road segment length based on slope of the hillside to which the segment drains.  Megahan and Ketcheson [1996] 
suggest spacing to limit delivery distance across hillslopes above streams. 
 
 

7. SEDIMENT PRODUCTION OVER TIME FROM THE CUTSLOPE HEIGHT AND SOIL EXPERIMENT. 
 

The first year of sediment production data showed no correlation between cutslope height and sediment yield.  Based 
on the idea of the plots being transport limited, this was a reasonable expectation.  Given that by WY 1997, erosion was 
no longer transport limited we expected some effect of greater availability of sediment from higher cutslopes.  No 
relationship was found between sediment production and cutslope height for either soil in any of the three years of the 
study. Logic and other observations [e.g. Megahan et al., 1983] suggest that erosion from cutslopes is a large contributor 
to road sediment production, particularly in the long term.  There may be several reasons that variations in cutslope height 
from nearly zero to more than 4 m produced no systematic variation in sediment yield for road segments.  The simplest 
explanation may be that sediment production from cutslopes is not a function of cutslope length. [Megahan et al., 1999] 
found no correlation between cutslope length and cutslope sediment production on decomposed granite cutslopes and 
reasoned that most sediment production came from the A and B horizons, not the less erodible C horizon.  The effect is 
magnified by the fact that the A and B soil horizons tend to be thinner where roads intersect ridges, and this is also where 
the cutslopes are highest.  It may also be that for these soils, the signal strength is smaller than other sources of noise in 
our data.  One avenue that we did not explore is the possibility that much of the reduction observed between years is due 
to stream capture by the ruts in the road surface.  This would take runoff that is bound for the relatively erodible ditch 
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(into which the cutslope contributes material) and run it down shallow ruts in the aggregate road surface, which on our 
roads was nearly non-erodible.  If much of the runoff produced in storms comes from the nearly impermeable road 
surface, this effect might be sufficient to reduce or mask cutslope effects. 

Differences in erosion between the two soil textures were large in WY 1996 and declined with time (Figure 7).  
Initially there is higher erosion from the silty clay loam and there is a larger decline in erosion over time on the finer soil.  
Our results follow the general expectation that armoring of the soil surface and growth of vegetation will make the two 
soil surfaces more similar with time. 
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Figure 7. Sediment production over three years from plots in Experiment 2, Cutslope Height and Soil Effects. Low pass has silty clay 
loam soils, and Windy Peak has gravelly loam soils. Whiskers indicate the minimum and maximum; the top and bottom of the box are 
at the 75th and 25th percentile, and the symbol (square, triangle, or diamond) is at the median. 

 
 

8. CONCLUSIONS 
 

This paper addressed questions ③  and ④  about “where” and “when” road surface erosion occurs in a basin.  The basis 
was observations from 74 road segments in the Oregon Coast Range monitored for three years.   

With respect to question ③  (where), sediment production is greater where slope is greater in proportion to the square of 
the slope of the road segment; longer segments produce more sediment individually, but no more per unit length; and 
segments on more erodible soils produce more sediment.  Segments with higher cutslopes did not produce more 
sediment.   

With respect to question ④  (when), erosion is greatest immediately after disturbance, and there is a decline in erosion 
following initial disturbance that is exponential in shape, consistent with Megahan [1974].  Recovery is rapid; within 1 to 
2 years most plots experienced at least a 50% percent reduction in erosion.  On recently disturbed roads, there is more 
erosion in years with more precipitation and with higher single storm or total EI values.   

More interesting results address both ③  and ④  together – the where of the when.  The dependence of erosion on length 
and slope is only important for the first two years following disturbance. Initially, sediment production can be tied to 
indexes of transport or detachment capacity of flowing water, but the dependence seems to vanish with increasing 
vegetation cover and armoring.  Similarly, the importance of the soil properties in determining erosion is reduced with 
increased armoring and vegetation.  The initial availability parameter, S0, of Megahan’s [1974] exponential decay model 
varies more strongly with transport capacity than the rate parameter, k, indicating that selective transport of finer 
sediments from heterogeneous soils may be an important process in reduced erosion with time. 

There were a few “odd” plots in this study that did not follow the general rules outlined above.  We can develop and fit 
process-based and empirical models to fit the answers to questions ③  and ④  outlined above, but those models will not 
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predict the “exceptions” to the rule.  The rule sets above and earlier findings on cutslopes suggest that roads that do not 
recover become the greatest contributors of sediment in the long run.  We need to learn what road characteristics increase 
the risk of non-recovery. 

Erosion from forest roads is a large component of the sediment budget in some forested basins.  Because of its 
frequency in time, it is probably an important component with respect to aquatic habitat quality in many basins.  Road 
erosion varies on short time scales and over short distances, creating a challenge for agencies and companies managing a 
large road mileage.  Rules that increase our ability to estimate the variation in road erosion at small time and space scales 
will improve prioritization of erosion abatement, information gathering, and watershed planning.  The rules examined in 
this study relate directly to simple information that can, in many cases, be obtained through existing maps and record 
keeping.  In addition, the methods of this study can be used with relative ease in other locations for understanding local 
soils and climate. 
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Old-growth forests as global carbon sinks
Sebastiaan Luyssaert1,2, E. -Detlef Schulze3, Annett Börner3, Alexander Knohl4, Dominik Hessenmöller3,
Beverly E. Law2, Philippe Ciais5 & John Grace6

Old-growth forests remove carbon dioxide from the atmosphere1,2

at rates that vary with climate and nitrogen deposition3. The seques-
tered carbon dioxide is stored in live woody tissues and slowly
decomposing organic matter in litter and soil4. Old-growth forests
therefore serve as a global carbon dioxide sink, but they are not
protected by international treaties, because it is generally thought
that ageing forests cease to accumulate carbon5,6. Here we report a
search of literature and databases for forest carbon-flux estimates.
We find that in forests between 15 and 800 years of age, net ecosys-
tem productivity (the net carbon balance of the forest including
soils) is usually positive. Our results demonstrate that old-growth
forests can continue to accumulate carbon, contrary to the long-
standing view that they are carbon neutral. Over 30 per cent of the
global forest area is unmanaged primary forest, and this area con-
tains the remaining old-growth forests7. Half of the primary forests
(6 3 108 hectares) are located in the boreal and temperate regions of
the Northern Hemisphere. On the basis of our analysis, these forests
alone sequester about 1.3 6 0.5 gigatonnes of carbon per year. Thus,
our findings suggest that 15 per cent of the global forest area, which
is currently not considered when offsetting increasing atmospheric
carbon dioxide concentrations, provides at least 10 per cent of the
global net ecosystem productivity8. Old-growth forests accumulate
carbon for centuries and contain large quantities of it. We expect,
however, that much of this carbon, even soil carbon9, will move back
to the atmosphere if these forests are disturbed.

We conducted a literature search to test the hypothesis that old-
growth forests continue to accumulate atmospheric carbon dioxide
(CO2). Site-level estimates of the annual sums of carbon-cycle com-
ponents were compiled, including those of biometry-based net prim-
ary production (NPP), eddy-covariance or biometry-based net
ecosystem production (NEP) and chamber-based heterotrophic res-
piration. The data set was completed with site information related to
stand characteristics, standing biomass and stand age. Data were com-
piled from 519 plot studies that reported one or more components of
the carbon cycle. The studies involved boreal (,30%) and temperate
(,70%) forests and represented the full range of conditions of such
forests, excluding those subjected to experimental treatments such as
fertilization and irrigation (Supplementary Information, section 1.1).
Tropical forests were excluded from the analysis because only 12 sites
were found for which NEP and age estimates are available.

The NEP is the net carbon balance of the forest as a whole, and is
the difference between CO2 uptake by assimilation and losses
through plant and soil respiration. On the basis of our global data
set we find that in forests between 15 and 800 years old, the NEP is
usually positive; that is, the forests are CO2 sinks (Fig. 1a). The
maximum probabilities of finding a single forest to be a source of
carbon at 60, 180 and 300 years of age are 0.20, 0.25 and 0.35,
respectively. However, the probability of finding an ensemble of
ten old-growth forests that are carbon neutral is negligible

(Supplementary Fig. 1). In the small number of case studies on the
effect of age on the carbon balance of forests, several have demon-
strated some age-related decline in NEP but very few have shown old
forests to be sources1,2,10–13. Our NEP estimates suggest that forests
200 years old and above sequester on average 2.4 6 0.8 tC ha21 yr21

(tC, tonnes of carbon; Fig. 1a). In our model (Supplementary
Information, section 1.3), we find that old-growth forests accumulate
0.4 6 0.1 tC ha21 yr21 in their stem biomass and 0.7 6

0.2 tC ha21 yr21 in coarse woody debris, which implies that about
1.3 6 0.8 tC ha21 yr21 of the sequestered carbon is contained in roots
and soil organic matter.

The commonly accepted and long-standing view that old-growth
forests are carbon neutral (that is, that photosynthesis is balanced by
respiration) was advanced in ref. 6 and was originally based on ten
years’ worth of data from a single site5. It is supported by the observed
decline of stand-level NPP with age in plantations14,15, but is not
apparent in some ecoregions16. Yet a decline in NPP is commonly
assumed in ecosystem models (Supplementary Information, section
1.4). Moreover, it has led to the view that old-growth forests are
redundant in the global carbon cycle.

If, however, the hypothesis of carbon neutrality6 were correct, the
expected probabilities of observing a sink or source would be equal
and around one-half, the average sink strength for a random
ensemble of forests 200 years old and above would be zero and the
mean CO2 release from heterotrophic respiration would equal the
mean CO2 sequestration through NPP (thus, the ratio of hetero-
trophic respiration to NPP would be approximately one).
However, we observe this ratio to be well below one on average
(Fig. 1b) and not to increase with age. Hence, all three quantitative
tests fail to support the hypothesis of carbon neutrality. The currently
available data consistently indicate that carbon accumulation con-
tinues in forests that are centuries old.

In fact, young forests rather than old-growth forests are very often
conspicuous sources of CO2 (Fig. 1a) because the creation of new
forests (whether naturally or by humans) frequently follows disturb-
ance to soil and the previous vegetation, resulting in a decomposition
rate of coarse woody debris, litter and soil organic matter (measured
as heterotrophic respiration) that exceeds the NPP of the
regrowth2,17–22 (Fig. 1b).

The scatter in the relationship between NPP and age is consid-
erable, but given the climatic, edaphic and biological diversity of the
observations in combination with differences in disturbance histor-
ies, this is to be expected. There is some degree of age-related decline
in NPP beyond 80 years of age (Fig. 1c), and temperate and boreal
forests both show a consistent pattern of declining NPP beyond an
early maximum (Supplementary Fig. 2a) when analysed separately.
The decline in NPP could be partly attributed to the presence or
absence of management (Supplementary Fig. 2b). However, we
expect that this decline is not strictly a management effect, but a
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reflection of differences in disturbance history between managed and
unmanaged forests.

Consistent with earlier studies2, biomass continues to increase for
centuries irrespective of whether forests are boreal or temperate
(Supplementary Fig. 3). In the course of succession, plants compete
for resources and self-thinning23 (or thinning by humans in the case
of managed forests) occurs (Fig. 2), so the older stands contain a
relatively small number of individuals, although of course these trees
tend to be large. Obviously biomass cannot accumulate forever. Our
data (Supplementary Fig. 3) suggest a possible upper limit some-
where between 500 and 700 tC ha21 (equivalent to 1,400 to 1,800

cubic metres of wood per hectare); these high-biomass forests were
located in the Pacific Northwest USA16.

We speculate that when high above-ground biomass is reached,
individual trees are lost because of lightning, insects, fungal attacks of
the heartwood by wood-decomposers, or trees becoming unstable in
strong wind because the roots can no longer anchor them. If old-
growth forests reach high above-ground biomass and lose individuals
owing to competition or small-scale disturbances, there is generally
new recruitment or an abundant second canopy layer waiting in the
shade of the upper canopy to take over and maintain productivity.

Although tree mortality is a relatively rapid event (instantaneous
to several years long), decomposition of tree stems can take decades.
Therefore, the CO2 release from the decomposition of dead wood
adds to the atmospheric carbon pool over decades, whereas natural
regeneration or in-growth occurs on a much shorter timescale. Thus,
old-growth forest stands with tree losses do not necessarily become
carbon sources, as has been observed in even-aged plantations (that
is, where trees are all of the same age). We recognize that self-thinning
theory was originally developed and validated for even-aged single-
species stands; however, it has been shown to hold for uneven-aged
multi-species plant communities (Supplementary Information, sec-
tion 1.3). In reasonable agreement with our observations (Fig. 1b),
self-thinning theory predicts that the ratio between heterotrophic
respiration and NPP is constant and around 0.65 6 0.02 (indicating
a carbon sink; Supplementary Fig. 4), as long as stand density is
driven by small-scale, rather than stand-replacing, disturbances.
Old stands, with sufficiently high densities (that is, through develop-
ment of a multilayer canopy structure) are thus expected to maintain
biomass accumulation for centuries. Hence, we postulate that bio-
mass accumulation and decline are largely driven by stand structure.

A stand must be spared for centuries from stand-replacing distur-
bances (such as fires, insect outbreaks, wind-throw and avalanches)
in order to accumulate sufficient aboveground biomass to become
old growth. Because the cumulative probability of disturbances is
higher in stands with high above-ground biomass, old stands are
rarer than young stands, even in unmanaged landscapes. At the land-
scape level, we expect a mosaic of forests characterized by different
times since the last stand-replacing disturbance24. Despite differences
in age and density, these forests are, however, expected to follow the
same relationship between biomass and density (Fig. 2).
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Figure 1 | Changes in carbon fluxes as a function of age. a, Observed NEP
versus age; positive values indicate carbon sinks and negative values indicate
carbon sources. b, Observed ratio of heterotrophic respiration (Rh) to NPP
versus age; Rh:NPP , 1 indicates a carbon sink. c, Observed NPP versus age.
It appears that temperate and boreal forests both show a pattern of declining
NPP. Most probably, the late-successional increase in NPP is caused by the
combination of data from different climate regions or the combination of
disturbance regimes (Supplementary Fig. 2a, b). In each panel, the green
dots show observations of temperate forests, the orange dots show
observations of boreal forests, the thick black line shows the weighted mean
within a moving window of 15 observations, the grey area around this line
shows the 95% confidence interval of the weighted mean and the thin black
lines delineate the 95% confidence interval (where visible) of the individual
flux observations.
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Figure 2 | Biomass accumulation as a function of stand density. Each data
point represents a different forest, many of which have different growing
conditions and tree species. Not all growing conditions and species
compositions allow for the accumulation of the global maximum observed
biomass. Self-thinning, the process of density-dependent mortality, is shown
(solid line, of slope c) as the relationship between the logarithm of above-
ground biomass and the logarithm of stand density according to ref. 23
(c 5 20.51 6 0.08, r2 5 0.25, P , 0.01). The green dots show observations of
temperate forests, the orange dots show observations of boreal forests and
the grey area (which is barely wider than the solid line) shows the 95%
confidence interval of the median.
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Under the Kyoto Protocol (http://unfccc.int/resource/docs/
convkp/kpeng.pdf) only anthropogenic effects on ecosystems are con-
sidered (Article 2 of the Framework Convention on Climate Change
(http://unfccc.int/resource/docs/convkp/conveng.pdf); Supplementary
Fig. 5) and the accounting for changes in carbon stock by afforestation,
reforestation and deforestations is mandatory (Article 3.3), operating
from a base line of 1990. Leaving forests intact was not perceived as an
anthropogenic activity. In addition, the potential consequences of
excluding old-growth forests from national carbon budgets and from
the Kyoto Protocol were downplayed in the carbon-neutrality hypo-
thesis6. However, over 30% (1.3 3 109 ha) of the global forest area is
classified7 by the Food and Agriculture Organization of the United
Nations as primary forest, and this area contains the world’s remaining
old-growth forests. Half (0.6 3 109 ha) of the primary forests are located
in the boreal and temperate regions of the Northern Hemisphere. On the
basis of our analysis, we expect that these forests alone sequester at least
1.3 6 0.5 GtC yr21. Hence, 15% of the global forest surface, which is
currently not being considered for offsetting increasing atmospheric
CO2 concentrations, is responsible for at least 10% of the global NEP8.
Sporadic disturbances will interrupt carbon accumulation, implying
that net biome productivity25 will be lower, but it will remain positive
as demonstrated by the accumulation of carbon in soils4,26, coarse woody
debris and charcoal27,28.

The present paper shows that old-growth forests are usually carbon
sinks. Because old-growth forests steadily accumulate carbon for cen-
turies, they contain vast quantities of it. They will lose much of this
carbon to the atmosphere if they are disturbed, so carbon-accounting
rules for forests should give credit for leaving old-growth forest intact.

METHODS SUMMARY
We conducted a literature and database search to determine the fate of the carbon

sequestered in forests. Observation-based estimates were compiled for carbon-cycle

components, including biometry-based NPP, eddy-covariance or biometry-based

NEP and chamber-based heterotrophic respiration29. The data set was extended

with site information related to stand characteristics, standing biomass and stand
age. In general, uncertainties in flux estimates were not reported in the literature.

Therefore, we estimated the total uncertainty for every component flux contained in

the data set using a consistent framework based on expert judgment

(Supplementary Information, section 1.2). The uncertainty framework in our data-

base was designed to account for differences in data quality between sites due to

length of time series, methodology and conceptual difficulties (that is, gap filling

and dark respiration). Also, an uncertainty of 20% was assigned to the biomass, age

and density estimates. These uncertainties were propagated through the statistical

analyses by means of random realizations based on Monte Carlo principles. Within

each of the 1,000 random realizations, normally distributed random errors, based

on the uncertainty framework of our database, were added to the observed fluxes.

Therefore, all results that are based on flux data are reported as the weighted mean

and the 95% confidence interval of the probability distribution.

Despite the climatic, edaphic and biological diversity of our observations,

above-ground biomass was observed to be related to stand density in the way

described by self-thinning theory23. Although, this theory was initially developed

for even-aged single-species plant communities, we applied it to our data

(Supplementary Information, section 1.3) to determine the components of the
flux-computed NEP, specifically the above-ground biomass, woody debris and

soil sequestration. Furthermore, self-thinning theory was used to calculate the

theoretical ratio of heterotrophic respiration to NPP and compare it with the

observed ratio in support of the hypothesis that biomass accumulation and

decline are largely driven by stand structure.
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Abstract

This paper examines suspended sediment
concentration and stream discharge during freshet in
three small sub-boreal forest streams (<1.5 m in width)
in the central interior of British Columbia for 1 year
prior to (1996) and for 5 years following forest
harvesting (1997-2001). Harvesting prescriptions in a
20-m strip beside one stream required complete
removal of merchantable timber (>15 cm diameter at
breast height (DBH) for pine and >20 cm for spruce),
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while all stems <30 cm DBH were retained beside a
second stream. A third stream remained unharvested
as a control. The two riparian treatments were
prescribed to test the efficacy of current British
Columbia legislation that allows for varying amounts of
riparian retention as best management practices for
the management of windthrow. Both treated
watersheds were clear-cut harvested (approximately
55% removal) in January 1997, and in the following
year, temporary access roads were deactivated,
including two stream crossings in the low-retention
watershed. An increase in peak snowmelt and total
freshet discharge was first noted in the second spring
following harvest in both treatments and remained
above predicted in all subsequent years. Suspended
sediment also increased during freshet following
harvest but returned to levels at or below preharvest
predictions within 3 years or less in the high-retention
watershed.
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... An altered stream hydrograph can lead to
increased bank erosion (Brooks et al. 1997),
and may take decades to recover after forest
harvest (Moore and Wondzell 2005). In a forest
harvest study in British Colombia, peak
snowmelt discharge remained above pre-
harvest levels for the five-year duration of the
study ( Macdonald et al. 2003 ). Verry (2004)
noted that channel-forming flows double or
triple after 60% of a catchment is converted
from forest to non-forest conditions in the upper
Midwest; however, little work has been done on
the effect of elevated flows on sediment inputs.
...
... High discharge may also have contributed to
the increases in unstable banks and channel
sediment. The streams in the Pokegama Creek
system may have experienced increases in
bankfull discharge due to increases in water
yield from harvested areas (Verry 2004, Brooks
et al. 1997 , Macdonald et al. 2003 , Detenbeck
et al. 2005, Moore and Wondzell 2005,
Waterloo et al. 2007). Although the harvested
percentages of the four basins were only 2 to
11%, Serengil Small tributary channels, if
impacted by harvesting equipment, can also
contribute to sediment loading in mainstem
channels. ...
... When examined at the basin scale, stream
hydrology may be strongly affected by forest
harvest (Salo & Cundy 1987, Chamberlin et al.
1991). For example, peak snowmelt discharge
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Article Full-text available

A Dissertation · Jacques Christian Finlay · 
Heinz G. Stefan

increased relative to unharvested watersheds
for at least five years post-harvest in British
Columbia, Canada ( Macdonald et al. 2003 ).
Increases in snowmelt discharge may persist
for 15 years post-harvest in hardwood forests of
the north-central USA (Verry 1986). ...

View

... Increased flow can take decades to recover
after forest harvest (Moore and Wondzell, 2005)
and may lead to increased bank erosion
(Brooks et al., 1997). In a forest harvest study
in British Columbia, peak snowmelt discharge
remained above preharvest levels for the five-
year duration of the study ( Macdonald et al.,
2003 ). Verry (2004) noted that channel-forming
flows double or triple after 60% of a catchment
is converted from forest to nonforest conditions
in the upper Midwest; however, little work has
been carried out on the effect of elevated flows
on sediment inputs. ...
... Studies of windthrow in riparian buffers in the
upper Midwest are rare (Heinselman,
1955Heinselman, , 1957 Elling and Verry, 1978)
but suggest that windthrow rates are greatest
near the edge of buffers (sensu Martin and
Grotfendt, 2007 ), thus wider buffers protect
streamside trees from windthrow by increasing
the distance between the streamside trees and
the edge of the buffer. The streams in the
Pokegama Creek system may have
experienced increases in bankfull discharge
due to increases in water yield from harvested
areas (Brooks et al., 1997;  Macdonald et al.,
2003;  Verry, 2004; Detenbeck et al., 2005;
Moore and Wondzell, 2005; Waterloo et al.,
2007). Although the harvested percentages of
the four subcatchments were only 2-11%,
Serengil et al. (2007b) found hydrologic effects
after 11% of a basin was harvested. ...
... In a forest harvest study in British Columbia,
peak snowmelt discharge remained above
preharvest levels for the five-year duration of
the study ( Macdonald et al., 2003 ). Verry
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Headwater Streams of Northern Minnesota After…

Article

May 2010 · JAWRA

Randall K. Kolka · Eric C. Merten · Nathaniel A.
Hemstad · Bruce Vondracek

Context-dependent responses of juvenile Atlantic
salmon (Salmo salar) to forestry activities at…

Article Full-text available

Apr 2007 · CAN J FISH AQUAT SCI

(2004) noted that channel-forming flows double
or triple after 60% of a catchment is converted
from forest to nonforest conditions in the upper
Midwest; however, little work has been carried
out on the effect of elevated flows on sediment
inputs. ...

View Show abstract

... At the local habitat scale, removal of riparian
canopy by logging can increase water
temperature and light penetration (Davies and
Nelson 1994), resulting in increased
invertebrate abundance ( Kiffney et al. 2003).
At the drainage basin scale, logging can
increase the load of suspended sediments and
the magnitude of freshet discharge (
Macdonald et al. 2003 ), as well as water yield
and nutrient concentrations (Lamontagne et al.
2000;Martin et al. 2000). Because fish relate to
their local or proximal environment differently
than to larger-scale characteristics of the basin
( Armstrong et al. 1998;Folt et al. 1998), effects
of logging on fish abundance may also differ
across scales. ...
... The cumulative effects of logging on salmon
incidence seemed to be integrated over longer
time horizons at larger spatial scales. Fine
sediments produced by logging have been
reported to rapidly increase in reaches
immediately downstream of the logged area
and subsequently decline within 1 to 3 years
after the disturbance ( Macdonald et al.
2003; Haggerty et al. 2004). However,
redistribution and transport of deposited
sediments to reaches further downstream may
continue for many years. ...
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View Show abstract

... A number of paired-watershed studies have
since occurred to assess the efficacy of modern
forest practices on limiting suspended sediment
yields (SSY). The conclusions of these studies
have been mixed (Binkley and Brown,
1993;Gomi et al., 2005) showing increases (i.e.,
Macdonald et al., 2003) , decreases (i.e., Grant
and Wolff, 1991), and no changes (i.e., Hotta et
al., 2007) in SSY, hindering generalization
concerning controls on sediment flux rates in
catchments impacted by contemporary forest
management activities. ...
... On the other hand, if discharge increased but
sediment supply remained constant, a would
decrease because of dilution ( Warrick and
Rubin, 2007). When watersheds are harvested,
streamflow may increase because of a
reduction in evapotranspiration ( Macdonald et
al., 2003; Surfleet and Skaugset, 2013).
Changes in discharge can alter SSY rating
curve relations (Warrick and Rubin, 2007). ...

View Show abstract

... Previous studies have found that the
implementation of best management practices
(BMPs) during timber harvest can prevent or
limit aquatic ecosystem degradation404142.
Such studies also indicate that, when BMPs are
followed, any changes in the aquatic ecosystem
that have occurred often return to pre-harvest
conditions within 5 years4243 44 45. The
purpose of this study was to quantify the
occurrence and magnitude of the impacts of
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Article Full-text available
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Bobette E. Jones · Monika Krupa · Kenneth W Tate

management-scale prescriptive conifer removal
through commercial timber harvest on aquatic
habitat quality in streams adjacent to the conifer
removal activities and on soil moisture
dynamics within the treated aspen stands. ...
... Sampling did not occur from about October
to May because the streams are largely frozen
and flows are low. The sampling periods for this
study are similar to that of other studies
performed in areas where much of the year is
characterized by precipitation falling as snow
and by freezing temperatures [28,32,33, 44] .
Historic stream discharge data from USGS
Station 10359250 (1961-1978), which was
located on Pine Creek near sampling location
PC1 (Figure 2), indicates that the May through
September sampling period generally captured
at least 80 percent of annual discharge at Pine
and Bogard Creeks. ...

View Show abstract

... Changes in soil temperature influence
temperatures of saturated and unsaturated
water flow and, thus, the temperatures in
downstream aquatic ecosystems (Johnson and
Jones 2000). Temperatures in small headwater
streams in sub-boreal Engelmann spruce and
subalpine fir forest ecosystems of British
Columbia remained four to six degrees warmer
and diurnal temperature variation remained
higher than in the control streams regardless of
riparian buffer retentions five years after the
completion of timber harvesting treatments
( MacDonald et al. 2003a ). Although initially the
highretention treatment acted to mitigate
changes in temperature, successive years of
wind throw reduced forest canopy density
creating temperature impacts equivalent to a
clearcut (MacDonald et al. 2003a). ...
... Temperatures in small headwater streams in
sub-boreal Engelmann spruce and subalpine fir
forest ecosystems of British Columbia remained
four to six degrees warmer and diurnal
temperature variation remained higher than in

https://www.researchgate.net/publication/259492955_Aquatic_Ecosystem_Response_to_Timber_Harvesting_for_the_Purpose_of_Restoring_Aspen
https://www.researchgate.net/journal/1932-6203_PLoS_ONE
https://www.researchgate.net/scientific-contributions/22447899_Bobette_E_Jones
https://www.researchgate.net/scientific-contributions/2013088541_Monika_Krupa
https://www.researchgate.net/profile/Kenneth_Tate
https://www.researchgate.net/publication/259492955_Aquatic_Ecosystem_Response_to_Timber_Harvesting_for_the_Purpose_of_Restoring_Aspen


12/15/2019 The Effects of Forest Harvesting and Best Management Practices on Streamflow and Suspended Sediment Concentrations During Sno…

https://www.researchgate.net/publication/242298380_The_Effects_of_Forest_Harvesting_and_Best_Management_Practices_on_Streamflow_and_S… 8/28

Impacts and prognosis of natural resource
development on water and wetlands in Canada’s…

Article Full-text available

Feb 2015 · ENVIRON REV

Kara Webster · Frederick D. Beall · Irena F
Creed · David P Kreutzweiser

Impacts of Three Silvicultural Prescriptions on
Sediment Mobility and Water Quality in Headwat…

Article Full-text available

Feb 2014 · J FAC AGR KYUSHU U

Jeff Hatten · Byoungkoo Choi · Janet
Dewey · Kyoichi Otsuki

the control streams regardless of riparian buffer
retentions five years after the completion of
timber harvesting treatments (MacDonald et al.
2003a). Although initially the highretention
treatment acted to mitigate changes in
temperature, successive years of wind throw
reduced forest canopy density creating
temperature impacts equivalent to a clearcut
( MacDonald et al. 2003a ). In contrast, in more
eastern parts of the boreal zone, Tremblay et
al. 2009 found that summer daily maximum and
minimum stream temperatures remained within
±1 °C in balsam fir dominated forests that were
clearcut but had a 20 m riparian buffer. ...

View Show abstract

... The CC was the highest level of disturbance
on ephemeral–intermittent streams. Generally,
TSS increases during or after harvest, but
typically returns to values at or below pre–
harvest conditions or reference level within two
to three years following harvest (Kochenderfer
et al., 1997;  Macdonald et al., 2003;  Gomi et
al., 2005). Our results indicate that TSS in two
BMPs returned to reference levels, but
remained elevated above reference levels for
the 22 months of monitoring after harvest in
CC. ...
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... With respect to forestry operations,
suspended sediment yield increases have been
reported worldwide (e.g. Beschta, 1978;Kasran
and Rahim, 1994; Macdonald et al.,
2003; Chappell et al., 2004;Gomi et al.,
2005;Ide et al., 2009;Basher et al.,
2011;Zimmerman et al., 2012) following
harvesting and road construction activities,
often with long-term consequences (e.g. Zhang
and Richardson, 2009). ...

View Show abstract

... In particular, studies in the western United
States and Canada have shown increased
erosion and altered stream sediment loads
coincide with the modified hydrologic regime
following road construction and timber harvest
(Troendle and King 1985, Lewis 1998,
Megahan et al. 1995). More recent work
indicates the effectiveness of roadside erosion
control measures and riparian buffer retention
at reducing the impact of harvest activities on
annual sediment load (Megahan et al. 2001 ,
MacDonald et al. 2003 ). Studies of current
practices often lack long-term monitoring,
distinct road and harvest treatment periods, and
an extensive calibration period which
encompasses interannual hydrologic variability.
...
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Article
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... Thus, we conclude that differences in the
benthic invertebrate assemblages were caused
by differences in forest composition. When
planted areas are deforested, sediment in
streams in these areas increases ( MacDonald
et al. 2003 ), and benthic invertebrate
communities differ between streams
surrounded by clear cuts and those surrounded
by old-growth forest (Friberg et al. 1997; Fuchs
et al. 2003; Price et al. 2003; Hernandez et al.
2005). Thus, benthic invertebrate assemblages
are altered by deforestation. ...

View Show abstract

... Other publications recommend road
decommissioning for situations in which
multiple environmental concerns are evident
(Moll 1996; Trombulak and Frissell 1999; US
Forest Service 1999; Furniss 2000; Ferguson et
al. 2002; Mitchell et al. 2003; Weber et al. 2003;
Crist and Gehrke 2005; Forest Practices Board
2005a; Court et al. 2006; Daigle 2008). Restrict
traffic (perhaps during the wet season) or close
roads to manage sediment runoff (Rhodes et al.
1994; Tschaplinski 1994; Carson and Younie
2003;  Macdonald et al. 2003)  In burned areas,
systematically assess values at risk, post-fire
runoff potential, and other considerations (e.g.,
potential damaging storms, probability of
success), then upgrade culverts, create water
bars, and clean and armour ditches (Foltz et al.
2009b) Bioengineer slopes beside roads to
reduce landslides (Lewis 2000b) After road
construction, seed, mulch, terrace, or combine
treatments to control erosion (Elliot and Tysdal
1999; Megahan et al. 2001 Wildlife Construct
fences or gates to limit human access to reduce
wildlife mortality (McLellan and Shackleton
1989; Cole et al. 1997; Jalkotzy et al. 1997; US
Forest Service 1999; Eubanks 2006; Roever et
al. 2008a Roever et al. , 2008btable 4.

https://www.researchgate.net/publication/240481757_Comparison_of_stream_benthic_invertebrate_assemblages_among_forest_types_in_the_temperate_region_of_Japan
https://www.researchgate.net/journal/0960-3115_Biodiversity_and_Conservation
https://www.researchgate.net/scientific-contributions/2046647980_Mayumi_Yoshimura
https://www.researchgate.net/publication/240481757_Comparison_of_stream_benthic_invertebrate_assemblages_among_forest_types_in_the_temperate_region_of_Japan


12/15/2019 The Effects of Forest Harvesting and Best Management Practices on Streamflow and Suspended Sediment Concentrations During Sno…

https://www.researchgate.net/publication/242298380_The_Effects_of_Forest_Harvesting_and_Best_Management_Practices_on_Streamflow_and_… 11/28

A summary of the environmental impacts of roads,
management responses, and research gaps: A…

Article

Jan 2010
Patrick Daigle

Sensitivity of snowmelt hydrology in Marmot
Creek, Alberta, to forest cover disturbance

Article

Jun 2012 · HYDROL PROCESS

John W Pomeroy · X. Fang · C. R. Ellis

Rationale for restricting road density or traffic
and decommissioning roads. ...

View Show abstract

... Changes in mass and energy exchange
between the atmosphere, canopy and ground
surface expected as a result of forest
disturbance have additional consequences for
water storage and subsequent subsurface flow
routing to streams. The removal of the forest
canopy often (but not always) increases
effective precipitation and snowmelt rates,
leading to higher water table levels after
snowmelt and during storms for several years
after disturbance (Adams et al., 1991;Dhakal
and Sidle, 2003) and enhanced runoff via
surface and near-surface pathways
(Hetherington 1987;Monteith et al., 2006a),
particularly immediately after harvesting (
MacDonald et al., 2003) . At the basin scale,
Monteith et al. (2006b) observed a greater
fraction of event water four years after harvest
using classical hydrograph separation
techniques, yet no differences in basin-wide
residence times were observed. ...

View Show abstract

... Flow response to agriculturalisation also
affects ice processes. For example, solar
radiation is higher in open landscapes, leading
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to earlier snowmelt and peak floods
( Macdonald et al., 2003 ). ...
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... Numerous studies suggest that effects of
skid trails can be mitigated by applying careful
operating practices (e.g., Martin and Hornbeck
1994, Martin et al. 2000 , Macdonald et al.
2003 ). For example, Kreutzweiser and Capell
(2001) found no significant input of sediment
when machine travel was .3 ...
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... When examined at the basin scale, stream
hydrology may be strongly affected by forest
harvest (Salo & Cundy 1987; Chamberlin et al.
1991). For example, peak snowmelt discharge
increased relative to unharvested watersheds
for at least five years postharvest in British
Columbia, Canada ( Macdonald et al. 2003 ).
Increases in snowmelt discharge may persist
for 15 years postharvest in hardwood forests of
the north-central USA (Verry 1986). ...
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... ). Deforestation reduces the quantity of
detritus in a stream, which leads to changes in
the aquatic insect assemblage (Price et al.
2003). Deforestation also increases the peak
flow of water, storm discharge and
sedimentation in the stream ( Macdonald et al.
2003 ). When fine sediments are added
experimentally to forest streams, aquatic
insects begin to drift to avoid the sediments,
and the density of aquatic insects in the area
where sediments are added decreases (Larsen
& Ormerod 2010). ...
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... By the mid-1990s, tim- ber harvests
averaged about 4,000 acres annually (USDA,
Forest Service 2017). Timber harvesting and
associated activities, such as dirt roads, are
known to contribute a large amount of sediment
(Beschta 1978;Patric et al. 1984;Megahan et al.
1995; Macdonald et al. 2003) . A portion of the
sediment generated from ...

View Show abstract

https://www.researchgate.net/journal/1600-0633_Ecology_of_Freshwater_Fish
https://www.researchgate.net/profile/Eric_Merten
https://www.researchgate.net/scientific-contributions/72633216_Nathaniel_A_Hemstad
https://www.researchgate.net/scientific-contributions/2092466294_S_L_Eggert
https://www.researchgate.net/scientific-contributions/11149193_Bruce_Vondracek
https://www.researchgate.net/publication/263598189_Effects_of_forest_disturbances_on_aquatic_insect_assemblages
https://www.researchgate.net/journal/1343-8786_Entomological_Science
https://www.researchgate.net/scientific-contributions/2046647980_Mayumi_Yoshimura
https://www.researchgate.net/publication/327325859_Sediment_Fingerprinting_to_Delineate_Sources_of_Sediment_in_the_Agricultural_and_Forested_Smith_Creek_Watershed_Virginia_USA
https://www.researchgate.net/journal/1093-474X_JAWRA_Journal_of_the_American_Water_Resources_Association
https://www.researchgate.net/profile/Allen_Gellis
https://www.researchgate.net/scientific-contributions/2145347916_Lillian_Gorman_Sanisaca
https://www.researchgate.net/publication/227958214_Relations_between_fish_abundances_summer_temperatures_and_forest_harvest_in_a_northern_Minnesota_stream_system_from_1997_to_2007
https://www.researchgate.net/publication/263598189_Effects_of_forest_disturbances_on_aquatic_insect_assemblages
https://www.researchgate.net/publication/327325859_Sediment_Fingerprinting_to_Delineate_Sources_of_Sediment_in_the_Agricultural_and_Forested_Smith_Creek_Watershed_Virginia_USA


12/15/2019 The Effects of Forest Harvesting and Best Management Practices on Streamflow and Suspended Sediment Concentrations During Sno…

https://www.researchgate.net/publication/242298380_The_Effects_of_Forest_Harvesting_and_Best_Management_Practices_on_Streamflow_and_… 14/28

Efficiencies of Forestry Best Management
Practices for Reducing Sediment and Nutrient…

Article Full-text available

Jul 2010 · J FOREST

Pamela Edwards · Karl Williard

Effects of contemporary forest harvesting on
suspended sediment in the Oregon Coast Range…

Article Full-text available

Jan 2018 · FOREST ECOL MANAG

Jeff Hatten · Catalina Segura · Kevin D.
Bladon · John D. Stednick

... multitude of studies have been published that
have compared sediment or nutrient loads from
undisturbed and managed watersheds in which
forestry best management practices (BMPs)
have been used (Aubertin and Patric 1974,
Hornbeck et al. 1986, Lynch and Corbett 1990,
Martin et al. 2000, Swank et al. 2001 ,
Macdonald et al. 2003 , McBroom et al. 2008)
to estimate the effects of management on water
quality. The findings have been relatively
consistent, showing that both the magnitude
and the duration of effects on water quality due
to forest management are quite limited as long
as BMPs are fully and properly used. ...
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... Similar catchment-scale studies assessing
the effectiveness of contemporary forest
harvesting practices at limiting suspended
sediment concentrations and yields have
illustrated mixed results ( Binkley and Brown,
1993;Gomi et al., 2005). For example,
suspended sediment has been shown to
increase ( Macdonald et al., 2003 ), decrease (
Grant and Wolff, 1991;Choi et al., 2014), and
not change ( Hotta et al., 2007) following
contemporary forest harvesting. Our study
isolated the effects of upland forest harvesting
activity on sediment production as no new
roads were constructed within the Needle
Branch watershed. ...
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... They suggested that given its relative flat
topography, much of the Boreal plain would not
be prone to increases in sediment loads after
logging. Such is not the case in the BC interior,
where MacDonald et al. (2003)  reported an
important increase in suspended sediment yield
(as high as 74%, compared to pre-harvesting)
during the second postharvest year (1998) in a
sub-boreal watershed. While low slope can
mitigate potential increases in sediment loads
after logging, high road density and a large
number of stream crossings typically
exacerbate the impact of logging on sediment
loads. ...
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... A relationship between high abundance of
Smicridea and organic enrichment has already
been reported in previous studies (e.g., Bispo
and Oliveira, 1998; Boon, 1984 Boon, , 1986
Silveira et al., 2006). Agricultural land use
areas may favor the runoff of sediments
( Macdonald et al., 2003 ), which are deposited
on the substrate of streams, interfering on the
availability of periphyton (Ryan, 1991), the main
food source of scraper insects. The
accumulation of fine sediment on the substrate
generates the behavior of drifting, in which the
insects release themselves into the stream
seeking betterTable 2. Environmental
characterization and variables recorded at
sampled streams in forested area (F) and
converted area (C). ...
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... A relationship between high abundance of
Smicridea and organic enrichment has already
been reported in previous studies (e.g., Bispo
and Oliveira, 1998; Boon, 1984 Boon, , 1986
Silveira et al., 2006). Agricultural land use
areas may favor the runoff of sediments
( Macdonald et al., 2003 ), which are deposited
on the substrate of streams, interfering on the
availability of periphyton (Ryan, 1991), the main
food source of scraper insects. The
accumulation of fine sediment on the substrate
generates the behavior of drifting, in which the
insects release themselves into the stream
seeking betterTable 2. Environmental
characterization and variables recorded at
sampled streams in forested area (F) and
converted area (C). ...
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... Given the magnitude of the area affected, the
impacts will be wide ranging, particularly as
hydrology in much of this region is snowmelt-
driven (Eaton and Moore, 2007). Changes in
snow accumulation and ablation due to the
beetle infestation will not only have stand-scale
effects, but will also affect regional-scale
watershed hydrology, with subsequent impacts
on geomorphology , vegetation, and ecology
( Macdonald et al., 2003 ). Forest canopies play
a significant role in snow hydrology due to their
impact on the snow ablation energy balance . ...
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... Higher streamflow after logging generally
persists until the canopy is re-established (
Winkler et al., 2010) but varies with differences
in runoff generation and evapotranspiration
processes (Troendle et al., 1987;Granger and
Pomeroy, 1997;Pomeroy and Granger, 1997).
Suppression of vegetation regrowth after forest
removal is required to sustain increased water
yields ( Macdonald et al., 2003) . The recovery
of the hydrological system depends on the
timing of the return of the forest canopy, which
itself depends on tree species, planting density,
and forest succession and regrowth rates
(Winkler et al., 2010). ...
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... van Meerveld et al., 2014), leading to
seasonally independent availability and more
moderate hysteresis. Conversely, more pro-
nounced clockwise hysteresis and higher H
values such as those we observed have been
documented in forested rivers with limited
sediment supply ( Macdonald et al.,
2003; Langois et al., 2005). Seasonal variation
in hysteresis in these channels has been noted
(e.g. ...
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... Large increases were recorded when 80% of
the site was windrowed and concentrations
further increased when 100% of the site was
windrowed. Although TSS and TP
concentrations vary greatly with location, type
of disturbance and storm magnitude, peak TSS
and TP concentrations recorded during
windrowing were similar to concentrations
recorded by others in different parts of the world
during forest harvesting (Malmer,
1990; Macdonald et al., 2003; Rodgers et al.,
2010). Rodgers et al. (2011recorded a peak in
TSS of 97.5 mg/l induring tree harvesting were
lower compared to those recorded in this study.
...
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... The removal of the riparian vegetation from
areas bordering aquatic ecosystems
aggravates these impacts, and affects aquatic
communities by increasing the input of
sediment into the bodies of water ( Nakamura
and Yamada, 2005). The absence of marginal
vegetation also results in a reduction in the
amount of debris and organic matter found in
the stream bed ( Price et al., 2003), and an
increase in the flow of water and the
penetration of sunlight ( Macdonald et al.,
2003 ). This favors primary production, leading
to an increase in the availability of prey for
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Preface

 Eleven years have elapsed since we
published The Land Mammal Fauna of
Southeast Alaska (MacDonald and Cook, 1996).
We now update that original work and expand it
by adding marine mammals and amphibians,
reviewing the status of select species based on
a series of field, lab and museum-based
investigations, and discussing the evolutionary
and biogeographic significance of this coastal
fauna. We follow the general outline of
MacDonald and Cook (1996), with several
notable changes. In the individual species
accounts, the Taxonomy section now includes
an overview of recently published
phylogeographic studies for a number of taxa. In
these accounts, the section on Distribution
includes specific locality records and
distributional maps for all terrestrial species.
Tables now detail the occurrence of all species
documented with specimens for 111 individual

islands, and appendices summarize island size,
specimen archives, and our understanding of
species distributions, introductions, and
conservation status. Accounts are included of
additional species that are no longer extant in the
region, but that were documented either as
fossils or introduced exotics. We also reassess
research priorities for amphibians and mammals
in the region. We encourage thoughtful
discussion of these priorities followed by action
to promote the conservation of this outstanding
coastal fauna.
 We hope this reference work will stimulate
further investigations aimed at filling in the
numerous pieces of the fascinating
biogeographic and evolutionary puzzles
underlying the mammals and amphibians of the
North Pacific Coast of North America.

The MacDonald boys beaver trapping, Stikine River,

Spring 1977.

Joe with skins of a Marten and Fisher

(the first documented record of Fisher

for Alaska) taken by a local trapper,

Taku River, 1994.

Stephen MacDonald and Joseph Cook
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 This report continues the process of docu-
menting the 82 species of mammals and 8 am-
phibians known to occur, or have recently
occurred, in Southeast Alaska. Species accounts
are based on a review of the literature, examina-
tion of specimens and associated field notes at
natural history museums, and a series of expedi-
tions we conducted through 1999 through the
University of Alaska Museum of the North. Our
primary conclusion from this survey is that infor-
mation as basic as distribution and taxonomic
status is unavailable for most species of mam-
mals and amphibians. Most species are poorly
documented with 53% of mammals represented
by fewer than 10 specimens for the entire region.
Cetacean material is especially lacking. Minimal
documentation also characterizes amphibians.
Beyond simply documenting the distribution of
species, serious investigations of these organ-
isms have been hampered by lack of specimens
and associated materials. Many investigations
aimed at assessing changes in populations over
space and time cannot be completed for the
majority of species in this region, effectively obvi-
ating attempts to monitor health of these wildlife
populations or their response to environmental
perturbation.
 If we examine particular islands for individu-
al species, a parallel situation arises. Across the
archipelago, 111 islands have at least one spec-
imen that documents the occurrence of any spe-
cies. Of those “species present” islands,
however, 41% are represented by <10 speci-
mens of any species. This weak foundation will
serve as the basis for future management ac-
tions, including those aimed at monitoring declin-
ing native populations or mitigating the impact of
exotics, unless a concerted effort to inventory
this biotic diversity is initiated. Now is the time to

fill the gaps in our knowledge by building a rigor-
ous, diverse, and well-distributed archive of
specimens for the flora and fauna of this coastal
region.
 This preliminary inventory of the mammals
and amphibians reveals serious conservation
concerns due to the heavy footprint of humans,
particularly on islands with high potential for en-
demism. In particular, forest fragmentation in the
last 50 years has resulted in extensive tracts of
closed-canopy forests; these second growth for-
ests support a much less diverse vertebrate fau-
na. Other human activities may also impact this
fauna.
 Molecular genetic studies of selected spe-
cies suggest common biogeographic histories for
particular elements of the fauna. High levels of
genetic differentiation characterize some species
and reflect the influence of a long history of
regional fragmentation due to glaciation. In sev-
eral cases, multiple cryptic species have been
identified (e.g., two species of marten) and con-
tact or hybrid zones have been documented. At
the population level, low levels of variation for
some island populations is attributable to isola-
tion and these populations may be especially
vulnerable to disturbance. These metrics indicate
the influence of both historical and contemporary
processes on structuring biotic diversity. Such
complexity also points to the necessity of priori-
tizing conservation of endemic forms by building
a new “island-centered” framework for managing
wildlife on the Tongass National Forest and sur-
rounding lands of Southeast Alaska. Such a
management paradigm for this complex archipel-
ago should recognize the unique evolutionary
and ecological attributes of this isolated region of
North America.

Abstract
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The remote North Pacific Coast of North America
has long intrigued humans, from the original
Native Americans that first entered the region at
least 13,000 years ago, to the early Russian
colonists of the 18th century, to trappers, fisher-
men, naturalists, geologists, and other intrepid
explorers of the 19th and 20th centuries. The
allure of the coast revolves around its beauty and
the richness of a highly productive ecosystem.
Despite this long-term interest, there remains
much that we do not understand about the dy-
namic history or contemporary interactions oc-
curring within this immense region (Figure 1). For
example, although the prevailing view of human
colonization of the Americas from Asia involved
an overland route east of the Coast Range
(Pielou, 1991), others have suggested that this
coastal strip formed an important link connecting
the Old and New Worlds (Fladmark, 1979). Evi-
dence that the region played a key role in human
invasion of the Americas is growing (e.g., Dalton,
2005) with the discovery of new archaeological
sites in the Alexander Archipelago (Dixon, 1999,
2002; Fedje et al., 2004).  The coast may have
served a key role in connecting Asian and North
American faunas and Vancouver Island (Al-Su-
waidii et al., 2006).
 On a global scale, Southeast Alaska and
adjoining British Columbia (Figure 2) comprise
the most extensive temperate rainforest world-
wide that is still largely intact (Alaback, 1991).
The region also includes one of the planet’s most
extensive archipelagos and these islands have
played a primary role as evolutionary hotspots.
Isolation, in particular, has influenced the devel-
opment of the exceptional fauna and flora of the
area and stimulated the diversification of a num-
ber of endemic taxa (Cook and MacDonald,
2001). In addition to divergent forms on individual
islands, the entire coastal region has been large-
ly isolated from the remainder of North America
by the nearly impenetrable Coast Range. High
endemism stems from dynamic historical climatic
events and contemporary barriers to movement
created by the complex and highly fragmented
landscape of the region (Cook et al., 2006).
 Most elements of the biotic diversity of this
exceptional coastal forest biome have not been

systematically inventoried. Prior to our field stud-
ies, knowledge of the distribution and occurrence
of mammals and amphibians of Southeast Alas-
ka was based on the results of biological surveys
from the late 1800s and early 1900s (Table 1, 2).

Do you know the Alexander Archipelago should be thoroughly worked again. We have simply located the
things that need to be worked out, and there are all sorts of possibilities there yet.
         –Letter from H.S. Swarth to Allen Hasselborg, 25 November 1911 (Juneau State Museum Archives, Box 1, Folder 2)

Figure 2. The Northwest Coast of North America is

home to two-thirds of the world’s remaining temperate

rainforests (Kirk and Mauzy, 1996).
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Despite the restricted coverage of those early
studies (only 22 islands sampled), 27 mammali-
an taxa were described as essentially endemic to
this region of North America (Hall, 1981). Our
rudimentary knowledge of these vertebrates had
hampered attempts to understand the ecological
or evolutionary dynamics of this distinctive fauna.
 Starting in 1973, one of us (SOM) began
assembling a collection of mammal specimens
from Southeast Alaska for the University of
Alaska Museum (Table 3). In 1992, the two of us
initiated a systematic inventory of the mammals
of the region and opportunistically collected
amphibians. Field and laboratory work since the
publication of our first summary of the mammals
of the region (MacDonald and Cook, 1996) has
substantially changed our understanding of this
distinctive fauna. Geo-referenced specimens of
mammals and amphibians from this project form
a web-accessible database (http://arctos.
database.museum/SpecimenSearch.cfm) that
provides a foundation for future management
and research, including investigations in wildlife
biology, molecular biology, evolutionary
genetics, contaminants assessment, and
pathology, among others. The primary objectives
of our inventory were to: 1) collect data relating
to mammalian and amphibian occurrence,

distribution, and abundance; 2) create and
develop an electronic database to assess
regional and large-scale biodiversity,
biogeography, and facilitate gap-analyses; 3)
collect tissues for genetic and isotopic analyses
from representatives of each species from each
locality visited; 4) collect parasites from
mammals; 5) collaborate with and expedite the
studies of other investigations of Southeast
Alaska biodiversity issues; and 6) produce
publications on Southeast Alaska vertebrates
based on historical sources, museum
specimens, monographs and field expeditions.
This paper summarizes our current knowledge of
the mammalian and amphibian faunas of this
isolated biogeographic region of Alaska.
Faunistic information presented earlier
(MacDonald and Cook, 1996; MacDonald and
Cook, 1999; MacDonald, 2003) is updated to
stimulate on-going research efforts and
sustainable resource management of the 82
species of mammals and 8 species of
amphibians known from the region. The primary
purpose of this monograph is to provide an
overview of their taxonomy, status, and
distribution, with a special emphasis on
information that is supported by voucher
specimens from the region.
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Merriam gathered around him a circle of talented natu-

ralists and collectors (from left to right, Vernon O. Bai-

ley, Wilfred H. Osgood, Edward W. Nelson, and Albert

K. Fisher at the U.S. National Museum at the turn of the

last century). Through a combination of field and labora-

tory studies based on large series of specimens, Merriam

and his team revolutionized techniques of specimen

preparation and data collection that led to meticulous-

prepared publications like the North American Fauna

series (U.S. Fish and Wildlife Service photograph).

Clinton Hart Merriam (1855-1942)

was the first Bureau Chief, in 1905,

of the Biological Survey, a federal

unit that later became the U.S. Fish

and Wildlife Service. Merriam de-

lighted in organizing field expedi-

tons, including the Harriman

Expediton to Alaska in 1899

(photograph from Osgood, 1943).

Staff and family of the Harriman Alaska Expedition in

1899 at the recently abandoned Cape Fox Tlingit Village

at Kirk Point, southern mainland, Southeast Alaska (U.
Washington Libraries, Special Collections, NA2130).



COLLECTOR YEAR LOCALITIES

Clark P. Streator 1895 Yakutat Bay; Sitka, Baranof I.;  Juneau;  Wrangell,

Wrangell I.;  Loring, Revillagigedo I.

Clinton Hart Merriam

Albert Kenrick Fisher

   (Harriman Expedition)

1899 Cape Fox; Farragut Bay; Taku Harbor; Juneau-Douglas;

Wrangell, Wrangell I.; Skagway-White Pass; Sitka,

Baranof I.; Glacier Bay; Yakutat Bay.

Wilfred H. Osgood

    (with Louis B. Bishop)

1899 Haines, Skagway, Glacier, White Pass.

Wilfred H. Osgood 1900 Wrangell, Wrangell I.; Woronkofski I.

Wilfred H. Osgood

    (with Ned Hollister)

1903 Kasaan, Prince of Wales I.; near Killisnoo, Admiralty I.;

Tenakee, Chichagof I.; Mitkof and Kupreanof Is.

George Willett

    (U.S. Biological Survey

      warden; Private)

1912-1926 Baranof I., Forrester I., Prince of Wales I., Wrangell I.,

Revillagigedo I. Dall I., Kupreanof I., Mitkof I., Suemez

I., Grant I.

Ernest P. Walker

   (with U.S. Bureau of  Fisheries)

   (with U.S. Biological  Survey)

1913-1919

1921-1923

Specimens from various locations including Wrangell,

Sitka, Juneau, Haines, Kupreanof I., Mitkof I., Zarembo

I., Etolin I., Quadra Lakes, Boca de Quadra.

Alfred M. Bailey 1920-1921 Juneau, Douglas, Wrangell, Admiralty I., Glacier Bay,

Forrester I.

INTRODUCTION 4

Table 1.  The early field collectors in Alaska for the U.S. National Museum, Washington, D.C.

Members of the Harriman Alaska Expedition visiting Reid Inlet,

Glacier Bay, 11 June 1899 (University of Washington Libraries,
Special Collections, Harriman 41).

Wilfred H. Osgood

(1875-1947) conducted

several extensive sur-

veys in Alaska for the

U.S. Bureau of Biologi-

cal Survey (1898 photo-
graph from Sanborn,
1948).

George Willett (1879-

1945) first arrived in

Southeast Alaska in 1912,

where he lived and worked

until 1926 (photograph
from Howard, 1946).

Ernest P. Walker (1891-1969), natural-

ist, prolific collector, and author

(Mammals of the World, 1964), got his

start in Southeast Alaska, first as a

warden and inspector for the U.S. Bu-

reau of Fisheries (Smithsonian Institu-
tion Archives).

VISITED
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Table 2.  The early field collectors for the Museum of Vertebrate Zoology, Berkeley, CA

MacDonald and Cook—Mammals and Amphibians of Southeast Alaska

Harry Schelwald Swarth (1878-1935) (above left) was a pioneer in the faunal analysis of  the northwest coastal region

of North America. A brief visit to Wrangell and the Stikine River in 1898 when Swarth was only 20 years old sparked

a life-long interest in the geographic distribution and variation of birds and mammals of the region and of Southeast

Alaska in particular. His first collecting expedition to the region in 1909 (the second of three Alexander Expeditions

to southcoastal Alaska) was in the company of Admiralty Island resident, Allen E. Hasselborg. These first major

expeditions to the region were organized and supported by Miss Annie M. Alexander and overseen by Joseph

Grinnell, first director of the newly-formed Museum of Vertebrate Zoology  (MVZ) at Berkeley.

 Several outstanding and insightful papers were the result of Swarth’s work in southern Alaska and British

Columbia, including his 1922 report on an exploration of the Stikine River region with Joseph Dixon in the summer

of 1919. (Photograph of Swarth at timberline on Doch-da-on Creek, Stikine River, 23 July 1919, courtesy of MVZ Archives, UC
Berkeley, No. 3073.)

Allen E. Hasselborg (1876-1956) participated in both the

1908 and 1909 Alexander Alaska Expeditions and for

many years provided specimens to C. H. Merriam

(USNM) and J. Grinnell (MVZ). (Photograph of
Hasselborg aboard his hand-made boat, the Ebba (above),
during the 1909 expedition courtesy of the Alaska State
Library, Hasselborg and Early Prints of Alaska Collections,
PCA 01-4303 and 01-2550.)

COLLECTOR YEAR LOCALITIES VISITED

 Frank Stephens, Joseph

     Dixon, Chase Littlejohn,

     Annie M. Alexander (Heller, 1909)

1907 Admiralty I., Baranof I., Chichagof I., Glacier Bay,

Thomas Bay, Helm Bay.

 Harry S. Swarth, Allen Hasselborg

   (Swarth, 1911)

1909 Kupreanof I., Kuiu I., Prince of Wales I., Coronation

I., Warren I., Heceta I., Suemez I., Dall I., Duke I.,

Annette I., Gravina I., Revillagigedo I., Etolin I.,

Wrangell I., Zarembo I., Mitkof I., Boca de Quadra,

Chickamin R., Bradfield Canal, Thomas Bay, Port

Snettisham, Taku R.

 H. Swarth, J. Dixon (Swarth, 1922) 1919 Sergief I., mouth of the Stikine River.
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Kootznahoo Inlet, Admiralty Island, 1929 (courtesy of the
Alaska State Library Place File Collection, MitchellBay-1).

Frank Stevens skinning a young Brown Bear at Glacier

Bay during the 1907 Alexander Expedition to Southeast

Alaska (photograph courtesy of MVZ Archives, UC Berkeley,
No. 106).

Anne Montague Alexander (1867-1950) was an intrepid

explorer, amateur naturalist, collector, and founder and

benefactress of both the Museum of Vertebrate Zoology

and the University of California Museum of Paleontolo-

gy on the Berkeley Campus.   This remarkable individual

not only funded but also participated in two of the three

pioneering expeditions to southcoastal Alaska in the

early 1900s (1901 photograph courtesy of UCMP, UC Berke-
ley).

Joseph Grinnell, first director of the Museum of Verte-

brate Zoology, Berkeley, visits with Southeast Alaska

field naturalist George Willett at the museum in 1937

(photograph from Howard, 1946).

From left to right, Louise Kellogg, Joseph Dixon, and Edmund Heller at

their camp in Prince William Sound during the 1908 Alexander Alaska

Expedition (photograph on left courtesy of the Smithsonian Institution Archives,
Record Unit 7179, Box 1, Folder 60 ).
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We report on recent distribution and taxonomic
information for 82 mammalian and 8 amphibian
species that occur, have recently occurred, or
are suspected to occur in Southeast Alaska.
Except as noted, we present species accounts
following the taxonomic outline provided by re-
cent summaries for mammals (Wilson and Reed-
er, 2005) and amphibians (Crother et al., 2000;
Frost et al., 2006).  Our report is based primarily
on fieldwork conducted by the authors (and col-
laborators), on a review of literature, and on
specimens housed in the University of Alaska
Museum of the North (UAM) and other natural
history museums. We concluded the first phase
of our field inventory of mammals and amphibi-
ans in September 1999. Since that time relatively
few specimens have been added to museums,
although we include significant new records and
a comprehensive specimen review through Jan-
uary 2006.

The Setting
 Southeast Alaska is immense and geologi-
cally complex. With over 17,000 km of shoreline,
this region has a longer coast than the states of
California, Oregon and Washington combined.
Southeast Alaska extends from about Icy Bay in
the north, southward over 800 km to the Dixon
Entrance. East to west, Southeast Alaska is a
mosaic of hundreds of North Pacific islands ex-
tending along a thin strip of mainland coast
(Figure 4). The region is dominated by the Alex-
ander Archipelago with more than 2,000 named
islands, including 7 of the 15 largest islands in
the U.S. (http://www.worldislandinfo.com/
USlargesttv1.html). Sixty islands are over 1000
hectares in areal extent (Appendix 1), and 11
islands have mountains that rise from sea level
to over 1000 meters (the highest is an unnamed
peak on Baranof Island at 1641 meters). Main-
land is precipitously bordered to the east by the
Coast Mountains and Wrangell-Saint Elias rang-
es that soar to more than 5400 meters. Those
mountains extend principally in a north-south
orientation and are capped with extensive ice
fields and glaciers. Six major rivers (Alsek, Chilk-
at, Taku, Whiting, Stikine, and Unuk) pass
through these rugged mountains from inland
British Columbia and form a limited connection to
the remainder of North America.

 Over 80% of this region is under federal
stewardship in the Tongass National Forest, but
this large tract of federal land is intertwined with
a patchwork of Native allotments and private and
state lands (Figure 4). The Tongass was created
in 1907 by Theodore Roosevelt, covers more
than 6.9 million hectares, and is about three
times larger than any other National Forest in the
United States.  Over sixty percent of the Tongass
is either not forested or contains non-commer-
cial, scrub forests (Figure 3). Only a small per-
cent of the entire region supports high volume,
old-growth stands of forest (those with more than
30,000 board feet per acre). North Pacific coastal
forests can be defined by their major tree species
that have distinctive latitudinal distributions
(Figure 2; Pojar and MacKinnon, 1994). General
overviews and descriptions of the geology and
biology of the region can be found in Harris et al.
(1974), Klein (1965), Mann (1986), DeMeo
(1989), MacDonald and Cook (1996), O’Clair et
al. (1997), and Schoen and Dovichin (2007).

Materials and Methods

MacDonald and Cook—Mammals and Amphibians of Southeast Alaska

Figure 3. Only about four percent of Southeast Alaska’s

forests comprise high volume, old-growth stands.

Kuiu Island, 1929 (courtesy of the Alaska State Library,
George A. Parks Collection, U.S. Navy Alaska Aerial Survey
Expedition, P240-106).



MATERIALS and METHODS 8

Figure 4.  Land ownership and major islands of Southeast Alaska.
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Fieldwork
 Fieldwork began in 1973 and continued spo-
radically through 1990 (Table 3). In 1992, we
initiated intensive and systematic field, museum,
and laboratory studies designed to survey and
summarize the mammalian diversity of South-
east Alaska (Table 3). Amphibians were inciden-
tally collected during those surveys. Those
efforts were conducted in collaboration with the
U.S.D.A. Forest Service, Alaska Department of
Fish and Game, U. S. Fish and Wildlife Service,
and National Park Service. Greatest activity as
demonstrated by collection of two of the most
commonly archived species (Figure 5, 6) oc-
curred in the mid-to-late 1990s.
 Our field collecting strategy, focused espe-
cially on the less-known smaller mammals, was
designed to maximize the diversity of samples by
using a variety of methods at each locality. De-
tailed field notes, specimen catalogs, and tra-
pline sheets are deposited at the University of
Alaska Museum of the North. Our primary col-
lecting method used snap, live, and pitfall traps
(especially important for shrews and amphibians)
set along transect lines in a wide diversity of
habitats. We generally set traps in pairs with
stations placed 10 medium paces apart. Up to
500 traps were set per night. A mixture of peanut
butter and rolled oats was the primary bait. We
sampled edge and patchy habitats (e.g., the
margins of ponds and streams, talus slopes, and
blow-down areas) and elevational gradients to
maximize diversity of species collected.  Particu-
lar effort was made to capture rare or undocu-
mented species. Small mammal trapping was
generally conducted from early July to August
when populations are high and the ability to
detect and capture less common species is
greatest. Bats were studied at selected field-sites
and roosts using nets or sonogram-based bat
detectors (Parker et al. 1996; Parker and Cook,
1996; Parker et al., 1997). A shotgun or rifle also
was used occasionally to collect squirrels, other

medium-sized animals or bats. Series of game
species and furbearers were obtained primarily
as salvaged frozen carcasses from hunters and
trappers through collaboration with the Alaska
Department of Fish and Game. Marine mammals
were obtained through a series of collaborative
efforts with Native communities and the support
of the Coastal Marine Institute and National Ma-
rine Fisheries Service (Cook et al., 1999).
 Specimens were prepared as skeletal prep-
arations, study skins, and/or liquid preservations.
The majority of voucher specimens was cata-
logued into the Mammal and Herp Collections at
UAM and forms the basis for the individual Spe-
cies Accounts. These traditional field prepara-
tions were broadly complemented by a variety of
ancillary collections that increased the scope and
value of the fieldwork. Embryos were preserved
in alcohol or liquid nitrogen. Ectoparasites were
also preserved. A variety of tissue samples (e.g.,
heart, liver, spleen, and kidney) from all speci-
mens were frozen in liquid nitrogen in the field.
These tissues are stored at –80o C and integrat-
ed into the Alaska Frozen Tissue Collection (AF)
and Museum of Southwestern Biology, Division
of Genomic Resources (DGR).

Associated web-accessible electronic data-
bases (http://www.uaf.edu/museum/mammal)
and rigorous curatorial standards make this a
significant resource for genetic, ecological, epi-
demiological, and toxicological research on bore-
al organisms.

Museum Studies
Traditional.  We visited 15 collections to review
traditionally preserved specimens (primarily
skulls and skins). Electronic databases were
verified by reference to voucher specimens. Spe-
cial attention was paid to records documenting
range extensions (e.g., new island records), un-
common species, questionable identification or
associated data, and difficult to identify species.
We also obtained information from an additional
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Figure 5.  Numbers of deermice (Peromyscus) and marten (Martes) specimens collected over the years for UAM.



Table 3. Our collecting expeditions to Southeast Alaska for UAM.
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15 collections with smaller holdings and similarly
confirmed problematic records. The overwhelm-
ing majority of specimens (72%; Appendix 2) was
obtained by our fieldwork, identified by us, and
subsequently archived at UAM.

Non-Traditional. DNA amplification and analy-
sis of stable isotopes are providing a wealth of
new information from these frozen tissues based

on investigations supported by state and federal
agencies. That support was instrumental to the
completion of a series of graduate student theses
focused on conservation genetics of a series of
mammalian species (e.g., Peacock, 2004). Ar-
chived samples also were screened for patho-
gens (e.g., hantavirus, babesia) by the Centers
for Disease Control (Atlanta), Harvard School of
Public Health, Tufts University, University of Ha-

DATE LOCALITIES VISITED

1973: June Mainland: Chickamin River

1976-77 Mainland: Stikine River

1978: June Mainland: Skagway and Haines areas

1981: June Mainland: Haines area

1982: April-July Mainland: Skagway area

Alexander Archipelago: Admiralty I., Baranof I., Betton I., Chichagof I.,

Coronation I., Duke I., Kruzof I., Mitkof I., Revillagigedo I., Wrangell I.

1983: May-June Mainland: Haines area

Alexander Archipelago: Baker I., Baranof I., Coronation I., Lulu I., Prince of

Wales I., Saint Ignace I., San Fernando I., Santa Rita I.

1990: June Mainland: Hyder area

1992: May-July Mainland:  Auke Bay, Haines area, Stikine River

Alexander Archipelago:  Etolin I., Kadin I., Kupreanof I., Mitkof I., Prince of

Wales I., Shrubby I., Vank I., Woronkofski I., Wrangell I., Zarembo I.

1993:  June-August Mainland:  Chickamin River, Foggy Bay, Haines area, Nakat Inlet, Union Bay,

Unuk River, Willard Inlet

Alexander Archipelago: Admiralty I., Baranof I., Coronation I., Dall I.,

Elovoi I., Heceta I., Kosciusko I., Kuiu I., Kupreanof I., Kruzof I., Marble

I., Mary I., Noyes I., Prince of Wales I., Revillagigedo I., St. Lazaria Is.,

San Fernando I., Suemez I., Warren I.

1994:  June-August Mainland:  Crescent Lake, Gwent Cove, Haines area, Juneau area, Skagway

area, Taku River, Turner Lake, Yakutat

Alexander Archipelago:  Admiralty I., Baranof I., Chichagof I., Halleck I.,

Inian Is., Krestof I., Long I., Moser I., Partofshikof I., Pleasant I.,

Revillagigedo I., Sukkwan I., Warren I., Yakobi I.

1995:  July-August Alexander Archipelago:  Anguilla I., Back I., Barrier Is., Betton I., Cap I.,

Eagle I., El Capitan I., Esquibel I., Grant I., Hoot I., Orr I., Owl I., Prince

of Wales I., Revillagigedo I., Sangeo I., Turtle I., Tuxecan I., White Cliff I.

1996:  June-August Mainland:  Excursion Inlet, Howard Bay, Juneau area

Alexander Archipelago:  Admiralty I., Baranof I., Bushy I., Catherine “I.”,

Chichagof I., Coronation I., Dall I., Duke I., Forrester I., Goat I., Heceta I.,

Herbert Graves I., Hill I., Hogan I., Horseshoe I., Hotspur I., Hump I.,

Kosciusko I., Kruzof I., Kuiu I., Kupreanof I., Level I., Lincoln I., Lulu I.,

Lydonia I., Marble I., Orr I., Percy Is., Prince of Wales I., San Fernando I.,

San Juan Bautista I., Santa Rita I., Shelikof I., Shelter I., Shrubby I.,

Spanish Is., Suemez I., Werlick I., Whale Head I., Yakobi I., Zarembo I.

1997:  July-August Mainland:  Bradfield Canal, Hyder area, Juneau area, Tap Creek, Thomas Bay,

Upper Lynn Canal area, White Pass

Alexander Archipelago:  Deer I., Kupreanof I., Mitkof I.

1998:  July-August Mainland:  Gwent Cove

Alexander Archipelago:  Dall I., Heceta I., Klakas I., Kosciusko I., Long I.,

Suemez I.

1999: June-July Mainland: Cleveland Peninsula, Behm Canal

Alexander  Archipelago:  El Capitan I., Unnamed island directly south of

Garden I., Heceta I., Kassan I., Prince of Wales I., North I., Revillagigedo

I., Tuxekan I.
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waii and University of New Mexico.  The high
cost of sampling fauna in remote locations of
Southeast Alaska requires that as much informa-
tion as possible be archived. These specimens
essentially form a library of Alaska's coastal fau-
na that is serving an expanding number of inves-
tigations and is available to the scientific
community for a variety of other studies.
 Following fieldwork, we began to character-
ize geographic variation across populations in
the region by examining nearly 3000 specimens
representing 14 mammal species. The Alexan-
der Archipelago is an excellent system to explore
the influence of fragmentation on diversification
in insular populations. We used comparable
sampling design, molecular markers and analyti-
cal approaches across these species (Cook et
al., 2006). For each species, we attempted to
include specimens of all subspecies described
from the region. A mitochondrial gene (usually
cytochrome b) was sequenced for all specimens
and, in several cases, nuclear genetic variation
also was assessed. These species, ranging from
Black Bears to shrews, vary considerably in body
size, life history traits, and ecology. Often these
studies were initiated as graduate student proj-
ects that resulted in a series of theses at the
University of Alaska Fairbanks, Idaho State Uni-
versity, and the University of New Mexico
(Lance, 1995; Parker, 1996; Conroy, 1998; Dem-
boski, 1999; Stone, 2000; Bidlack, 2000; Levino-
Chythlook, 2000; Runck, 2001; Galbreath, 2002;
Lucid, 2003; Weckworth, 2003; Tomasik, 2003;
Waltari, 2005; Koehler, 2006; Runck, 2006).
Comparative analyses provide insight into gener-
al processes that have structured diversity and
assembled communities (Hadly et al., 2004; He-
witt, 2004) and these kinds of studies are now
being pursued for the Southeast Alaska biota
(e.g., Cook et al., 2006).

Species Accounts
 Species accounts include all currently
recognized species of mammals that occur, or
have recently occurred, in Southeast Alaska.
Keys adapted from various sources are provided
to aid in the identification of species within each
mammalian and amphibian Order. For those
readers seeking more refined keys, we refer
them to the excellent works of Nagorsen (2002)
for smaller mammals, Shackleton (1999) for
hoofed mammals, Smith (1993) for terrestrial
carnivores, Wynne (1993) and Reeves et al.
(2002) for marine mammals, and MacDonald
(2003) and Matsuda et al. (2006) for amphibians.
For most species, the following topics are
discussed:

Scientific Name and Authority. Each scientific
name is followed by the name of the author and
the year in which it was described. Parentheses
indicate that, although the specific name has
remained the same, the species has since been
assigned to another genus. Nomenclature
follows Wilson and Reeder (2005) except when
noted otherwise.

Common Name.  The common or vernacular
names generally follow those of Wilson and
Reeder (2005) for mammals and Crother et al.
(2000) for amphibians. Frequently used
alternative names are also included.

Taxonomy.  For each species, all subspecies
currently recognized in the region are listed.
Subspecific taxonomy generally follows Hall
(1981) and the original publication, unless
otherwise discussed.  The locality of type
specimens described from Southeast Alaska are
noted and located on distribution maps. When
applicable, we also review phylogeographic
research that may provide additional perspective
on diversification and significant geographic
variation within the region. When possible, we
note the relationship between subspecies
classification and phylogeographic variation.

Revisions and Reviews.  Important taxonomic
revisions published recently are noted.
Publications that synthesize information, such as
Mammalian Species accounts published by the
American Society of Mammalogists, also are
cited for each species.

Status.  If a taxon or population has special legal
status or has been identified as having viability
concerns, the appropriate citation is noted. The
following conservation sources were accessed

0

1000

2000

3000

4000

5000

6000

7000

8000

9000

10000

<1980 1980-84 1985-89 1990-94 1995-99 >1999

N
u

m
b

e
r 

o
f 
M

a
m

m
a

l 
S

p
e

c
im

e
n

s

Figure 6. Numbers of mammal specimens collected

over the years for UAM.
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(in December 2006) and reviewed: Alaska
Department of Fish and Game (ADFG), U.S.
Endangered Species Act (ESA), International
Union for Conservation of Nature and Natural
Resources (IUCN), Convention on International
Trade in Endangered Species of Wild Fauna and
Flora (CITES), Committee on the Status of
Endangered Wildlife in Canada (COSEWIC), and
the British Columbia (BC) Provincial Red and
Blue List of British Columbia. See Appendix 8 for
a complete listing and source information, and
Appendix 9 for a summary of introductions and
translocations.

Distribution.  A detailed description of a species'
geographic range in Southeast Alaska is
reported, first for the mainland, followed by its
presence on islands in the Alexander
Archipelago.  Distribution maps outline a species’
range within the region with an inset map
showing its broader distribution. Our primary
source for locality records was the mammal
collections at the University of Alaska Museum of
the North and from verified specimen holdings in
other museum collections, particularly the
Museum of Vertebrate Zoology (MVZ) and the
U.S. National Museum (USNM). A secondary
source was specimens referenced in refereed
journals and on personal observations of
experienced and knowledgeable residents of the
region.

Specimens.  Each account lists specimens from
our fieldwork supplemented by additional records
at the University of Alaska Museum of the North
and other institutions identified by acronym (see
next page). Specimens are listed alphabetically
by USGS Quadrangle Map and presented first by
Island locality (listed alphabetically), then by
mainland locality.  Latitude and longitude are
reported in decimal degrees (rounded to the
fourth decimal place) with number of specimens
and institution following parenthetically. The
standard measurements of small mammal spec-
imens from the region are provided in Appendix
10.

Abbreviations
     Abbreviations used for museums, universities,
and agencies are as follows:

AB, NOAA National Marine Fisheries Service,
Auke Bay Laboratory, Auke Bay, AK
ADFG, Alaska Department of Fish and Game
AMNH, American Museum of Natural History,

New York, NY
ANSP, Philadelphia Academy of Natural

Sciences, Philadelphia, PA

BMNH, British Museum of Natural History,
London

CAS, California Academy of Science, San
Francisco, CA

CAS-SU, California Academy of Science,
Stanford University, CA

CM, Charles R. Conner Museum, Washington
State University, Pullman, WA

CMNH, Carnegie Museum, Pittsburgh, PA
CUMV, Cornell University Museum Vertebrates,

Ithaca, NY
DMNH, Denver Museum of Natural History,

Denver, CO
FMNH, Field Museum of Natural History,

Chicago, IL
KU, University of Kansas, Lawrence, KS
LACM, Natural History Museum of Los Angeles

County, CA
MCZ, Museum Comparative Zoology, Harvard

University, Cambridge, MA
MNHN, Museum National d’Histoire Naturelle,

Paris
MSB, Museum of Southwestern Biology,

University of New Mexico, Albuquerque, NM
MSUM, Michigan State University Museum,

Lansing, MI
MVZ, Museum of Vertebrate Zoology, Berkeley,

CA
NMC, National Museum of Canada (Canadian

Museum of Nature), Aylmer, Quebec
NPS, National Park Service
PSM, Slater Museum of Natural History,

University of Puget Sound, Tacoma, WA
ROM, Royal Ontario Museum, Toronto, ON
SDNHM, San Diego Natural History Museum,

San Diego, CA
TCWC, Texas Cooperative Wildlife Collection,

College Station, TX
TTU, Texas Tech University, Lubbock, TX
UAM, University of Alaska Museum of the North,

Fairbanks, AK
UBC, University of British Columbia, Vancouver,

BC
UCB, University of Colorado, Boulder, CO
UCLA, University of California, Los Angeles, CA
UMNH, Utah Museum of Natural History, Salt

Lake City, UT
UMMZ, University of Michigan Museum of

Zoology, Ann Arbor, MI
USFS, United States Department of Agriculture

Forest Service
USFWS, United States Fish and Wildlife Service
USNM, United States National Museum,

Washington, DC
UWBM, University of Washington Burke

Museum, Seattle, WA



Specimen Representation
 UAM now houses 16,136 primary specimens of mammals from across the region. Supplementing
this major collection is an additional 6351 mammals in 21 other institutions (Figure 7, Appendix 2).
These specimens form the basis of the species accounts.
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Figure 7. Specimen representation of mammals by institution.

Figure 8. Specimen representation of most commonly archived species.

 Representation varies considerably among species, with deermice (Peromyscus keeni) compris-
ing nearly 30% of all archived specimens (Figure 8). Specimen representation on individual islands is
shown in Appendix 4-6. It is important to recognize the limited number of specimens available for most
mammals in Southeast Alaska, particularly given the complex landscape of the region (i.e., 2000
named islands).
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Faunal Composition
 Including human beings, 82 mammal species, representing 63 genera, 28 families, and 8 orders
occur or have recently occurred in Southeast Alaska. They comprise 116 subspecies and monotypic
species. Ignoring the three subspecies of Ursus arctos, 27 of these taxa are essentially endemic to
Southeast Alaska. Carnivores and rodents, with 22 and 21 extant species respectively, comprise the
most speciose groups, followed closely by whales with 20 species (Figure 9).
 Seventy-five species are native and extant. Four extant species are not native to the region:
Rattus norvegicus, Mus musculus, Procyon lotor, and Cervus canadensis. Vulpes lagopus is now
believed extirpated from the many small islands where it was once commercially farmed on a
“turn-loose, run-wild” basis. Enhydra lutris, once extirpated from the region, has been successfully
re-introduced. Two species, Mustela nivalis and Rangifer tarandus, probably reside in or occasionally
visit the region, but further substantiation is needed. Finally, two marine species not included in our
accounting of Southeast Alaska mammals are walrus (Odobenus rosmarus), which Fay (1982)
reported seen in Yakutat Bay (no further details provided), and hooded seal (Cystophora cristata),
identified by Fay (1995) from two photographs taken from the west side of Prince of Wales Island near
Craig and Klawock in 1979.
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Figure 9. Species richness of Southeast Alaska mammals by A) mammalian order, B) carnivore families,

C) rodent families, and D) cetacean families.
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Mammal Checklist
       Scientific and common names generally follow Wilson and Reeder (2005). Species introduced
to the region by human agency are followed by an asterisk (*), and if now extirpated, by a dagger
(†). Species in need of further substantiation are enclosed with brackets [ ].

PRIMATES -  Primates
 Hominidae

Homo sapiens, Human

RODENTIA -  Rodents
 Sciuridae

Glaucomys sabrinus, Northern Flying Squirrel
Marmota caligata, Hoary Marmot
Spermophilus parryii, Arctic Ground Squirrel
Tamiasciurus hudsonicus, Red Squirrel

 Castoridae
Castor canadensis, American Beaver

 Dipodidae
Zapus hudsonius, Meadow Jumping Mouse
Zapus princeps, Western Jumping Mouse

 Cricetidae
Lemmus trimucronatus, Brown Lemming
Microtus longicaudus, Long-tailed Vole
Microtus oeconomus, Root Vole
Microtus pennsylvanicus, Meadow Vole
Myodes gapperi, Southern Red-backed Vole
Myodes rutilus, Northern Red-backed Vole
Neotoma cinerea, Bushy-tailed Woodrat
Ondatra zibethicus, Common Muskrat
Peromyscus keeni, Northwestern Deermouse (Keen’s Mouse)
Phenacomys intermedius, Western Heather Vole
Synaptomys borealis, Northern Bog Lemming

 Muridae
Mus musculus, House Mouse*
Rattus norvegicus, Brown Rat*

 Erethizontidae
Erethizon dorsatum, North American Porcupine

LAGOMORPHA - pikas and hares
 Ochotonidae

Ochotona collaris, Collared Pika
 Leporidae

Lepus americanus, Snowshoe Hare

SORICOMORPHA - shrews
 Soricidae

Sorex alaskanus, Glacier Bay Water Shrew
Sorex cinereus, Cinereus Shrew
Sorex monticolus, Dusky Shrew
Sorex palustris, American Water Shrew

CHIROPTERA - bats
 Vespertilionidae

Lasionycteris noctivagans,  Silver-haired Bat
Myotis californicus, California Myotis
Myotis keenii, Keen's Myotis
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Myotis lucifugus, Little Brown Myotis
Myotis volans, Long-legged Myotis

CARNIVORA - carnivores
 Felidae

Lynx canadensis, Canadian Lynx
Puma  concolor, Cougar

 Canidae
Canis latrans, Coyote
Canis lupus, Wolf
Vulpes lagopus, Arctic Fox†
Vulpes vulpes, Red Fox

 Ursidae
Ursus americanus, American Black Bear
Ursus arctos, Brown Bear

 Otariidae
Callorhinus ursinus, Northern Fur Seal
Eumetopias jubatus, Steller’s Sea Lion
Zalophus californianus, California Sea Lion

 Phocidae
Mirounga angustirostris, Northern Elephant Seal
Phoca vitulina, Harbor Seal

 Mustelidae
Enhydra lutris, Sea Otter
Gulo gulo, Wolverine
Lontra canadensis, North American River Otter
Martes americana, American Marten
Martes caurina, Pacific Marten
Martes pennanti, Fisher
Mustela erminea, Ermine

  [Mustela nivalis, Least Weasel]
Neovison vison, American Mink

 Procyonidae
Procyon lotor, Raccoon*

ARTIODACTYLA - ungulates
 Cervidae

Alces americanus, Moose
Cervus canadensis, Wapiti (Elk)*
Odocoileus hemionus, Mule Deer (O. h. sitkensis as Sitka Black-tailed Deer)

  [Rangifer tarandus, Caribou]
 Bovidae

Oreamnos americanus, Mountain Goat
Ovis dalli, Dall's Sheep

CETACEA - whales
 Balaenidae

Eubalaena japonica, North Pacific Right Whale
 Balaenopteridae

Balaenoptera acutorostrata, Common Minke Whale
Balaenoptera borealis, Sei Whale
Balaenoptera musculus, Blue Whale
Balaenoptera physalus, Fin Whale
Megaptera novaeangliae, Humpback Whale

 Eschrichtiidae
Eschrichtius robustus, Gray Whale
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 Delphinidae
Globicephala  macrorhynchus, Short-finned Pilot Whale
Grampus griseus, Risso's Dolphin
Lagenorhynchus obliquidens, Pacific White-sided Dolphin
Orcinus orca, Killer Whale (Orca)
Pseudorca crassidens, False Killer Whale

 Monodontidae
Delphinapterus leucas, Beluga (White Whale)

 Phocoenidae
  Phocoena phocoena, Harbor Porpoise
  Phocoenoides dalli, Dall's Porpoise

 Physeteridae
Kogia breviceps, Pygmy Sperm Whale
Physeter catodon, Sperm Whale

 Ziphiidae
Berardius bairdii, Baird's Beaked Whale (North Pacific Bottle-nosed Whale)
Mesoplodon stejnegeri, Stejneger's Beaked Whale (Bering Sea Beaked Whale)
Ziphius cavirostris, Cuvier's Beaked Whale (Goose-beaked Whale)

Key to the Mammalian Orders of Southeast Alaska

1. �  Hind limbs absent; tail modified as a horizontal fluke ................... CETACEA

�  Hind limbs present; tail not modified as a horizontal fluke ............ 2

2. �  Forelimbs modified as wings …………………………………….. CHIROPTERA

�  Forelimbs not modified as wings ………………………………… 3

3. �  Feet terminating in hooves …..………………………...….……… ARTIODACTYLA

�  Feet not terminating as hoofs; toes with claws …..................……. 4

4. �  First digits of forelimb (thumbs) opposable ....................................PRIMATES

�  First digits not opposable ............................................................... 5

5. �  Two pairs of large incisor teeth with space between incisors and

           cheek teeth …………………………………………………….….. 6

�  Three or more incisor-like teeth in a continuous row ……..………7

6. �  Skull with 2 upper incisors ………………………………….….…RODENTIA

�  Skull with 4 upper incisors, with second pair behind first …...……LAGOMORPHA

7. �  Canine teeth no larger than incisors ………………………..…….. SORICOMORPHA

�  Canine teeth larger than incisors …………………………….…… CARNIVORA
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OTHER COMMON NAMES.  Human Being, Man.

TAXONOMY. Groves (2005) included 15
families divided into 2 suborders in the order
Primates. Under this scheme, the family of man,
Hominidae, is shared with the Gorillas, Bonobo,
Chimpanzee, and Orangutans.

Homo sapiens
Original Description. 1758. Homo sapiens

Linnaeus, Syst. Nat., 10th ed., 1:20.
Type Locality. Uppsala, Sweden.
Type Specimen. None designated.

REVISIONS AND REVIEWS.  Groves (1989),
Watson et al. (2001).

STATUS.  The Earth’s population of Humans
continues to grow at unprecedented rates and
now exceeds 6.5 billion (www.census.gov). By
the year 2050, the world’s population is expected
to increase to nearly 9 billion
(www.esa.un.org/unpp). The Panhandle of
Southeast currently has about 73,000 year round
residents.

DISTRIBUTION. Cosmopolitan. Humans have
been part of Southeast Alaska’s fauna for over
10,000 years. The discovery in 1996 of Human
skeletal remains in On Your Knees Cave located
at the north tip of Prince of Wales Island have
been dated to 10.3 ka BP (9.2 14C ka BP), the
oldest ever found in Alaska or Canada (Fedje et
al., 2004). Archeology sites dating earlier than
10.2 ka BP have also been found on Haida Gwaii
(the Queen Charlotte Islands), including one at
Werner Bay that is positioned on a now drowned
part of paleo-Haida Gwaii (Fedje et al., 2004).
These discoveries have yielded some of the
strongest evidence yet that people who
originated in Asia could have migrated into North
America at the end of the last glacial (if not
before) using watercraft to skirt southward along
the Pacific Northwest coast (Heusser, 1960;
Fladmark, 1979; Rogers et al., 1991; Dixon,
1999). Mitochondrial and nuclear DNA extracted
from teeth of the On Your Knees specimen by
Brian Kemp at the University of California, Davis,

when compared with more than 3,500 modern
and prehistoric Native Americans, found
matches in several distinct locations, mostly
along the Pacific coastline from California to
Mexico, Ecuador, and Chile (Dalton, 2005).
 When and from where contemporary
indigenous groups in Southeast Alaska (Figure
10) arose is unclear. The western scientific date
of 10.3 ka years BP can be contrasted with some
Native reports of “since time immemorial.” Oral
traditions of the Haida of flood and related
geologic events suggest that they have inhabited
this region since the end of the last ice age and
thus constitute one of the oldest traceable
populations of any in the New World
(MacDonald, 2001).
 Contact with Europeans in Southeast
Alaska began in the mid-18th Century with
disastrous results for the Native populations.
When Russia sold Alaska to the United States in
1867 there was neither Native involvement nor
consent. Imposition of U.S. control was at times
harsh, marked by the shelling of the villages of
Kake and Wrangell by the U.S. Navy in 1869 and
the destruction of Angoon in 1882.

Order Primates Linnaeus, 1758
Family Hominidae Gray, 1825

Human
Homo sapiens Linnaeus, 1758

Figure 10.

(after Pojar and MacKinnon, 1994)
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Key to the Rodents of Southeast Alaska

1. �  Tail and body covered with quills …...........… North American Porcupine, Erethizon dorsatum
�  Tail and body not covered with quills .............................................................................................. 2

2. �  Hind foot webbed …......................................................................................................................... 3

�  Hind foot not webbed …................................................................................................................... 4

3. �  Tail large, scaly, flattened dorsal-ventrally, paddle-shaped …............... American Beaver, Castor
canadensis

�  Scaly tail much smaller, flattened laterally …….............. Common Muskrat, Ondatra zibethicus

4. �  Tail long-haired and bushy; prominent postorbital process on skull ….......................................… 5

�  Tail not bushy (or if bushy, underside of tail white); postorbital process weak or absent …......… 8

5. �  Loose fold of skin, or gliding membrane, on each side from wrist to hind leg …......… Northern

Flying Squirrel, Glaucomys sabrinus
�  No gliding membrane along sides …….......................................................................................…. 6

6. �  Size large (total length greater than 600 mm), body stout …. Hoary Marmot, Marmota caligata
�  Size smaller (less than 500 mm), body more slender ……..........................................................…. 7

7. �  Total length usually greater than 350 mm; top of head cinnamon, black flecked with white; under-

parts yellowish or tawny …............................… Arctic Ground Squirrel, Spermophilus parryii
�  Total length usually less than 350 mm; rust-red to grayish-red above, white or grayish-white below

………............................................................................ Red Squirrel, Tamiasciurus hudsonicus

8. �  Hind legs considerably longer than front legs; tail very long in relation to body size, usually great-

er than 125 mm; infraorbital canal of skull large and oval; 4 upper cheek-teeth that includes a small

premolar ……………....….........................................................................................…….… 9

�  Front legs and hind legs equal in size; tail length variable relative to total size; infraorbital canal

smaller, being much wider at the top than at the bottom; 3 upper cheek-teeth……...................… 10

9. �  Length of upper cheek-tooth row greater than 3.7 mm; incisive foramina longer than 4.7 mm; pos-

terior portion of septum dividing the incisive foramina very thin …................ Western Jumping

Mouse, Zapus princeps
�  Length of upper cheek-tooth row less than 3.7 mm; incisive foramina shorter than 4.7 mm; posteri-

or portion of septum dividing the incisive foramina broad ... Meadow Jumping Mouse, Zapus
hudsonius

10. �  Mouse- and rat-like with a slender body, pointed snout, well-developed hind legs, large eyes,

prominent ears, and a long tail; cheek-teeth cuspidate or, if cusp pattern not apparent, flat-crowned

and prismatic not arranged as alternating triangles ........................................................................ 11

�  Vole-like with a stout, furry body, blunt snout, short legs, small eyes, ears frequently hidden by

long pelage, and tail relatively short; cheek-teeth without rows of cusps on crown; crowns flat with

alternating triangles or “puddles” filled with dentine and surrounded by enamel ......................... 14

11. �  Cheek teeth appearing prismatic and flat-crowned; tail bushy, underside white  ....... Bushy-tailed

Woodrat, Neotoma cinerea
�  Cheek teeth clearly cuspidate; tail without hair ............................................................................ 12
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12. �  Two rows of cusps running down the crowns of the tooth row  ............................. Northwestern

Deermouse, Peromyscus keeni
�  Three rows of cusps running down the crowns of the tooth row  ................................................. 13

13. �  Total length greater than 300 mm; 1st upper cheek-tooth (M1) about equal to or less than

combined length of M2 and M3 ................................................. Brown Rat, Rattus norvegicus
�  Total length less than 200 mm; M1 length greater than combined length of M2 and M3 ........

..................................................................................................... House Mouse, Mus musculus

14. �  Tail very short, about as long as the hind foot; lower incisors set inward from the cheek-teeth, and

ending in a horizontal projection opposite or in front of the socket of  the last lower molar ...... 15

�  Tail length variable but clearly extending past the hind feet when legs outstretched; lower incisors

passing from the tongue to the lip sides of the cheek-teeth and ascending back to within or near

the condylar process .................................................................................................................... 16

15. �  Pelage uniformly grizzled brown above, grayish below; upper incisors deeply grooved with

projecting outer edges ..................................... Northern Bog Lemming, Synaptomys borealis
�  Pelage chestnut-brown; upper incisors not grooved ........................................ Brown Lemming,

Lemmus trimucronatus

16. �  Pelage rust-reddish above; skull relatively rounded and light, zygomatic arches relatively slender

and the mandibles week; outer angles of cheek-teeth rounded, without a “heel” projecting

posteriorly on the last upper molar (M3) ..................................................................................... 17

�  Pelage color not as above; skull relatively angular and more massive, zygomatic arches and

mandibles more robust; outer angles of cheek-teeth pointed, with a “heel” projecting posteriorly

on the M3 ..................................................................................................................................... 18

17. �  Tail short, thick, with closely set bristly hairs; post-palatal bridge usually incomplete in adults,

and always incomplete up through first year .................................. Northern Red-backed Vole,

Myodes rutilus
�  Tail longer and more slender, with short hairs except at tip where hairs longer; post-palatal bridge

always complete, even in half grown young .................................. Southern Red-backed Vole,

Myodes gapperi

18. �  Cheek-teeth rooted in adults; re-entrant angles on the inner side of the lower molars deeper than

those on the outer side (Fig. 3) .................... Western Heather Vole, Phenacomys intermedius
�  Cheek-teeth not rooted in adults; re-entrant angles on the inner side of the lower molars

approximately equal in depth ....................................................................................................... 19

19. �  Tail averaging 1/3 or more of total length ................. Long-tailed Vole, Microtus longicaudus
�  Tail averaging less than 1/3 of total length ................................................................................... 20

20. �  Second upper molar (M2) with four closed triangles and a posterior loop .......... Meadow Vole,

Microtus pennsylvanicus
�  M2 with four closed triangles and no posterior loop ............... Root Vole, Microtus oeconomus
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OTHER COMMON NAMES.  Alaska Coast
Flying Squirrel, Prince of Wales Flying Squirrel.

TAXONOMY. Two subspecies occur in
Southeast Alaska. Flying squirrel populations
restricted to Prince of Wales Island are
recognized as an endemic subspecies, G. s.
griseifrons (Osgood, 1905). As is the case with
much of the original taxonomic work on the
mammals of Southeast Alaska, the description of
G. s. griseifrons is based on few specimens
(Howell, 1934). However, analysis of MtDNA
sequences and nuclear microsatellite data
revealed diagnostic differences between this
subspecies and G. s. zapheus (Demboski et al.,
1998; Bidlack and Cook, 2001, 2002). The region
likely was colonized by this species since the end
of Pleistocene and these diagnostic mutations
may indicate a “founder event” on the Prince of
Wales complex of islands (Prince of Wales
Archipelago) and subsequent spread of squirrels
to nearby islands. Molecular variation is

consistent with the original subspecies
designation of griseifrons based on morphology.

Glaucomys sabrinus griseifrons
Original Description. 1934. Glaucomys

sabrinus griseifrons A. H. Howell, J.
Mammalogy, 15:64, February 15.

Type Locality. Lake Bay, Prince of Wales
Island, Alaska.

Type Specimen. USNM 256993.
Range. Prince of Wales and adjacent islands,

Alexander Archipelago, Southeast Alaska.

Glaucomys sabrinus zaphaeus
Original Description. 1905. Sciuropterus

alpinus zaphaeus Osgood, Proc. Biol. Soc.
Washington, 18:133, April 18.

Type Locality. Helm Bay, Cleveland
Peninsula, southeastern Alaska.

Type Specimen. USNM 136137.

Order Rodentia Bowdich, 1821:7
Family Sciuridae Hemprich, 1820

Northern Flying Squirrel
Glaucomys sabrinus (Shaw, 1801)

MacDonald and Cook—Mammals and Amphibians of Southeast Alaska
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Range. Southeast Alaska and the
northwestern coastal region of British
Columbia.

Remarks. Fourteen specimens representing
zaphaeus (and yukonensis) showed little
variation in cytochrome b sequences
across an extensive geographic range
(Demboski et al., 1998).

REVISIONS AND REVIEWS.  Wells-Gosling and
Heaney (1984), Arbogast (1999).

STATUS. IUCN-Endangered as G. s. griseifrons.
This subspecies was a ESA Candidate until the
late 1980s, and a taxon of concern by West
(1991) and Suring et al. (1992). Given the past
and projected timber harvests on Prince of Wales
and adjacent islands and the potential
introduction of exotic species or pathogens to
these island populations, the status of this
subspecies needs to be carefully monitored.

DISTRIBUTION. The Northern Flying Squirrel
has been documented along the coastal
mainland from the upper Lynn Canal south to
Rudyerd Bay. In the Alexander Archipelago
south of Frederick Sound, it has been recorded
on three of the Barrier Islands (off SW Prince of
Wales Island), Betton (trapper report), Dall, El
Capitan, Etolin, larger unnamed island
immediately south of Garden, Gravina (M.
Sallee, pers. comm.), Heceta, Kosciusko, Mitkof,
North, Orr, Prince of Wales, Revillagigedo,
Suemez, Thorne, Tuxekan, and Wrangell islands.

SPECIMENS. CRAIG QUAD: 55.9167, -133.3333, El Capitan

Island (5 UAM); 55.9183, -133.3292, El Capitan Island, south side of

Island (7 UAM); 55.9331, -133.3092, El Capitan Island, East side of

Island (8 UAM);  55.9556, -133.3219, El Capitan Island, NE tip of

Island (3 UAM); 55.9833, -133.3333, El Capitan Island, New Tokeen,

(1 UAM); 55.7567, -133.3472, Heceta Island, Tonowek Narrows (2

UAM); 55.7697, -133.3442, Heceta Island, bay N Tonowek Narrows

(2 UAM); 55.7881, -133.3206, Heceta Island, unnamed bay S of

Chapin Island (7 UAM); 55.7886, -133.3353, Heceta Island, Squam

Bay (1 UAM); 55.7981, -133.3353, Heceta Island, NE Peninsula (1

UAM); 55.7981, -133.3519, Heceta Island, NE peninsula (4 UAM);

55.8053, -133.3319, Heceta Island, Karheen Pass S Peep Rocks (2

UAM); 55.7667, -133.4500, Heceta Island, Cone Lake Road (1 UAM);

55.7986, -133.5336, Heceta Island (1 UAM); 55.7986, -133.5336,

Heceta Island (1 UAM); 55.8031, -133.5914, Heceta Island, Port Alice

(1 UAM); 55.9828, -133.6050, Kosciusko Island, 2 mi N Edna Bay (3

UAM); 55.8997, -133.3092, North Island, North Island (3 UAM);

55.9186, -133.4331, Orr Island, S Orr Is. (1 UAM); 55.9297, -

133.4186, Orr Island, E side (1 UAM); 54.6892, -132.5403, Prince of

Wales Island, North Thorne Bay (1 UAM); 55.2081, -132.8267, Prince

of Wales Island, mile 23 Hydaburg Road (1 UAM); 55.3056, -

132.5456, Prince of Wales Island, Polk Inlet (1 UAM); 55.3286,

-132.5106, Prince of Wales Island, Polk Inlet (1 UAM); 55.3397,

-132.5028, Prince of Wales Island, Polk Inlet (2 UAM); 55.3428,

-132.5172, Prince of Wales Island, Polk Inlet (3 UAM); 55.3444,

-132.5042, Prince of Wales Island, Polk Inlet (4 UAM); 55.3467,

-132.5189, Prince of Wales Island (1 UAM); 55.3467, -132.8356,

Prince of Wales Island (2 UAM); 55.3500, -133.6000, Prince of Wales

Island (2 UAM); 55.3533, -132.5158, Prince of Wales Island, Polk

Inlet (3 UAM); 55.3542, -132.8406, Prince of Wales Island, Cable

Creek (2 UAM); 55.3550, -132.5106, Prince of Wales Island, Polk

Inlet (4 UAM); 55.3575, -132.5194, Prince of Wales Island, Polk Inlet

(2 UAM); 55.3583, -133.6042, Prince of Wales Island (1 UAM);

55.3594, -132.5433, Prince of Wales Island, Polk Inlet (1 UAM);

55.3664, -132.5067, Prince of Wales Island (4 UAM); 55.4092, -

132.4044, Prince of Wales Island, Paul Bight, Polk Inlet (2 UAM);

55.4128, -132.3458, Prince of Wales Island (4 UAM); 55.4500, -

132.6833, Prince of Wales Island, Harris Creek (1 UAM); 55.4539,

-132.3264, Prince of Wales Island, Smith Cove, Skowl Arm (6 UAM);

55.5167, -132.9833, Prince of Wales Island, head of Klawock Lake (5

UAM); 55.6167, -132.9000, Prince of Wales Island, Honker Divide, 1

mile S of Galra Lake (9 UAM); 55.6250, -132.5500, Prince of Wales

Island, Lake Ellen (1 UAM); 55.6319, -132.9075, Prince of Wales

Island (7 UAM); 55.6686, -132.5075, Prince of Wales Island, Thorne

Bay (11 UAM); 55.6750, -132.5000, Prince of Wales Island, South

Arm, Thorne Bay (10 UAM); 55.7000, -132.7833, Prince of Wales

Island (3 UAM); 55.7019, -132.7911, Prince of Wales Island (2

UAM); 55.7025, -132.8442, Prince of Wales Island, Eagle's Nest

campground (1 UAM); 55.7167, -132.8167, Prince of Wales Island,

Ball's Lake, 15 mi W Thorne Bay (5 UAM); 55.7500, -133.2500,

Prince of Wales Island, Nossuk Creek (2 UAM); 55.7500, -132.4667,

Prince of Wales Island, Sandy Beach Road, 28 m from Slide Creek (1

UAM); 55.7589, -132.8389, Prince of Wales Island, Prince of Wales

Island (5 UAM); 55.7667, -132.4833, Prince of Wales Island (2

UAM); 55.7667, -132.8333, Prince of Wales Island (5 UAM);

55.7683, -132.6000, Prince of Wales Island, North Thorne Falls. (2

UAM); 55.7847, -132.8556, Prince of Wales Island (6 UAM);

55.7853, -132.7911, Prince of Wales Island (1 UAM); 55.8153, -

133.1319, Prince of Wales Island, S fork of Stanley Creek (2 UAM);

55.8333, -133.1500, Prince of Wales Island, Stanley Cr Cabin, 25 mi

WNW Thorne Bay (1 UAM); 55.8569, -133.1672, Prince of Wales

Island, South side of Naukati Bay, Prince of Wales Island (5 UAM);

55.8914, -133.1657, Prince of Wales Island, Near Nankati Bay (1

UAM); 55.8917, -133.2506, Prince of Wales Island, old Tuxekan

village (1 UAM); 55.9000, -133.3333, Prince of Wales Island, Kihani

Point (2 UAM); 55.9014, -133.2486, Prince of Wales Island (3 UAM);

55.9017, -133.2486, Prince of Wales Island (2 UAM); 55.9122, -

133.2600, Prince of Wales Island, Dargun Point, Prince of Wales

Island (5 UAM); 55.9125, -133.2583, Prince of Wales Island, Dargun

Point, Prince of Wales Island (1 UAM); 55.9333, -133.3000, Prince of

Wales Island, near New Tokeen (1 UAM); Prince of Wales Island, RD

#2059; T69S R80E S8 (1 UAM); 55.6167, -133.0000, Prince of Wales

Island, Big Salt Lake (1 UAM); 55.7667, -132.6833, Prince of Wales

Island, North Thorne Falls (N Thorne River or Falls Creek drainage)

(1 UAM); 55.8917, -133.2506 (6 UAM); 55.8981, -133.3156 (2

UAM); 55.9069, -133.2794 (1 UAM); 55.9083, -133.2022, Prince of

Wales Is., FS boundary north of Naukati (2 UAM); 55.2667, -

133.3500, Suemez Island, SE part of island, near Ridge Island (1

UAM); 55.2769, -133.2775, Suemez Island, SE arm of Port Refugio (4

UAM); 55.2847, -133.3344, Suemez Island, Port Refugio, (4 UAM);

55.2914, -133.2983, Suemez Island, 1mi west of Pt. Bocas, Port Refu-

gio (1 UAM); 55.2928, -133.3231, Suemez Island, NW corner of Port

Refugio (7 UAM); 55.3000, -133.3000, Suemez Island, SW corner of

Port Refugio (3 UAM); 55.3031, -133.3000, Suemez Island, Port

Refugio (2 UAM); 55.3039, -133.3011, Suemez Island, Point Verde (6

UAM); 55.8281, -133.2181, Tuxekan Island, Kugun Pt. (3 UAM);

55.8281, -133.2186, Tuxekan Island, Kugun Pt. (1 UAM); 55.8464,

-133.2231, Tuxekan Island, E side of Nichin Cove (6 UAM); 55.8500,

-133.2833, Tuxekan Island (1 UAM); 55.8531, -133.2275, Tuxekan

Island, Nichin Cove (3 UAM); 55.8658, -133.2261, Tuxekan Island,

across from Naukati (3 UAM); 55.8778, -133.2950, Tuxekan Island,

Jinhi Bay (4 UAM); 55.8972, -133.3264, Tuxekan Island, NW tip (5

UAM); 55.8981, -133.3156, Tuxekan Island, NW bay of Island (1

UAM); 55.8069, -133.3678, unnamed island, S of Garden Island (2

UAM). DIXON ENTRANCE QUAD: 54.7833, -132.4000, Barrier

Islands, unnamed island SE of Middle Island (14 UAM); 54.8069,

-132.7692, Dall Island, Pond Bay (1 UAM); 54.8000, -132.4333,

Barrier Islands, Middle Island, E side (4 UAM); 54.9075, -132.4147,

Prince of Wales Island, Ruth Cutoff (1 UAM). JUNEAU QUAD:

58.3000, -134.4000, 17 miles out road from Juneau (2 UAM); 58.5750,

-135.1583, Juneau, St James Bay, W side Lynn Canal, (1 UAM);



23   RODENTIA: Sciuridae

58.7881, -134.9356 (1 UAM); Chilkat Range (1 UAM). KETCHI-

KAN QUAD: 55.3417, -131.6458, Revillagigedo Island, Milles Ridge

above downtown Ketchikan (2 UAM); 55.4000, -131.7000, Revilla-

gigedo Island, Ward Lake (1 UAM); 55.4333, -131.6333, Revillagige-

do Island, Pond Reef Road, Ketchikan (1 UAM); 55.5708, -131.6583,

Revillagigedo Island, Long Arm, Moser Bay (1 UAM); 55.5317,

-131.9586, Bond Bay, Cleveland Peninsula (1 UAM); 55.6167, -

131.9667, Helm Bay, Cleveland Peninsula (28 UAM); 55.7500, -

132.0000, Cleveland Peninsula (10 UAM); 55.5544, -130.8592, Rudy-

erd Bay (1 UAM). PETERSBURG QUAD: 56.1833, -132.4167,

Etolin Island, Anita Bay, South (1 UAM); 56.0978, -132.3603, Etolin

Island (1 MVZ); 56.5410, -132.7340, Mitkof Island, Blind Slough (1

UAM); 56.6167, -132.8333, Mitkof Island, Blind Slough (2 UAM);

56.6306, -132.9417, Mitkof Island, Spruce Point, Blind Slough (1

UAM); 56.6333, -132.8806, Mitkof Island, Blind Slough (1 UAM);

56.6375, -132.9167, Mitkof Island, Blind Slough (4 UAM); 56.6625,

-132.9156, Mitkof Island, Danger Point (1 UAM);  56.6667, -

132.8333, Mitkof Island (7 UAM); 56.7206, -132.9294, Mitkof Island,

Twin Creeks (1 UAM); 56.7210, -132.9290, Mitkof Island, Twin

Creek (4 UAM); 56.7944, -132.8222, Mitkof Island, Frederick Point (1

UAM); 56.1167, -133.1333, Prince of Wales Island, Whale Pass (1

UAM); 56.0833, -133.0333, Thorne Island (2 UAM); 56.1667, -

132.1333, Wrangell Island, 3 mi north of Thoms Creek (1 UAM).

SKAGWAY QUAD: 59.2617, -135.5597, Haines area (1 UAM);

Skagway area, Taiya River (1 UAM).

MacDonald and Cook—Mammals and Amphibians of Southeast Alaska

OTHER COMMON NAMES.  Glacier Marmot,
Northern Hoary Marmot, whistler.

TAXONOMY. Two subspecies are currently
recognized, one endemic to Glacier Bay (Hall,
1981).

Marmota caligata caligata
Original Description. 1829. Arctomys

caligatus Eschscholtz, Zool. Atlas, Part 2,
p. 1, pl. 6.

Type Locality. Near Bristol Bay, Alaska.
Type Specimen. Not known to exist.
Range. Central and southern Alaska, Yukon

Territory, Mackenzie River Valley in

western NWT, northwestern British
Columbia.

Marmota caligata vigilis
Original Description. 1909. Marmota vigilis

Heller, Univ. California Publ. Zool, 5:248,
February 18.

Type Locality. W shore Glacier Bay, Alaska.
Type Specimen. MVZ 418.
Range. Known only from the type locality.
Remarks. Many of the specimens from

Glacier Bay in MVZ and USNM are
distinctly melanistic. Three marmots
recently collected in the Chilkat Range
above Excursion Inlet are also melanistic.

Hoary Marmot
Marmota caligata (Eschscholtz, 1829)
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OTHER COMMON NAMES.  Parry's ground
squirrel, Yukon ground squirrel.

TAXONOMY. The type locality of the
subspecies, S. p. plesius, is Lake Bennett, British
Columbia, not far from the Alaska border
(Osgood, 1900; Howell, 1938). Five specimens
collected at White Pass on the Alaska/British
Columbia border were also included in Osgood’s
(1900) revision.

Spermophilus parryii plesius
Original Description. 1825. Spermophilus

empetra plesius Richardson, in Parry,
Journal of a second voyage ... , p. 316,
October 6.

Type Locality. Bennett City, head of Lake
Bennett, British Columbia.

Type Specimen. USNM 98931.
Range. Southcentral Alaska, southern Yukon

Territory, southwestern NWT, and north-
ern British Columbia including Southeast
Alaska in the mountains near Haines and
Skagway.

REVISIONS AND REVIEWS.  Nadler and
Hoffmann (1977),  Pearson (1981),  Cook
(1998a), Eddingsaas et al. (2004).

STATUS. IUCN-Least concern.

DISTRIBUTION. The only confirmed records for
this species in the region are from the mountains
in the vicinities of Haines and Skagway.

SPECIMENS. SKAGWAY QUAD: 59.6044, -136.0440,

Tohitkah Mountain (1 UAM);  59.6142, -135.1669, White Pass (3

UAM); 59.6158, -135.1683, White Pass (1 UAM); 59.625, -

135.1347222, White Pass (1 UAM); 59.6253, -136.0893, Tohitkah

Mountain (3 UAM); 59.6374, -136.1291, Mount Ashmun (1 UAM).

Arctic Ground Squirrel
Spermophilus parryii (Richardson, 1825)

REVISIONS AND REVIEWS.  Hoffmann et al.
(1979).

STATUS.  IUCN-Data deficient as M. c. vigilis
(Cook, 1998b).

DISTRIBUTION. Hoary Marmots can be found at
various elevations along Southeast Alaska's
mainland coast from Hyder and Portland Canal
to Yakutat (MacDonald and Cook, 1996).
Specimens collected in 1992 and 1995 on
Douglas Island are the only insular records in the
region.
 Marmot remains predating the last glacial
maximum have been discovered in cave
deposits on Prince of Wales Island (Heaton and
Grady, 2003).

SPECIMENS. BRADFIELD CANAL QUAD: 56.0167, -

130.0669, Salmon River, mouth of Texas Creek (1 UAM); 56.0339,

-130.0433, 2.8 km NE mouth of Texas Creek (1 UAM). JUNEAU

QUAD: 58.2839, -134.5203, Douglas Island (2 UAM);  58.2839,

-134.5203, Douglas Island (1 UAM); 58.3042, -134.4083, Juneau road

system, 1 mile south of Thane (1 UAM);  58.3042, -134.4083, Juneau

(7 USNM);  58.5505, -135.4792, Chilkat Range, 6.5 km NNE

Excursion Inlet (3 UAM). KETCHIKAN QUAD: 55.9833, -

130.6500, Chickamin River (2 MVZ). MT. FAIRWEATHER

QUAD: 58.5167, -136.2000, Glacier Bay (8 USNM); 58.4670, -

136.0670, Glacier Bay, Coppermine Cove (3 MVZ). SKAGWAY

QUAD: 59.6162, 135.1383, White Pass (1 UAM);  59.6374, -

136.1291, Mount Ashmun (2 UAM);  59.5500, -135.1227, Glacier,

White Pass (4 USNM). SUMDUM QUAD: 57.0833, -132.7333,

creek between Fighting John Peak and Swan Lake (1 UAM); 57.9667,

-133.7833, Port Snettisham (1 MVZ). YAKUTAT QUAD: 59.6670,

-140.0000, Yakutat Bay (1 UAM);  59.9333, -139.5667,

Disenchantment Bay (1 MVZ); Dry Bay (2 FMNH); Bancas Point (2

ROM).

Cutting railroad grade near White Pass, c. 1898 (courtesy
of the Alaska State Library, A Souvenir of Alaska and Tribute
to the Man M.J. Heney, H.C. Barley, P340-023).
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Red Squirrel
Tamiasciurus hudsonicus (Erxleben, 1777)

OTHER COMMON NAMES. Pine Squirrel,
Alaska Red Squirrel, Kupreanof Red Squirrel.

TAXONOMY. Two subspecies are currently
recognized in the region (Swarth, 1921; Hall,
1981).

Tamiasciurus hudsonicus petulans
Original Description. 1900. Sciurus

hudsonicus petulans Osgood, N. Amer.
Fauna, 19:27, October 6.

Type Locality. Glacier, 1870 ft., White Pass,
southern Alaska.

Type Specimen. USNM 97457.
Range. Southern Yukon Territory, extreme

northwestern British Columbia and
northern Southeast Alaska.

Tamiasciurus hudsonicus picatus
Original Description. 1921. Sciurus

hudsonicus picatus Swarth, J. Mammal.,
2:92, May 2.

Type Locality. Kupreanof Island, 25 mi. S.
Kake Village, at southern end of Keku
Straits, SE Alaska.

Type Specimen. MVZ 8767.

Range. Southeast Alaska, northwestern
coast of British Columbia.

REVISIONS AND REVIEWS. Steele (1998).

STATUS. IUCN-Least concern. The Red Squirrel
is a Management Indicator Species for the USDA
Forest Service, Tongass National Forest (Sidle
and Suring, 1986; TLMPR, 1997). The impact of
this species on the native flora and fauna
(especially birds) on the numerous islands in the
archipelago where it has been introduced has
never been assessed.

DISTRIBUTION. Red Squirrels are native
inhabitants of forested habitats throughout the
coastal mainland of Southeast Alaska.  Before
the days of game transplanting, they were also
found on islands in the Alexander Archipelago
south of Frederick Sound and east of Clarence
Strait, specifically Betton, Deer, Douglas, Etolin,
Gedney, Grant, Hassler, Horseshoe, Kuiu,
Kupreanof, Mitkof, Read, Revillagigedo, Sullivan,
Tatoosh, Tongass, Vank, Woronkofski, Wrangell,
and Zarembo. Present day populations on
Gravina and Annette islands may be the result of
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human translocations (see Swarth, 1911:Figure
1).
 Most evidence suggests that this species
was unofficially planted on Admiralty Island
sometime in the late 1940s or early 1950s
(MacDonald and Cook, 1996). In 1993, the Red
Squirrel was reported as far south as Angoon (R.
Carstensen, pers. comm., 1994), and in 1995 at
Hood Bay (UAM specimen). By 1999, the
species was believed to have successfully
colonized the entire island (E. Grossman, pers.
comm.).
 Red Squirrels from the Juneau area were
successfully transplanted to Baranof and
Chichagof islands in 1930 and 1931 (Burris and
McKnight, 1973). Since then, Red Squirrels have
been found on Hill, Inian, Kruzof, Moser,
Partofshikof, Yakobi islands, and on the smaller
islands in Sitka Sound (MacDonald and Cook,
1996). An apparently unsuccessful transplant
occurred on Prince of Wales Island (Fay and
Sease, 1985).

SPECIMENS. BERING GLACIER QUAD: Cape Yakataga

(4 CAS). BRADFIELD CANAL QUAD: 56.1886, -131.5811, Duck

Point, (1 UAM). JUNEAU QUAD: 57.9575, -135.4928, Chichagof

Island, Salt Lake Bay (4 UAM);  58.0500, -134.3000, Chichagof

Island, Game Creek (1 UAM);  58.0667, -135.5500, Chichagof Island,

Salt Lake Bay (1 UAM);  58.0792, -135.4778, Chichagof Island, Game

Creek (6 UAM);  58.1083, -135.4417, Chichagof Island, south of

Hoonah (1 UAM);  58.2822, -134.5186, Douglas Island (3 UAM);

58.2833, -135.05 (2 UAM);  Sullivan Island (1 KU); 58.3000, -134.4

(1 UAM);  58.3333, -134.6 Mendenhall area (5 UAM);  58.4000,

-134.7333, 17.7 mile Glacier Highway (3 UAM);  58.4333, -135.4500,

Excursion Inlet, W side (2 UAM);  58.4500, -135.8833, 10 km NW

Gustavus Airport, Bartlett Cove (1 UAM);  58.4564, -135.8992, Bar-

tlett Cove, 10 km NW of Gustavus airport (1 UAM);  58.4833, -

134.7833, Peterson Creek, mile 25 N Glacier Hwy. (2 UAM);

58.5269, -134.8217, Eagle River (1 UAM);  58.7881, -134.9355556 (6

UAM);  58.7889, -135.0278, mouth of Slate Creek (1 UAM);  59.5292,

-134.9078, Echo Cove (3 UAM);  61.3311, -149.6858, Turner Lake (1

UAM). ICY BAY QUAD: Icy Bay (1 CAS). KETCHIKAN

QUAD: 55.5333, -131.8000, Betton Island (2 UAM);  55.8561, -

131.7061, Gedney Island (2 UAM);  55.5500, -131.7167, Grant Island

(3 UAM);  55.1783, -131.8058, Gravina Island, Phocena Bay (2

UAM);  55.4667, -131.7833, Revillagigedo Island, Knutson Cove,

Clover Pass (1 UAM);  55.5903, -130.9714, Revillagigedo Island,

Manzanita Bay (2 UAM);  55.6333, -131.3667, Revillagigedo Island,

head of Carroll Inlet (1 UAM);    55.5167, -131.8333, Tatoosh Island

(1 UAM);  55.0080, -131.0040, Cape Fox village (1 USNM);  55.3417,

-131.7333 (1 UAM);  55.5450, -130.8703, Point Louise, Rudyerd Bay

(2 UAM);  55.5544, -130.8592, Rudyerd Bay (6 UAM);  55.6167,

-131.9667, Helm Bay, Cleveland Peninsula (1 UAM);  55.7056, -

130.8928, Ledge Point, Walker Cove (1 UAM);  55.7500, -132.0000,

Cleveland Peninsula (3 UAM);  55.7667, -130.8833, Chickamin River,

Wolf cabin (1 UAM);  55.9167, -130.0167, Hyder (1 UAM);  55.9333,

-130.0333, Hyder, N of town (2 UAM). MT. FAIRWEATHER

QUAD: 58.2583, -136.2986, Inian Island (1 UAM);  58.1000, -

136.4667, Yakobi Island, Soapstone Cove (2 UAM). PETERS-

BURG QUAD: 56.0333, -132.0167, Deer Island, S. side of  Island (1

UAM);  56.1667, -132.4500, Etolin Island (1 UAM);  56.1833, -

132.4500, Etolin Island, Anita Bay area (5 UAM);  56.2211, -

132.5089, Etolin Island (1 UAM);  56.8000, -133.7333, Horseshoe

Island, in Rocky Pass near Kupreanof (1 UAM);  56.3667, -133.3167,

Kupreanof Island (2 UAM);  56.4500, -132.9500, Kupreanof Island,

Big John Bay, Rocky Pass (1 UAM);  56.5833, -133.6833, Kupreanof

Island, 25 mi. S Kake Village, at southern end of Keku Straits (1

MVZ);  56.6931, -132.9556, Kupreanof Island (2 UAM);  56.9500,

-133.9000, Kupreanof Island, Kake, near Kake Forest Service cabin (1

UAM);  56, -132.0000, Mitkof Island, Blind Slough (1 UAM);

56.5410, -132.7340, Mitkof Island, Blind Slough (12 UAM);  56.5980,

-132.8090, Mitkof Island (4 UAM);  56.6167, -132.8333, Mitkof

Island, Blind Slough (5 UAM);  56.6167, -132.8806, Mitkof Island,

Blind Slough (1 UAM);  56.6333, -132.8806, Mitkof Island, Blind

Slough (3 UAM);  56.6333, -132.9167, Mitkof Island, Blind Slough (2
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UAM);  56.6333, -132.8333, Mitkof Island, Hangs Dog (2 UAM);

56.6500, -132.8500, Mitkof Island, Rifle Range (1 UAM);  56.6667,

-132.8333, Mitkof Island (4 UAM);  56.6833, -132.8167, Mitkof

Island, Falls Creek (2 UAM);  56.7210, -132.9290, Mitkof Island,

Twin Creek (23 UAM);  56.7333, -132.9667, Mitkof Island, Wrangell

Narrows (2 UAM);  56.7944, -132.8222, Mitkof Island, Frederick

Point (1 UAM);  56.8000, -132.9167, Mitkof Island, Frederick Point (1

UAM);  58.6333, -132.9167, Mitkof Island, Blind Slough (1 UAM);

56.4528, -132.6028, Vank Island, Mud Bay (2 UAM);  56.4353,

-131.4967, Woronkofski Island (1 UAM);  56.1400, -132.0800,

Wrangell Island, southern tip of island (1 UAM);  56.2667, -132.2500,

Wrangell Island, McCormick Creek (1 UAM);  56.2833, -132.1667,

Wrangell Island (1 UAM);  56.4500, -132.2833, Wrangell Island (1

UAM);  56.5000, -132.2833, Wrangell Island (2 UAM);  56.3333,

-132.8333, Zarembo Island, east side (2 UAM);  56.4167, -133.0000,

Zarembo Island, Saint John Harbor (4 UAM);  56.4500, -132.9500,

Zarembo Island, Saint John Harbor (1 UAM);  56.3636, -132.0081,

Berg Bay (1 UAM);  56.6167, -132.4333, Stikine River, Farm Island

(7 UAM);  56.7728, -132.6075, Jap Creek (2 UAM). PORT ALEX-

ANDER QUAD: 56.5903, -134.8603, Baranof Island, Plotnikof Lake

(4 UAM);  56.8333, -134.7000, Baranof Island, Red Bluff Bay (2

UAM);  56.3214, -134.0717, Kuiu Island, head of Affleck Canal (2

UAM);  56.5833, -134.0000, Kuiu Island, Camden Bay Portage (1

UAM). PRINCE RUPERT QUAD: 54.9436, -130.3336, Gwent

Cove, Hidden Inlet, Pearse Canal (3 UAM). SITKA QUAD:

57.4333, -134.5500, Admiralty Island, N side Hood Bay (1 UAM);

57.0500, -135.3333, Baranof Island (1 UAM);  57.3667, -134.8833,

Baranof Island, Catherine “Island” (2 UAM);  57.7000, -135.2167,

Chichagof Island, Trap Bay, Tenakee Inlet (10 UAM);  57.7833,

-135.1500, Chichagof Island, 4.5 km E Tenakee Springs (2 UAM);

57.8167, -136.1500, Chichagof Island, Otter Lake (3 UAM);  57.8167,

-136.1606, Chichagof Island, Otter Lake (1 UAM);  57.9575, -

135.4900, Chichagof Island, Salt Lake Bay, Port Frederick (4 UAM);

57.9575, -135.4928, Chichagof Island, Salt Lake Bay, Port Frederick

(3 UAM);  57.7497, -136.2922, Hill Island (1 UAM);  57.7500, -

136.2833, Hill Island, 9 miles NW of Chichagof Island (1 UAM);

57.3031, -135.8247, Kruzof Island, Sea Lion Cove (4 UAM);  57.7000,

-135.7000, Moser Island (3 UAM);  57.2494, -135.6514, Partofshikof

Island, S tip of island at narrows across from Kruzof Island (1 UAM);

57.8658, -136.4511, Yakobi Island, Greentop cabin (2 UAM). SK-

AGWAY QUAD: 59.1625, -135.3578, Chilkat Peninsula; Mud Bay (1

UAM);  59.2500, -135.4167, Haines area (2 UAM);  59.2617, -

135.5597, (2 UAM);  59.4108, -136.0025 (1 UAM);  59.5000, -

135.3333, Dyea (1 UAM);  59.5067, -135.3478, Dyea, campground (1

UAM);  59.5113, -135.1222, White Pass, Glacier (1 USNM);  59.5317,

-135.3481, Taiya River, mouth of W branch (3 UAM). SUMDUM

QUAD: 57.1250, -133.1917, Read Island (1 UAM). YAKUTAT

QUAD: 59.5500, -139.7333, Yakutat (1 USNM).

Family Castoridae Hemprich, 1820

American Beaver
Castor canadensis Kuhl, 1820

OTHER COMMON NAMES. Admiralty Beaver,
Beaver, Pacific Beaver.

TAXONOMY.  Two subspecies of beavers have
been described from Southeast Alaska. The
endemic subspecies, C. c. phaeus, is restricted
to Admiralty Island (and presumably Chichagof
and Baranof Islands) and was based on only six
specimens (three adults) (Heller, 1909).
Specimens of beaver from Southeast Alaska
are few. A revision of beaver in Southeast
Alaska with adequate specimens and modern
techniques is needed (Hafner et al., 1998).

Castor canadensis belugae
Original Description. 1916. Castor

canadensis belugae Taylor, Univ.
California Publ. Zool., 12:429, March 20.

Type Locality. Beluga River, Cook Inlet
region, Alaska.

Type Specimen. MVZ 4224.
Range. Alaska, Yukon Territory and coastal

British Columbia.

Castor canadensis phaeus
Original Description. 1909. Castor

canadensis phaeus Heller, Univ.
California Publ. Zool., 5:250, February 18.

Type Locality. Pleasant Bay, Admiralty
Island, Alaska.

Type Specimen. MVZ 209.
Range. Admiralty Island and perhaps

Chichagof and Baranof islands,
Alexander Archipelago (Heller 1909).

REVISIONS AND REVIEWS. Jenkins and
Busher (1979).

STATUS.  IUCN-Data deficient as C. c. phaeus
(MacDonald and Cook, 1998). It appears that
around the turn of the 20th Century heavy
trapping pressures and other impacts
temporarily reduced or eliminated beaver from
a number of localities, including Baranof and
Chichagof islands (MacDonald and Cook,
1996).

DISTRIBUTION.  Beaver occupy suitable habi-
tat along the mainland and on most of the is-
lands of Southeast Alaska, except Coronation,
Warren, Forrester and perhaps other small,
remote islands in the archipelago. They are
abundant along the major rivers of the mainland.
 Ten animals from Prince of Wales Island
were successfully (re-)introduced to Baranof
Island in 1927 (Burris and McKnight, 1973).
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Beaver may have been introduced to Kruzof
Island in 1925 (Burris and McKnight, 1973).

SPECIMENS. BRADFIELD CANAL QUAD: 56.7000, -

131.9333, Stikine River, Ketili Creek (3 UAM). CRAIG QUAD:

55.7667, -133.4500, Heceta Island, Chuck Lake (1 UAM);  Prince of

Wales Island, Kasaan Bay (8 USNM); Prince of Wales Island, Karta

River (1 USNM); Prince of Wales Island, E Coast Thorne River (5

USNM). JUNEAU QUAD: 58.3167, -134.8000, Admiralty Island,

near Piling Point (1 UAM). KETCHIKAN QUAD:  Revillagigedo

Island, Ketchikan (1 UCM). PETERSBURG QUAD: 56.3333, -

132.8333, Zarembo Island (1 UAM); 56.6500, -132.2167, Stikine

River, South Fork Andrew Creek (1 UAM). SUMDUM QUAD:

57.6406, -133.9942, Admiralty Island, Pleasant Bay (1 MVZ).

Family Dipodidae Fisher, 1817

Meadow Jumping Mouse
Zapus hudsonius (Zimmermann, 1780)

OTHER COMMON NAMES.  Alaska Jumping
Mouse, kangaroo mouse.

TAXONOMY. One subspecies has been
recognized in Southeast Alaska (Krutzsch,
1954). Minimal variation in the cytochrome b
gene was found in a study comparing individuals
from localities throughout Alaska (including our
samples from Revillagigedo Island) and British
Columbia, suggesting a relatively recent
colonization of Southeast Alaska (Cook et al.,
unpublished).

Zapus hudsonius alascensis
Original Description. 1897. Zapus

hudsonius alascensis Merriam, Proc. Biol.
Soc. Wash., 2:223, July 15.

Type Locality. Yakutat Bay, Alaska.
Type Specimen. USNM 73584.
Range. Southern Alaska and extreme

southern Yukon and northwestern British
Columbia.

REVISIONS AND REVIEWS.  Whitaker (1972),
Jones (1981).
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STATUS. IUCN-Least concern.

DISTRIBUTION. In Southeast Alaska, Meadow
Jumping Mice have been found in the vicinities of
Haines and Yakutat on the northern mainland,
and, curiously, about 400 km farther south at two
separate localities on Revillagigedo Island
(MacDonald and Cook, 1996).

SPECIMENS. KETCHIKAN QUAD: 55.8167, -131.3667,

Revillagigedo Island, Orchard Lake (1 UAM); 55.7667, -131.0833,

Revillagigedo Island, Portage Cove (6 UAM, 1 MVZ). SKAGWAY

QUAD:  59.3661, -135.7994, 10 km E, 9 km S Klukwan (1 UAM);

59.3000, -135.7333, 10 mile Haines Highway (6 UAM); 59.3456,

-135.7697, 11 km E, 12 km S Klukwan (6 UAM); 59.3456, -135.7697,

11 km E, 2 km S Klukwan (1 UAM); 59.3456, -135.7697, 11 km East,

12 km South Klukwan (2 UAM); 59.3500, -135.7667, 15.3 mile

Haines Highway (10 UAM); 59.3666, -135.7982, 17 mile Haines

Highway (2 UAM); 59.3667, -135.8000, 18 mile Haines Highway (1

UAM); 59.2617, -135.5597, 3.9 miles Haines Hwy/WNW of Haines

City limits (9 UAM); 59.4950, -136.0717, 9 km W, 10 km N Klukwan

(1 UAM); 59.1625, -135.3578, Chilkat Peninsula, Mud Bay (3 UAM);

59.4108, -136.0025, Klehini R, 5 km W Klukwan (1 UAM); 59.4147,

-136.0619, Porcupine River (2 UAM); 59.2861, -136.1085, west end

of Takhin Ridge (1 UAM); 59.4108, -136.0025 (1 UAM); 59.5747,

-136.1567 (1 UAM). YAKUTAT QUAD:  59.4333, -139.5667,

Yakutat, beach near Situk R (1 UAM); 59.4500, -139.2000, Yakutat,

near Antlen Creek (3 UAM).
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Western Jumping Mouse
Zapus princeps J.A. Allen, 1893

OTHER COMMON NAMES.  None.

TAXONOMY.  The subspecies of Z. princeps
that encompasses Southeast Alaska is saltator,
according to Krutzsch (1954).  Jones (1981)
considered this taxon indistinct from Z. p.
princeps.
 In a study of geographic variation in the
mitochondrial cytochrome b gene, Cook et al.
(unpubl.) found minimal levels of sequence
divergence between individuals from Southeast
Alaska and individuals from southern Canada.

Zapus princeps saltator
Original Description. 1899. Zapus saltator

Allen, Bull. Amer. Mus. Nat. Hist., 12:3,
March 4.

Type Locality. Telegraph Creek, British
Columbia.

Type Specimen. AMNH 14408.
Range. Southern Yukon Territory, southeast

Alaska, British Columbia, and western
Alberta.

REVISIONS AND REVIEWS.  Krutzsch (1954),
Jones (1981), Hart et al. (2004).
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STATUS. IUCN-Least concern.

DISTRIBUTION. Zapus princeps, which
superficially looks very similar to Z. hudsonius,
inhabits the mainland of Southeast Alaska from
Portland Canal northward to the Taku River
(MacDonald and Cook, 1996).

SPECIMENS. BRADFIELD CANAL: 55.9997, -131.5664,

SW side Reflection Lake (1 UAM); 56.0108, -131.5672, E side Reflec-

tion Lake (1 UAM); 56.0833, -131.1000, mouth of Unuk River (7

UAM);  56.2206, -131.4736, Tyee (1 UAM); Arron Creek mouth (1

CAS). KETCHIKAN QUAD: 55.7667, -130.8833, Chickamin River,

Wolf cabin (18 UAM); 55.9667, -130.0667, Hyder (2 UAM). PE-

TERSBURG QUAD: 56.6333, -132.4333, Stikine River, Farm Island

(4 UAM); 56.3500, -131.9833, mouth Aaron Creek (1 CAS).

PRINCE RUPERT QUAD: 54.9833, -131.0000, Foggy Bay, Kirk

Point (1 UAM); 54.9436, -130.3336, Gwent Cove, Hidden Inlet,

Pearse Canal (15 UAM). TAKU RIVER QUAD: 58.5500, -

133.6833, Taku River, 0.8 km N Fish Creek (3 UAM).

Family Cricetidae Fischer, 1817

Brown Lemming
Lemmus trimucronatus (Richardson, 1825)

OTHER COMMON NAMES.  Nearctic Brown
Lemming, Siberian Lemming.

TAXONOMY.  The taxonomic affinity of the two
Brown Lemmings recently collected just inside
Alaska near Haines is unknown. According to
Hall (1981:Map 470), the range of either L. t.
helvolus or L. s. yukonensis may include this area.

REVISIONS AND REVIEWS.  Jarrell and Fredga
(1993), Fedorov et al. (1999).

STATUS. IUCN-Least concern.

DISTRIBUTION. Brown Lemmings were recently
(2004) discovered in Southeast Alaska at two
separate localities in the mountains northwest of
Haines. Remains of this species are common in
pre-glacial cave deposits on Prince of Wales
Island (Heaton and Grady, 2003).

SPECIMENS. SKAGWAY QUAD: 59.6253, -136.0893,

Tohitkah Mountain (1 UAM); 59.6374, -136.1291, Mount Ashmun (1

UAM).
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OTHER COMMON NAMES. Olympic Meadow-
Mouse, Coronation Island Vole.

TAXONOMY. Two subspecies have been
recognized in the region (Hall, 1981). A third
subspecies is M. l. coronarius, originally
described as a distinct species, M. coronarius
(Swarth, 1911) from specimens collected on
Coronation, Warren and Forrester islands
(Swarth, 1933). MacDonald and Cook (1996)
and Conroy and Cook (2000) presented
evidence suggesting full species status for this
island population is not warranted.
 Specimens from 16 islands (including
Coronation, Warren, and Forrester) were
included in Conroy and Cook’s (2000)
examination of mitochondrial sequence variation,
a study that identified distinctive coastal and
continental clades of Long-tailed Voles in
Southeast Alaska. The coastal island clade
included populations on islands and north coast
of Southeast Alaska (near Haines) and extended
marginally into the Wrangell Mountains.  The
other clade included individuals from near
Haines, south along the mainland, and then on
the eastern slope of the coast ranges from

central Alaska, through British Columbia south to
Washington. Conroy and Cook (2000) and Lessa
et al. (2003) suggested that the pattern of genetic
variation in the northern populations indicated
recent (post-Pleistocene) colonization of
Southeast Alaska by ancestors of both of these
clades. The absence of M. longicaudus in cave
deposits older than the Holocene (Heaton and
Grady, 2003) also supports a hypothesis of post-
glacial expansion into the region.

Microtus longicaudus coronarius
Original Description. 1911. Microtus

coronarius Swarth, Univ. California Publ.
Zool., 7:131, January 12.

Type Locality. Egg Harbor, Coronation
Island, Alaska.

Type Specimen. MVZ 8721.
Range. Coronation, Warren, and Forrester

islands, Alexander Archipelago.

Microtus longicaudus littoralis
Original Description. 1933. Microtus mordax

littoralis Swarth, Proc. Biol. Soc.
Washington, 46:209, October 26.

Long-tailed Vole
Microtus longicaudus (Merriam, 1888)

MacDonald and Cook—Mammals and Amphibians of Southeast Alaska
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Type Locality. Shakan, Prince of Wales
Island, Alaska (locality unclear as Shakan
is on Kosciusko Island).

Type Specimen. MVZ 8642.
Range. Southeast Alaska and adjacent

coastal British Columbia.

REVISIONS AND REVIEWS. Smolen and Keller
(1987).

STATUS. IUCN-Data deficient as M. l.
coronarius (Conroy and Cook, 1998). Species of
Ecological Concern as M. coronarius by West
(1991).

DISTRIBUTION.  The Long-tailed Vole has been
documented on the coastal mainland from
Portland Canal to Yakutat and including nunatak
“islands” in the Juneau Ice Fields (PSM), and on
islands of the Alexander Archipelago that include
Admiralty, Anguilla, Annette, Chichagof,
Coronation, Dall, Dog, Douglas, Etolin, Forrester,
Hoot, Kosciusko, Kuiu, Kupreanof, Lester,
Marble, Mary, Mitkof, Moser, Noyes, Orr, Owl,
Prince of Wales, Revillagigedo, Santa Rita,
Shelikof, Stevenson, Suemez, Sukkwan,
Sullivan, Thorne, Tuxekan, Warren, Woewodski,
Wrangell, and Zarembo islands. Sign of Microtus
have been noted on Baker Island. Long-tailed
Voles have not been found on Baranof Island.

SPECIMENS. BRADFIELD CANAL QUAD: 56.0269, -

130.0706, Salmon River mouth of Texas Creek (8 UAM); 56.0833,

-131.1000, mouth of Unuk River  (5 UAM); 56.2289, -131.4517,  Tyee

(1 UAM). CRAIG QUAD: 55.6667, -133.5167, Anguilla Island (1

UAM); 55.8833, -134.2333, Coronation Island, Aat To Go Cave (1

UAM); 55.9000, -134.2333, Coronation Island, Aats Bay (1 UAM);

55.9167, -134.2500, Coronation Island, Aats Bay, S shore (1 UAM);

55.9250, -134.3208, Coronation Island, Egg Harbor  (10 UAM);

55.9250, -134.3167, Coronation Island, Egg Harbor  (1 UAM);

55.9250, -134.3214, Coronation Island, Egg Harbor  (2 UAM);

55.1228, -133.1117, Dall Island, Hook Arm, Sea Otter Harbor (6

UAM); 55.2000, -133.2333, Dall Island, Bobs Bay (8 UAM); 55.8833,

-133.3833, Hoot Island (5 UAM); 55.9189, -133.6850, Kosciusko

Island (1 UAM);56.0000, -133.4000, Marble Island (2 UAM);

55.4611, -133.6389, Noyes Island, Kelly Cove (1 UAM); 55.9500,

-133.3833, Orr Island (2 UAM); 55.8833, -133.4167, Owl Island (2

UAM); 54.6892, -132.5403, Prince of Wales Island, North Thorne Bay

(1 UAM);55.0000, -131.9667, Prince of Wales Island, Polk Inlet Road

(1 UAM); 55.3333, -132.3333, Prince of Wales Island, Polk Inlet, by

Forest Service camp (1 UAM); 55.3467, -132.8356, Prince of Wales

Island, Polk Inlet Road (7 UAM); 55.4500, -133.1500, Prince of Wales

Island, between Cape Suspiro and Craig (1 UAM); 55.4539, -

132.3264, Prince of Wales Island, Smith Cove, Skowl Arm (3 UAM);

55.4611, -132.6917, Prince of Wales Island (2 UAM); 55.4667, -

133.0667, Prince of Wales Island, head of Crab Bay (2 UAM);

55.4861, -132.6653, Prince of Wales Island, Maybeso Valley, Area C

(2 UAM); 55.5667, -133.0667, Prince of Wales Island, Klawock

airport (5 UAM); 55.6667, -132.5000, Prince of Wales Island, Turn

Creek, Thorne Bay (1 UAM); 55.6917, -132.8653, Prince of Wales

Island, Control Lk Cabin, 16 mi W Thorne Bay (1 UAM); 55.7667,

-132.4833, Prince of Wales Island (1 UAM); 55.4072, -133.4667,

Santa Rita Island (4 UAM); 55.2639, -133.0019, Shelikof Island (2

UAM); 55.2667, -133.3500, Suemez Island, SE, near Ridge Island (3

UAM); 55.2789, -133.3139, Suemez Island (1 UAM); 55.2833, -

133.3000, Suemez Island, Port Refugio, Grassy Point (1 UAM);

55.2847, -133.3344, Suemez Island, Port Refugio (1 UAM); 55.3031,

-133.3000, Suemez Island, Port Refugio (1 UAM); 55.1000, -

132.8333, Sukkwan Island, Dunbar Inlet (4 UAM); 55.8833, -

133.3667, Tuxekan Island, NW side, S of Captian Island (4 UAM);

55.8972, -133.3264, Tuxekan Island, NW tip of  Island (7 UAM);

55.9000, -133.3333, Tuxekan Island (1 UAM); 55.8417, -133.8417,
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Warren Island, Warren Cove (1 UAM); 55.8750, -133.8417, Warren

Island, Warren Cove (7 UAM); 55.7500, -132.1833, Union Bay, N

shore at mouth (3 UAM). DIXON ENTRANCE QUAD: 54.7442,

-132.7711, Dall Island (2 UAM); 54.8000, -132.8500, Dall Island,

Essowah Lakes (1 UAM); 54.8069, -132.7692, Dall Island, Pond Bay

(2 UAM); 55.2094, -133.1381, Dall Island, North Bay (2 UAM);

54.8214, -133.5281, Forrester Island, Eagle Harbor (1 UAM); 54.8214,

-133.5167, Forrester Island, Eagle Harbor (1 UAM); 54.8214, -

133.5208, Forrester Island (2 UAM); 54.7667, -132.1833, Prince of

Wales Island, Nichols Lake (3 UAM); 54.8883, -132.3661, Prince of

Wales Island, Klinkwan village site (1 UAM). JUNEAU QUAD:

Admiralty Island, Windfall Harbor (3 MVZ); Admiralty Island, Mole

Harbor (1 MVZ); 58.0500, -134.3000, Chichagof Island, Game Creek

(3 UAM); 58.0667, -135.2333, Chichagof Island (1 UAM); 58.0667,

-135.4667, Chichagof Island, Game Creek (3 UAM); 58.0792, -

135.4778, Chichagof Island, Game Creek (18 UAM); 58.1833, -

135.5500, Chichagof Island, mouth of Gallagher Cr, 7 mi NW of

Hoonah (2 UAM); 58.2333, -135.8167, Chichagof Island, 4.3 mi SSW

of Pt Adolphus (2 UAM); 58.2667, -134.3833, Douglas Island,

Douglas (2 UAM); 58.2667, -134.4000, Douglas Island, Douglas (1

UAM); Lester Island, Glacier Bay (2 KU); Sullivan Island (1 USNM,

6 KU);  57.8833, -133.6500, Williams Cove  Tracy Arm (1 UAM);

58.1778, -133.9583, Turner Creek (2 UAM); 58.2708, -134.3208,

Sheep Creek Valley, I mi NE of mile 3 Thane Rd. (1 UAM); 58.3000,

-134.4000, Juneau mainland, Aurora Boat High School (10 UAM);

58.3000, -134.4167, Aurora Harbor, next to UAS Marine Tech Center

(6 UAM); Juneau Ice Fields (9 PSM); 58.3111, -133.9583, Turner

Lake (3 UAM); 58.3333, -134.6000, Mendenhall area (1 UAM);

58.3846, -134.6592, Auke Bay (1 UAM); 58.4167, -135.4333,

Excursion Inlet, W side (2 UAM); 58.4500, -135.9167, Glacier Bay,

Bartlett Cove, 10 km NW Gustavus Airport (1 UAM); 58.4833, -

134.7833, Peterson Creek, mile 25 N Glacier Hwy. (102 UAM);

58.5506, -135.4792, Chilkat Range, 6.5 km NNE Excursion Inlet (1

UAM); 58.7881, -134.9356, creek South of Antler River (1 UAM);

58.7889, -135.0278, mouth of Slate Creek (28 UAM); 58.9833, -

134.7667, Peterson Creek, mile 25 N Glacier Hwy. (46 UAM);

59.5292, -134.9078, Echo Cove (2 UAM); Cowee Creek (1 UAM).

KETCHIKAN QUAD: 55.1108, -131.37049, Annette Island, Crab

Bay (2 MSB); 55.0833, -131.2333, Mary Island, Customhouse Cove

(13 UAM); 55.2167, -131.4292, Pow Island, Tongass National Forest

(1 UAM); 55.3419, -131.6478, Revillagigedo Island, Tongass Ave,

Ketchikan (1 UAM); 55.3439, -131.4983, Revillagigedo Island, South

Tongass Highway (4 UAM); 55.4125, -131.7000, Revillagigedo

Island, Ward Lake (1 UAM); 55.4492, -131.4983, Revillagigedo

Island, Talbot Lake (1 UAM); 55.5000, -131.0000, Revillagigedo

Island, Ella Creek (1 UAM); 55.6333, -131.3667, Revillagigedo

Island, head of Carroll Inlet (1 UAM); 55.7333, -131.5167,

Revillagigedo Island, Traitors Creek Mouth (1 UAM); 55.7667, -

131.0167, Revillagigedo Island, Behm Canal, Portage Cove (1 UAM);

55.8167, -131.3667, Revillagigedo Island, Orchard Lake (10 UAM);

55.7667, -130.8833, Chickamin River, Wolf cabin (41 UAM);

55.8167, -130.9000, mouth of Chickamin R, near Wolf Cabins (1

UAM); 55.8833, -130.7667, Chickamin River, near Leduc Junction (1

UAM); 55.9167, -130.0167, Hyder (2 UAM); 55.9333, -130.0333,

Hyder area (2 UAM); 55.9667, -130.0667, Hyder area (4

UAM);56.0000, -130, Hyder, Salmon River valley (1 UAM); 56.0269,

-130.0706 (1 UAM); Walker Cove (T71S, R94E, S18 SE1/4 of NE1/4)

(2 UAM). MT FAIRWEATHER QUAD: N. Lituya Bay, Glacier

Bay NP (16 KU); Torch Bay, Glacier Bay NP (194 KU);  Dundas Bay,

Glacier Bay NP (37 KU). PETERSBURG QUAD: 56.0833, -

132.3500, Etolin Island (1 UAM); 56.1667, -132.4500, Etolin Island,

Anita Bay (5 UAM); 56.1833, -132.4167, Etolin Island, Anita Bay,

South. (2 UAM); 56.2333, -132.3833, Etolin Island, Anita Bay (1

UAM); 56.1500, -133.3500, Kosciusko Island (5 UAM); 56.8667,

-133.3167, Kupreanof Island (2 UAM); 56.9500, -133.9000,

Kupreanof Island, Kake, near Kake Forest Service cabin (2 UAM);

56.5833, -132.8333, Mitkof Island (1 UAM); 56.6000, -132.7000,

Mitkof Island, Upper Ohmer Cr (2 UAM); 56.6667, -132.8333, Mitkof

Island, 19.25 mi Mitkof Highway (1 UAM); 56.1667, -133.3167,

Prince of Wales Island, trail outside El Capitan Cave (1 UAM);

56.1744, -133.3692, Prince of Wales Island, Turn Creek, El Capitan

area (3 UAM); 56.1833, -133.3083, Prince of Wales Island, near El

Capitan (1 UAM); Stevenson Island (2 USNM) 56.0833, -133.0333,

Thorne Island (4 UAM); Woewodski Island (1 AMNH);  56.2333,

-132.1333, Wrangell Island (1 UAM); 56.3183, -132.2861, Wrangell

Island (3 UAM); 56.3500, -132.3333, Wrangell Island, Trout Lake (1

UAM); 56.3333, -132.8333, Zarembo Island, Saint John Harbor (3

UAM); 56.4167, -133.0000, Zarembo Island, Saint John Harbor (1

UAM); 57.0083, -132.9833, Thomas Bay (4 UAM). PORT

ALEXANDER QUAD: 56.3214, -134.0717, Kuiu Island, Affleck

Canal (1 UAM); 56.5000, -134.0333, Kuiu Island, Alecks Creek (5

UAM); 56.5833, -134.0000, Kuiu Island, tributary of Brown Creek (1

UAM); 56.5833, -134.0000, Kuiu Island, Point Decision, next to

lighthouse (1 UAM); 56.7100, -134.2317, Kuiu Island, Rowan Bay (2

UAM). PRINCE RUPERT QUAD: 54.9722, -131.3386, Dog Island

(1 UAM); 54.9436, -130.3336, Gwent Cove, Hidden Inlet, Pearse

Canal (3 UAM). SITKA QUAD: Admiralty Island, Mole Harbor (1

MVZ);  Admiralty Island, Windfall Harbor (3 MVZ);  57.4197, -

135.7200, Chichagof Island, Suloia Lake (2 UAM); 57.7000, -

135.0000, Chichagof Island, unnamed mt near jct of Chatham Stream

& Tenakee Inlet (1 UAM); 57.7000, -135.2167, Chichagof Island,

Tenakee Inlet, Kadashan River (41 UAM); 57.7833, -135.6333,

Chichagof Island, Tenakee Inlet, Seal Bay drainage (1 UAM);

57.7833, -134.9500, Chichagof Island, Tenakee Inlet (1 UAM);

57.7833, -135.1500, Chichagof Island, 4.5 km E Tenakee Springs (4

UAM); 57.8000, -135.9167, Chichagof Island, Lisianski River (2

UAM); 57.8011, -136.1375, Chichagof Island, Otter Lake (2 UAM);

57.8167, -136.1500, Chichagof Island, Otter Lake (12 UAM); 57.8333,

-135.0500, Chichagof Island, Pavlof River drainage (13 UAM);

57.9333, -135.6000, Chichagof Island, Salt Lake Bay, Port Frederick

(8 UAM); 57.9397, -135.6072, Chichagof Island, NE side of Island (1

UAM); 57.9500, -135.6333, Chichagof Island, Salt Lake Bay, Port

Frederick (35 UAM); 57.9572, -134.3072, Chichagof Island, Salt Lake

Bay, Port Frederick (1 UAM); 57.9575, -135.4900, Chichagof Island,

Salt Lake Bay, Port Frederick (3 UAM); 57.9575, -134.3072,

Chichagof Island, Salt Lake Bay, Port Frederick (9 UAM); 57.9575,

-135.4900, Chichagof Island, Salt Lake Bay, Port Frederick (2 UAM);

57.9750, -135.6583, Chichagof Island, Salt Lake Bay, Port Frederick

(7 UAM); 57.9833, -135.4167, Chichagof Island, upper Game Creek

(1 UAM); Chichagof Island, Kadashan River, Tenakee Inlet (4 UAM);

Chichagof Island, Salt Lake Bay (1 UAM); 57.6833, -135.6667, Moser

Island (5 UAM); 57.7000, -135.7000, Moser Island, Moser Island

cabin (12 UAM); 57.7028, -135.7156, Moser Island, Hoonah Sound

(13 UAM). SKAGWAY QUAD: 59.1333, -135.3333, West Chilkat

State Park (1 UAM); 59.1333, -135.3667, West Chilkat State Park (1

UAM); 59.1625, -135.3578, Chilkat Peninsula; Mud Bay (1 UAM);

59.2617, -135.5597, 3.9 miles Haines Hwy/WNW of Haines City

limits (4 UAM); 59.2861, -136.1085, west end of Takhin Ridge (14

UAM); 59.3167, -135.5667, Haines, Chilkoot Lk (1 UAM); 59.3456,

-135.7697, 11 km E, 12 km S Klukwan (1 UAM); 59.3661, -135.7994,

10 km E, 9 km S Klukwan (3 UAM); 59.3666, -135.7982, 17 mile

Haines Highway (2 UAM); 59.4108, -136.0025, Klehini R, 5 km W

Klukwan (1 UAM); 59.4147, -136.0972, Porcupine River (4 UAM);

59.4333, -135.9500 (2 UAM); 59.5003, -135.3542, Taiya River tidal

flats (8 UAM); 59.5333, -135.3500, Taiya R drainage, N of West Cr;

5 mi N, 2 mi W of Skagway (1 UAM); 59.5397, -136.1056 (2 UAM);

59.5397, -136.1056, confluence of Chilkat River and Nataga Creek (11

UAM); 59.5500, -135.1000, Skagway Glacier (7 UAM); 59.5667,

-135.1167, Glacier, 15km NE Skagway (2 UAM); 59.5747, -

136.1567,(11 UAM); 59.6142, -135.1669, White Pass, 1.6 km S

USA/Canada border on Klondike Highway (7 UAM); 59.6232, -

136.0750, Tohitkah Mountain (6 UAM); 59.6253, -136.0893, Tohitkah

Mountain (3 UAM); Dyea (1 UAM). SUMDUM QUAD: 57.1669,

-133.2531, Farragut Bay North Arm (1 UAM); 57.3667, -133.4667,

8.5 mi SE Goldbelt logging camp, Hobart Bay (21 UAM); 57.5833,

-133.3667, Chuck River (1 UAM); 57.7667, -133.5167, Power's

Creek, Endicott Arm (3 UAM). TAKU RIVER QUAD: 58.0333,

-133.9667, Stephens Passage, Limestone Inlet (1 UAM); 58.0367,

-133.9583, Limestone Inlet (2 UAM); 58.1833, -133.3167, Crescent

Lake (22 UAM); 58.2000, -133.4000, Whiting River drainage,

Crescent Lake (1 UAM); 58.5333, -133.6833, Taku River, Fish Creek

(10 UAM). YAKUTAT QUAD: 59.4153, -139.0086, Yakutat, near

Forest Service bunkhouse (1 UAM); 59.4158, -139.0222, Harlequin

Lake Trail (1 UAM); 59.4936, -139.7289, 3 mi SE Yakutat, Cannon

Beach (4 UAM); 59.4969, -139.7222, 3 mi SE Yakutat (4 UAM);

59.5000, -139.8333, Yakutat, beach near Cannon Beach Picnic Area (2

UAM); 59.5000, -139.6667, Yakutat, Cannon Beach (12 UAM);
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59.5131, -139.6794, Yakutat, near Forest Service bunkhouse (26

UAM); 59.5167, -139.6833, Yakutat, near Forest Service bunkhouse

 (1 UAM); 59.5500, -139.7333, Yakutat, Hardy Lake (5 UAM).

Root Vole
Microtus oeconomus (Pallas, 1776)

OTHER COMMON NAMES. Tundra Vole, Sitka
Meadow Mouse, Yakutat Meadow Mouse.

TAXONOMY. Two subspecies are generally
recognized in Southeast Alaska (Hall, 1981). A
revision of this species by Antell (1987) did not
corroborate an earlier revision by Paradiso and
Manville (1961). Antell (1987) suggested the
designation of a new subspecies, M. o. littoralis
(Type from Yakutat, Alaska, CM 85-315), for
populations of Root Voles from Bartlett Cove
northward along the coast but not including the
area immediately north of Yakutat Bay, which he
retained as M. o. yakutatensis. He also
concluded that populations of Root Voles in the
vicinity of Skagway (previously as M. o.
yakutatensis) and from Haines Junction, Yukon
Territory (previously included under M. o.
macfarlani), warrant recognition as a new, and as
yet undescribed subspecies.

Mitochondrial DNA sequence variation is
minimal when compared to Beringian
populations and suggests colonization of

Southeast Alaska from the north during the
Holocene (Galbreath and Cook, 2004).

Microtus oeconomus sitkensis
Original Description. 1897. Microtus

sitkensis Merriam, Proc. Biol. Soc.
Washington, 11:221, July 15.

Type Locality. Sitka, Alaska.
Type Specimen. USNM 73839.
Range. Northern outer islands of the

Alexander Archipelago, Southeast Alaska.

Microtus oeconomus yakutatensis
Original Description. 1900. Microtus

yakutatensis Merriam, Proc. Washington
Acad. Sci., 2:22, March 14.

Type Locality. N shore Yakutat Bay, Alaska.
Type Specimen. USNM 98005.
Range. Northern coast of southeast Alaska.

REVISIONS AND REVIEWS. Paradiso and
Manville (1961), Antell (1987).
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OTHER COMMON NAMES. Admiralty Meadow
Mouse.

TAXONOMY. Dale (1940) and Hall (1981)
defined three subspecies of Microtus
pennsylvanicus for Southeast Alaska. The
taxonomy of Admiralty Island populations need
to be reevaluated using modern techniques.
Snell and Cunnison (1983) found little
intraspecific variation and indicated that
subspecific designations were invalid.

Microtus pennsylvanicus admiraltiae
Original Description. 1909. Microtus

admiraltiae Heller, Univ. California Publ.
Zool., 5:256, February 18.

Type Locality. Windfall Harbor, Admiralty
Island, Alaska.

Type Specimen. MVZ 118.
Range. Known only from type locality.

Microtus pennsylvanicus alcorni
Original Description. 1951. Microtus

pennsylvanicus alcorni Baker, Univ.
Kansas Publ., Mus. Nat. Hist., 5:105,
November 28.

Type Locality. 6 mi. SW Kluane, 2550 ft.,
Yukon.

Type Specimen. KU 21552.

Range. Southern Alaska, extreme
northwestern British Columbia, and
southern Yukon Territory.

Microtus pennsylvanicus rubidus
Original Description. 1940. Microtus

pennsylanicus rubidus Dale, J. Mammal.,
21:339, August 13.

Type Locality. Sawmill Lake, near Telegraph
Creek, British Columbia.

Type Specimen. MVZ 30738.
Range. Southeast Alaska, northwestern

British Columbia.
Remarks. This taxon was synonymized with

M. p. drummondii by Anderson (1946) and
Cowan and Guiguet (1965).

REVISIONS AND REVIEWS.  Reich (1981).

STATUS. IUCN-Near threatened as M. p.
admiraltiae (MacDonald et al., 1998).

DISTRIBUTION. The Meadow Vole occurs along
the mainland valleys of the Chilkat, Taku, and
Stikine rivers, and in the Alexander Archipelago
on Admiralty, Mitkof, Wrangell, and near the
delta of the Stikine River on Kadin, Sergief and
Vank islands.

Meadow Vole
Microtus pennsylvanicus (Ord, 1815)

MacDonald and Cook—Mammals and Amphibians of Southeast Alaska

STATUS. IUCN-Data deficient as M. o. sitkensis
(Lance and Cook, 1998).

DISTRIBUTION. Root Voles occur along the
northern mainland of Southeast Alaska from
Yakutat Bay south to the east side of upper Lynn
Canal, and in the northwestern Alexander
Archipelago on Baranof (including Catherine
“Island”, which is actually connected to Baranof),
Chichagof, Inian, Lemesurier, and Yakobi
islands. Those islands are the southern limit of
this Holarctic species’ range in North America.
 Several fossil remains of Root Voles that
date from the early Holocene have been
recovered from caves on Prince of Wales Island,
an area south of their present known distribution
(Heaton and Grady, 2003).

SPECIMENS. BERING GLACIER QUAD: Cape Yakutaga

(2 CAS). JUNEAU QUAD: 58.2333, -135.8167, Chichagof Island,

4.3 mi SSW of Pt Adolphus (1 UAM);  Chichagof Island, 15 miles SE

Hoonah, near upper end Freshwater Bay (3 UAM); 58.4167, -

135.4333, Excursion Inlet, E side (20 UAM). MT. FAIRWEATHER

QUAD: Inian Is. (6 UCLA); 58.3011, -136.0958, Lemesurier Island (1

UAM); 58.1000, -136.4667, Yakobi Island, Soapstone Cove (1 UAM);

Torch Bay, Glacier Bay NP (72 KU); Dundas Bay, Glacier Bay NP (43

KU). PORT ALEXANDER QUAD: 56.5903, -134.8603, Baranof

Island, Plotnikof Lake (28 UAM); 56.5903, -134.8589, Baranof Island,

Plotnikof Lake (6 UAM). SITKA QUAD: 57.0500, -135.3333,

Baranof Island, Sitka (1 USNM); 57.2667, -134.8333, Baranof Island,

Kelp Bay, head of South arm (8 UAM); 57.3667, -134.8833, Baranof

Island, “Catherine Island” (32 UAM); 57.7000, -135.2167, Chichagof

Island, Kadashan River, Tenakee Inlet (1 UAM). SKAGWAY

QUAD: 59.0833, -135.1750, alpine ridge, 500 meters south of

Yeldegalga Creek (1 UAM); 59.2861, -136.1085, west end of Takhin

Ridge (2 UAM); 59.5500, -135.1000 (3 UAM); 59.5833, -135.1500,

Skagway Glacier (1 UAM); 59.5926, -135.8921, Klukwah Mountain

(35 UAM); 59.6158, -135.1683, White Pass (3 UAM); 59.6232, -

136.0750, Tohitkah Mountain (1 UAM); 59.6374, -136.1291, Mount

Ashmun (23 UAM); 59.6598, -135.9151, Mount Raymond (3 UAM).

YAKUTAT QUAD: 59.1000, -138.2667, Doame River (23 UAM);

59.0694, -138.3486, Doame River, beach side (1 UAM); 59.4153,

-139.0086, Harlequin Lake (14 UAM); 59.4158, -139.0222, Harlequin

Lake Trail (2 UAM); 59.5000, -139.6667, 3 mi SE Yakutat (1 UAM);

59.9167, -139.7500, N. shore Yakutat Bay (1 USNM).
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SPECIMENS. JUNEAU QUAD: 58.1000, -134.3167,

Admiralty Island, head of Seymour Canal (23 UAM).

PETERSBURG QUAD: 56.5167, -132.4500, Kadin Island, North

Kadin Island (12 UAM); 56.5333, -132.4500, Kadin Island (12 UAM);

56.5667, -132.7167, Mitkof Island, Ohmer Creek (14 UAM); 56.6667,

-132.8333, Mitkof Island, S Mitkof Island (1 UAM); 56.7333, -

132.9667, Mitkof Island, Wrangell Narrows (1 UAM); Sergief Island

(4 MVZ); 56.4528, -132.6028, Vank Island, Mud Bay (2 UAM);

Wrangell Island, Wrangell, (1 USNM, 1 LACM). SITKA QUAD:

57.2814, -134.0961, Admiralty Island, Pybus Bay, S Cannery Cove (1

UAM); 57.4333, -134.5500, Admiralty Island, Hood Bay N side of

mouth (4 UAM); 57.6314, -134.3808, Admiralty Island, Distin Lake

(11 UAM); 57.8361, -134.3072, Admiralty Island, Windfall Harbor

(13 UAM). SKAGWAY QUAD: 59.2617, -135.5597, 3.9 miles

Haines Hwy/WNW of Haines City limits (2 UAM); 59.3000, -

135.7333, 10 mi Haines Hwy (1 UAM); 59.3456, -135.7697, 11 km E,

12 km S Klukwan River (31 UAM); 59.3661, -135.7994, 10 km E, 9

km S Klukwan (15 UAM); 59.3667, -135.8000 (2 UAM); 59.4108,

-136.0025, Klehini R, 5 km W Klukwan (5 UAM); 59.4275, -

136.0025, Klehini R, 5 km W Klukwan (2 UAM); 59.4950, -136.0717,

9 km W, 10 km N Klukwan (2 UAM). SUMDUM QUAD: 57.8361,

-134.3072, Admiralty Island, Windfall Harbor (1 UAM). TAKU

RIVER QUAD: 58.5333, -133.6833, Taku River, Fish Creek (7

UAM); 58.5500, -133.8500, Taku River, Fish Creek (5 UAM);

58.5444, -133.6806, Taku River, mouth of Fish Creek (4 UAM);

58.5500, -133.6833, Taku River, Canyon Island (5 UAM).

Southern Red-backed Vole
Myodes gapperi (Vigors, 1830)

OTHER COMMON NAMES. Gapper's Red-
backed Vole, Southern Red-backed Mouse,
Wrangell Island Red-backed Mouse.

TAXONOMY. Musser and Carleton (2005), after
a careful review of Pallas (1811) and other
authorities, resurrected Myodes as the long
overlooked and valid genus for red-backed
voles, thus relegating the more familiar
Clethrionomys to the status of junior synonym.
 Bee and Hall (1956) and Youngman (1975)
considered gapperi and rutilus conspecific;
however, Cook et al. (2004) established that
these distinct species form a broad contact zone
from roughly the Stikine River eastward to

Hudson Bay. More specimens are needed from
areas of contact, specifically in the vicinity of the
Stikine River.
 Intraspecific variation across the range of
this species was assessed using the cytochrome
b gene (Cook et al., 2004; Runck and Cook,
2005) and indicated that M. gapperi as currently
recognized (Hall, 1981) likely consists of at least
three cryptic species in North America.
Southeast Alaska likely was colonized during the
Holocene by voles that expanded from
Pleistocene refugia in the midwestern United
States (Runck and Cook, 2005). This post-
Pleistocene colonization into the region likely
occurred along the drainages that bisect the
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Coast Range. Minimal (but diagnostic) genetic
variation distinguishes the island forms from the
mainland populations indicating low levels of
exchange among these populations.
 Four, possibly five, subspecies of M. gapperi
have been recognized in Southeast Alaska (Hall
and Cockrum, 1952, 1953).

Myodes gapperi phaeus
Original Description. 1911. Evotomys

phaeus Swarth, Univ. California Publ.
Zool., 7:127, January 12.

Type Locality. Marten Arm, Boca de Quadra,
Alaska.

Type Specimen. MVZ 8742.
Range. Extreme southern mainland of

southeast Alaska and adjacent British
Columbia.

Myodes gapperi saturatus
Original Description. 1894. Evotomys

gapperi saturatus Rhoads, Proc. Acad.
Nat. Sci. Philadelphia, 46:284, October 23.

Type Locality. Nelson, on the banks of a
small stream flowing into Kootenai [sic]
Lake, British Columbia.

Type Specimen. ANSP 7483.
Range. Central British Columbia southward

into northeastern Washington, northern
Idaho, and extreme northwestern
Montana.

Remarks. This taxon may occur in the upper
reaches of Portland Canal based on the
range map in Hall (1981).

Myodes gapperi solus
Original Description. 1952. Clethrionomys

gapperi solus Hall and Cockrum, Univ.
Kansas Publ., Mus. Nat. Hist., 5:304,
November 17.

Type Locality. Loring, Revillagigedo Island,
Alaska.

Type Specimen. USNM 74939.
Range. Restricted to Revillagigedo Island.

Myodes gapperi stikinensis
Original Description. 1952. Clethrionomys

gapperi stikinensis Hall and Cockrum,
Univ. Kansas Publ., Mus. Nat. Hist., 5:305,
November 17.

Type Locality. Stikine River at Great Glacier,
British Columbia.

Type Specimen. MVZ 30735.
Range. Stikine River south from Flood

Glacier, British Columbia (but not including
Sergief, a delta Island) south to Cleveland
Peninsula.

Myodes gapperi wrangeli
Original Description. 1897. Evotomys

wrangeli V. Bailey, Proc. Biol. Soc.
Washington, 11:130, May 13.
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Type Locality. Wrangell, Wrangell Island,
Alaska.

Type Specimen. USNM 74724.
Range. Wrangell Island and nearby Sergief

Island at the mouth of the Stikine River.

REVISIONS AND REVIEWS. Merritt (1981),
Runck and Cook (2005).

STATUS. IUCN-Data deficient as C. g. solus
(Cook and Kirkland, 1998).

DISTRIBUTION. Myodes gapperi is believed to
occur on the mainland of Southeast Alaska from
about the Stikine River south, and on a few
islands south of Stikine Strait and east of
Clarence Strait, namely Bell, Black, Deer, Etolin,
Hassler, Misery, Revillagigedo, and Wrangell
islands.

SPECIMENS. BRADFIELD CANAL QUAD: 56, -131.1667,

Grant Creek (3 UAM); 56.0092, -131.5756, W side Reflection Lake (3

UAM); 56.0108, -131.5672, E side Reflection Lake (24 UAM);

56.0233, -130.0714 (2 UAM); 56.0578, -131.9669, South side Frosty

Bay (30 UAM); 56.0833, -131.1000, mouth of Unuk River (32 UAM);

56.1847, -131.6297, Eagle Bay (23 UAM); 56.1886, -131.5811, Duck

Point (40 UAM); 56.1914, -131.6781, Hoya Creek drainage (15

UAM); 56.2206, -131.4736, Tyee (46 UAM). CRAIG QUAD: Mis-

ery Island, near Myers Chuck, Cleveland Peninsula (1 UMMZ); 55.75,

-132.1833, Union Bay, N shore at mouth (26 UAM). KETCHIKAN

QUAD: 55.91944444, -131.5131, Bell Island, 300 m W of benchmark

(9 UAM); 55.8878, -131.6847, Black Island (3 UAM); 55.9169, -

131.6653, Hassler Island, 2.5 km N Fin Point (2 UAM); 55.3167,

-131.6000, Revillagigedo Island, Forest Park Drive (3 UAM); 55.3333,

-131.6333, Revillagigedo Island, Ketchikan (14 UAM); 55.3439, -

131.6372, Revillagigedo Island, South Tongass Highway (3 UAM);

55.3439, -131.4983, Revillagigedo Island, South Tongass Highway (6

UAM); 55.4125, -131.7000, Revillagigedo Island, Ward Lake, Grassy

Point (5 UAM); 55.4147, -131.6958, Revillagigedo Island, Ward Lake

(9 UAM); 55.4167, -131.7000, Revillagigedo Island, Ketchikan, frog

pond near Ward Lake (3 UAM); 55.4492, -131.6372, Revillagigedo

Island, Talbot Lake (3 UAM); 55.4894, -131.5986, Revillagigedo

Island, Lake Harriet Hunt (4 UAM); 55.5000, -131.7167, Revillagige-

do Island, mouth of Lunch Creek (1 UAM); 55.5000, -131.0000,

Revillagigedo Island, Ella Bay (1 UAM); 55.5825, -130.9669, Revilla-

gigedo Island, SW Manzanita Bay (8 UAM); 55.5911, -130.9850,

Revillagigedo Island, Manzanita Creek (1 UAM); 55.6033, -131.6333,

Revillagigedo Island, Loring (1 MVZ); 55.6333, -131.3667, Revilla-

gigedo Island, head of Carroll Inlet (3 UAM); 55.6947, -131.6281,

Revillagigedo Island, Margaret Cove (2 UAM); 55.7667, -131.0167,

Revillagigedo Island, Behm Canal, Portage Cove (2 UAM); 55.7678,

-131.0833, Revillagigedo Island, Portage Cove (1 UAM); 55.8167,

-131.3667, Revillagigedo Island, Orchard Lake (2 UAM); 55.1167,

-130.7000, Marten Arm, Boca de Quadra (1 MVZ); 55.2908, -

130.8236, E Skull Creek, Smeaton Bay (4 UAM); 55.3025, -130.8439,

mouth of Smeaton Bay (13 UAM); 55.5317, -131.9586, Bond Bay (24

UAM); 55.5450, -130.8703, Point Louise, Rudyerd Bay (30 UAM);

55.5544, -130.8592, Rudyerd Bay (22 UAM); 55.6811, -130.4894,

Rudyerd Bay (2 UAM); 55.7056, -130.8928, Ledge Point, Walker

Cove (7 UAM); 55.7133, -130.9011, Hut Point, Walker Cove (20

UAM); 55.7289, -131.8539, Port Stewart (14 UAM); 55.7444, -

131.1103 (1 UAM); 55.7667, -130.8833, Chickamin River, Wolf Cab-

in (12 UAM); 55.8511, -130.9347 (1 UAM); 55.8833, -130.7667,

Chickamin River near Leduc Junction (2 UAM); 55.8847, -131.0778

(1 UAM); 55.9167, -130.0167, Hyder, Forest/estuarine meadow edge

(1 UAM); 55.9333, -130.0333 (1 UAM); 55.9667, -131.6167, Cleve-

land Pen., 43.5 mi N of Ketchikan, Bailey Bay (4 UAM); 56.0000,

-130.0000, Hyder Salmon River Valley (12 UAM). PETERSBURG

QUAD: 56.0333, -132.0167, Deer Island (1 UAM); 56.0833, -

132.3500, Etolin Island (4 UAM); 56.1667, -132.4500, Etolin Island,

Anita Bay (15 UAM); 56.1833, -132.4833, Etolin Island, Anita Bay

area (1 UAM); 56.1833, -132.4500, Etolin Island, Anita Bay (4 UAM);

56.1833, -132.4833, Etolin Island, Anita Bay area (4 UAM); 56.1833,

-132.4500, Etolin Island, Anita Bay (11 UAM); 56.1833, -132.4167,

Etolin Island, Anita Bay, South (1 UAM); 56.1867, -132.6328, Etolin

Island (6 UAM); 56.2000, -132.4667, Etolin Island, Anita Bay, North

(2 UAM); 56.2211, -132.5089, Etolin Island (29 UAM); 56.2333,

-132.1333, Wrangell Island (82 UAM); 56.2500, -132.3167, Wrangell

Island, Nemo (9 UAM); 56.2561, -132.3303, Wrangell Island, Nemo

(51 UAM); 56.2667, -132.1333, Wrangell Island, Earl West Marsh (2

UAM); 56.2667, -132.2500, Wrangell Island, McCormick Creek (4

UAM); 56.2697, -132.0706, Wrangell Island, Fools Creek (13 UAM);

56.3183, -132.2861, Wrangell Island (129 UAM); 56.3183, -132.3083,

Wrangell Island, 2 mi S McCormick Creek, N side of Main Line Rd.

(2 UAM); 56.3333, -132.3333, Wrangell Island, Pat Creek (4 UAM);

56.3486, -132.1347, Wrangell Island (8 UAM); 56.3500, -132.3333,

Wrangell Island, Trout Lake (10 UAM); 56.4500, -132.2667, Wrangell

Island (9 UAM); 56.4670, -132.3778, Wrangell Island, Wrangell (1

USNM); 56.4692, -132.4789, Wrangell Island, Wrangell, grid 06206

(19 UAM); 56.5000, -132.2833, Wrangell Island (7 UAM); 56.2333,

-132.1333 (13 UAM); 56.3636, -132.0081, Berg Bay (5 UAM);

56.6167, -132.4333, Stikine River, Farm Island, Binkley Slough (4

UAM); 56.6333, -132.4167, Stikine River, Farm Island (20 UAM);

56.6750, -132.2833, Stikine River, Limb Island (3 UAM); 56.7000,

-132.2500, Stikine River, Figure Eight Lake (4 UAM); 56.6633, -

134.9058, Stikine River, Mallard Slough (36 UAM). PRINCE RU-

PERT QUAD: 54.95, -130.7500, head of Nakat Inlet (2 UAM);

54.9833, -131.0000, Foggy Bay, Kirk Point (9 UAM); 54.9436, -

130.3336, Gwent Cove, Hidden Inlet, Pearse Canal (10 UAM).

Northern Red-backed Vole
Myodes rutilus (Pallas, 1779)

OTHER COMMON NAMES. Dawson Red-
backed Mouse, Northern Red-backed Mouse,
Tundra Redback Vole.

TAXONOMY. See Southern Red-backed Vole
account on the use of Myodes as the valid genus
for red-backed voles. Two subspecies of M.
rutilus occur in Southeast Alaska (Hall, 1981). An

unpublished revision of Southeastern
populations by Antell (1987) extended the
distribution of the subspecies M. r. glacialis  to
include all populations from Yakutat south to
Bartlett Cove. Populations of this species in the
Haines/Skagway area south to Juneau were
included under M. r. dawsoni.
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 Mitochondrial DNA variation has been
examined across a number of populations of this
species along the North Pacific Coast. These
populations show minimal levels of differentiation
suggesting recent colonization of the region from
Beringia (Cook et al., 2004; Runck and Cook,
unpubl.).

Myodes rutilus dawsoni
Original Description. 1888. Evotomys

dawsoni Merriam, Amer. Nat., 22:650, July.
Type Locality. Finlayson River, 3000 ft., a

northern source of Liard River, lat. 61º  30’
N, long. 129º 30’ W, Yukon.

Type Specimen. NMC 92.
Range. Most of Alaska, northwestern Canada.
Remarks. Includes Evotomys alascensis

Miller, 1898, Proc. Acad. Nat. Sci.
Philadelphia, 50:364, October 15, type
from St. Michael, Norton Sound, Alaska
(USNM 14359/22226) (see Osgood
1904:34).

Myodes rutilus glacialis
Original Description. 1945. Clethrionomys

dawsoni glacialis Orr, J. Mammal., 26:71,
February 27.

Type Locality. Glacier Bay, Alaska.
Type Specimen. MVZ 388.
Range. Glacier Bay area of Southeast Alaska.

REVISIONS AND REVIEWS. Rausch and
Rausch (1975), Antell (1987), Runck (2001).
STATUS. IUCN-Least concern.

DISTRIBUTION. This Holarctic species occurs
along the northern mainland of Southeast Alaska
east and south to LeConte Bay (Runck, 2001).
The only insular populations in the region are
nearshore Douglas and Young islands (one of
the Beardslee Islands in Yakutat Bay).

SPECIMENS. BERING GLACIER QUAD: Cape Yakataga

(17 CAS). JUNEAU QUAD: 58.3000, -134.4000, Douglas Island (1

UAM); 58.3169, -134.5533, Douglas Island, Fish Creek (9 UAM);

58.3333, -134.5000, Douglas Island (2 UAM); Young Island, Beard-

slee Islands (1 KU); 57.8833, -133.6500, Williams Cove, Tracy Arm

(1 UAM);  58.1778, -133.9583, Turner Creek (4 UAM); 58.2833,

-135.0500 (1 UAM); 58.3000, -135.2000 (2 UAM); 58.3000, -

134.4000, Juneau harbor (10 UAM); 58.3111, -133.9583, Turner Lake

(14 UAM); 58.3333, -134.6000, Auke Bay area, Mendenhall River (1

UAM); 58.3833, -134.7000, John Muir Cabin, 20 km NW Juneau (3

UAM); 58.4000, -134.7333, 17.7 mile Glacier Highway (9 UAM);

58.4167, -135.4333, Excursion Inlet, E side (6 UAM); 58.4500, -

135.8833, Bartlett Cove, 10 km NW Gustavus Airport (3 UAM);

58.4833, -134.7833, Peterson Creek, mile 25 N Glacier Hwy. (9

UAM); 58.5333, -134.8000, Eagle River Beach, 15 1/2 mi N, 15 3/4

mi W of Juneau (1 UAM); 58.7881, -134.9356, creek South of Antler

River (3 UAM); 58.7889, -135.0278, mouth of Slate Creek (2 UAM);

58.9833, -134.7667, Peterson Creek, mile 25 N Glacier Hwy. (8

UAM); 59.5292, -134.9078, Echo Cove (34 UAM); 59.5292, -

134.3661, Echo Cove (13 UAM); 15 mi N Juneau, 1 mi N Auke Bay

(2 UAM); Auke Bay; Dairy Farm Road (1 UAM). MT FAIR-

WEATHER QUAD: Dundas Bay, Glacier Bay NP (14 KU); Torch

Bay, Glacier Bay NP (14 KU); N. Lituya Bay, Glacier Bay NP (168

KU). PETERSBURG QUAD: 56.7728, -132.6075, Jap Creek (2

UAM); 56.9661, -132.8167 (9 UAM); 57.0083, -132.9833, Thomas

Bay (4 UAM). SKAGWAY QUAD: 59.0833, -135.1750, alpine

ridge, 500 meters south of Yeldegalga Creek (1 UAM); 59.0992,
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Bushy-tailed Woodrat
Neotoma cinerea (Ord, 1815)

OTHER COMMON NAMES. Osgood Bushy-
tailed Woodrat, pack rat.

TAXONOMY. Populations of Bushy-tailed
Woodrats in Southeast Alaska are included
under a single subspecies (Hall, 1981).

Neotoma cinerea occidentalis
Original Description. 1855. Neotoma

occidentalis Baird, Proc. Acad. Nat. Sci.
Philadelphia, 7:335, April.

Type Locality. Shoalwater [= Willapa] Bay,
Pacific Co., Washington.

Type Specimen. USNM 572.
Range. Mackenzie, Northwest Territories,

southward along coastal Southeast
Alaska, coastal and central British
Columbia to central Oregon.

Remarks. Includes Neotoma saxamans
Osgood, 1900, N. Amer. Fauna, 19:33,
October 6, type from Bennett City, head
Lake Bennett, British Columbia (USNM
98923). That taxon was regarded as
inseparable from N. c. occidentalis by
Cowan and Guiguet (1965) and
Youngman (1975).

-135.2103, mouth of Yeldagalga Creek (4 UAM); 59.1625, -135.3578,

Chilkat Peninsula; Mud Bay (27 UAM); 59.2500, -135.4167, Haines

area (3 UAM); 59.2617, -135.5597, 3.9 miles Haines Hwy/WNW of

Haines City limits (7 UAM); 59.3167, -135.5667, Haines, .2 mi from

Chilkoot Lk Pk (1 UAM); 59.3456, -135.7697, 11 km E, 12 km S

Klukwan (1 UAM); 59.4083, -135.9556, 24 mile Haines Highway (3

UAM); 59.4147, -136.0619, Porcupine River (1 UAM); 59.4522,

-136.0272, Mosquito Lake (10 UAM); 59.4667, -135.3500, W side

Dyea Point, 1.2 mi N, 1.2 mi W of Skagway (3 UAM); 59.5000,

-135.2667 (1 UAM); 59.5031, -135.3456, 500m S Taiya River bridge

(2 UAM); 59.5317, -135.3481, Dyea, mouth W branch Taiya River (3

UAM); 59.5333, -135.0833, Laughton Glacier (3 UAM); 59.5333,

-135.3500 (8 UAM); 59.5500, -135.1000 (3 UAM); 59.5667, -

135.1167, Glacier, 15km NE Skagway (4 UAM); 59.5747, -136.1567

(6 UAM); 59.6066, -135.8535, Klukwah Mountain (1 UAM). SUM-

DUM QUAD: 57.2164, -133.5014, Cape Fanshaw (29 UAM);

57.5833, -133.3667, Chuck River (1 UAM); 57.7667, -133.5167,

Power's Creek, Endicott Arm (2 UAM); 57.8833, -133.6500 (1 UAM).

TAKU RIVER QUAD: 58.5500, -133.6833, Taku River, Canyon

Island (2 UAM); 58.5444, -133.6805, Limestone Inlet (8 UAM);

58.1833, -133.3167, Crescent Lake (2 UAM); 58.2000, -133.4000,

Whiting River drainage, Crescent Lake (2 UAM). YAKUTAT

QUAD: 59.1000, -138.2667, Doame River (1 UAM); 59.4139, -

139.0086, Harlequin Lake (16 UAM); 59.4153, -139.0114, Horsetail

Bog on Harlequin Lake Trail (2 UAM); 59.4158, -139.0222, Harlequin

Lake Trail (3 UAM); 59.4500, -139.2 (1 UAM); 59.4936, -139.7289,

Yakutat, Cannon Beach (2 UAM); 59.5000, -139.6667, Yakutat, near

Forest Service bunkhouse (8 UAM); 59.5131, -139.6794, 3 mi SE

Yakutat (17 UAM); 59.5333, -139.9000 (2 UAM); 59.5411, -

139.8385, Yakutat, Ankaw Saltchuck (2 UAM); 59.5500, -139.7333,

Yakutat, edge of community airstrip (1 UAM).
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REVISIONS AND REVIEWS.  Smith (1997).

STATUS. IUCN-Least concern.

DISTRIBUTION.  Little is known about Neotoma
cinerea in Southeast Alaska. The only published
specimen records of this species in the region
are those reported by Shaw (1962) from the
Unuk River (in 1925) and the Taku River (in
1940). In 1963 and 1969, specimens were taken
on isolated nunataks in the Juneau Ice Fields
(PSM).

 A Bushy-tailed Woodrat collected at the
head of Lake Bennett, British Columbia, and one
observed at Glacier inside Alaska (Osgood,
1900) indicate a possible mainland distribution at
least this far north. Dufresne (1946:138-139)
stated that woodrats were "fairly common near
the head of Portland Canal and along the Unuk
River. It  has also been reported from the Stikine
and Taku River watersheds."

SPECIMENS. BRADFIELD CANAL QUAD: Unuk River (1

USNM). JUNEAU QUAD: Juneau Ice Fields (4 PSM). TAKU

RIVER QUAD: mouth lower Taku River (1 USNM).

MacDonald and Cook—Mammals and Amphibians of Southeast Alaska

Common Muskrat
Ondatra zibethicus (Linnaeus, 1766)

OTHER COMMON NAMES. Muskrat,
Northwestern Muskrat.

TAXONOMY.  All Southeast Alaska muskrats
are presumed to be included under the
subspecies Ondatra zibethicus spatulatus (Hall,
1981), however, this should be reviewed.

Ondatra zibethicus spatulatus
Original Description. 1900. Fiber spatulatus

Osgood, N. Amer. Fauna, 19:36, October
6.

Type Locality. Lake Marsh, Yukon Territory.
Type Specimen. USNM 98567.
Range. Western Alaska and northwestern

Canada.

REVISIONS AND REVIEWS. Perry (1982),
Willner et al. (1980).

STATUS. IUCN-Least concern.

DISTRIBUTION. Muskrats are relatively
uncommon in Southeast Alaska. Documented
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reports include near Yakutat and Haines, the
Taku River, Stikine River (including the delta
islands, Farm and Sergief; Swarth, 1922),
Admiralty Island, and Revillagigedo Island.
Muskrats have also been reported but no
specimens secured from Thomas Bay and Kuiu,
Kupreanof , Mitkof, Woewodski, and Wrangell
islands (Curatolo et al., 1981; MacDonald and
Cook, 1996).
 There were unsuccessful attempts in 1929
to transplant muskrats from Haines to Klawock
Lake, Prince of Wales Island (Burris and McK-
night, 1973).

SPECIMENS. JUNEAU QUAD: 57.6651, -134.0606,

Admiralty Island, Mole Harbor (1 MVZ). KETCHIKAN QUAD:

55.7728, -131.0436, Revillagigedo Island, Portage Cove (5 MVZ).

PETERSBURG QUAD: 56.6167, -132.4330, Stikine River, Farm

Island (18 UAM); 56.5897, -132.4256, Stikine River, Sergief Island (6

MVZ); Stikine River, Hot Springs (2 USNM). YAKUTAT QUAD:

59.4075, -139.1762, Dangerous River, Yakutat Bay region (1 MVZ);

59.4241, -139.294, Antlen (sic) River (2 MVZ).

Northwestern Deermouse
Peromyscus keeni (Rhoads, 1894)

OTHER COMMON NAMES. Keen’s Mouse,
Alaska White-footed Mouse, Yukon White-footed
Mouse, Skeena White-footed Mouse, Deer
Mouse, Forest Deer Mouse, Sitka Mouse, Sitka
White-footed Mouse.

TAXONOMY. Two species and five subspecies
of Peromyscus were once recognized in South-
east Alaska (Hall, 1981). All are now included
under a single species name, P. keeni (Hogan et
al., 1993; MacDonald and Cook, 1996).
 Lucid and Cook (2004) analyzed cyto-

chrome b sequences of 257 P. keeni from 23
islands and 6 mainland locations in Southeast
Alaska and western Canada. Although P. keeni
is ubiquitous across this region, most island pop-
ulations were genetically distinctive, suggesting
limited movement among islands. Areas with
divergent populations were discovered, but were
largely inconsistent with 3 of 5 currently recog-
nized subspecies. Cryptic variation was detected
in 8 areas not previously identified by morpholog-
ic analyses.
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Peromyscus keeni algidus
Original Description. 1909. Peromyscus

maniculatus algidus Osgood, N. Amer.
Fauna, 28:56, April 17.

Type Locality. Head of Lake Bennett (site of
old Bennett City), British Columbia.

Type Specimen. USNM 130013.
Range. Between upper Lynn Canal, Alaska,

and southcentral Yukon Territory.
Remarks. Mitochondrial-DNA work on

Peromyscus from northwestern British
Columbia and southern Yukon Territory
(roughly the range of algidus) uncovered a
cryptic lineage (Wike, 1998; Lucid and
Cook, unpubl. data).

Peromyscus keeni hylaeus
Original Description. 1908. Peromyscus

hylaeus Osgood, Proc. Biol. Soc.
Washington, 21:141, June 9.

Type Locality. Hollis, Kasaan Bay, Prince of
Wales Island, Alaska.

Type Specimen. USNM 127038.
Range. Prince of Wales Island northward

through the central Alexander Archipelago
to Glacier Bay.

Peromyscus keeni macrorhinus
Original Description. 1894. Sitomys

macrorhinus Rhoads, Proc. Acad. Nat.
Sci. Philadelphia, 46:259, October.

Type Locality. Mouth of Skeena River,
British Columbia.

Type Specimen. ANSP 8381.
Range. Mainland coast and adjacent islands

of southeast Alaska and British Columbia.

Peromyscus keeni oceanicus
Original Description. 1935. Peromyscus

sitkensis oceanicus Cowan, Univ.
California Publ. Zool., 40:432, November
14.

Type Locality. Forrester Island, Alaska.
Type Specimen. MVZ 20890.
Range. Known only from type locality.

Peromyscus keeni sitkensis
Original Description. 1897. Peromyscus

sitkensis Merriam, Proc. Biol. Soc.
Washington, 11:223, July 15.

Type Locality. Sitka, Alaska.
Type Specimen. USNM 73809.
Range. Baranof, Chichagof, Warren,

Coronation, and Duke islands of the
Alexander Archipelago.

REVISIONS AND REVIEWS. Hooper (1968),
Pengilly et al. (1983), Hogan et al. (1993), Lucid
and Cook (2004).

STATUS. IUCN-Least concern as P. sitkensis.

DISTRIBUTION. The Northwestern Deermouse
is one of the more widely distributed mammals in
the region, occurring on the mainland at Glacier
Bay from Muir Glacier and Tlingit Point (USNM;
Home, 1973) eastward to Haines and Skagway
and then southward along the coast (MacDonald
and Cook, 1996). In the Alexander Archipelago,
it has been documented on the following islands:
Admiralty, Anguilla, Annette, Baker, Baranof,
Betton, the Brothers (E. and W.), Bushy, Cat,
Chichagof, Coronation, Dall, Deer, Dog,
Douglas, Duke, Esquibel, Etolin, Forrester, Goat,
Gravina, Heceta, Inian, Kadin, Kosciusko,
Kruzof, Kuiu, Kupreanof, Lincoln, Long, Lowrie,
Lulu, Marble, Mary, Mitkof, Moser, Noyes, Orr,
Partofshikof, Pow, Prince of Wales,
Revillagigedo, Saint Ignace, San Fernando, San
Juan Bautista, Santa Rita, Sergief, Shelter,
Shrubby, Spanish, Suemez, Sukkwan, Swan,
Thorne, Tuxekan, Vank, Warren, Woewodski,
Woronkofski, Wrangell, and Zarembo islands.

SPECIMENS. BRADFIELD CANAL QUAD: 56.0031, -

131.9847, Deer Island (17 UAM);  56.0122, -131.9958, Deer Island (1

UAM);  55.9997, -131.5664, SW side Reflection Lake (15 UAM);

56.0092, -131.5756, W side Reflection Lake (24 UAM);  56.0108,

-131.5672, Reflection Lake (40 UAM);  56.0167, -130.0667 (2 UAM);

56.0233, -130.0714 (17 UAM);  56.0333, -132.0500 (3 UAM);

56.0578, -131.9669, south side of Frosty Bay (6 UAM);  56.0833,

-131.1000, mouth of Unuk River (65 UAM);  56.1833, -131.6781 (3

UAM);  56.1833, -131.6667 (1 UAM);  56.1847, -131.6297, Eagle Bay

(25 UAM);  56.1886, -131.5811, Duck Point (9 UAM);  56.1914,

-131.6781, Hoya Creek (7 UAM);  56.2206, -131.4736, Tyee (23

UAM);  56.2289, -131.4517, Tyee (41 UAM). CRAIG QUAD:

55.6667, -133.5833, Anguilla Island (10 UAM);  55.3667, -133.6000,

Baker Island (18 UAM);  55.4500, -132.6667, Cat Island, near Hollis

(1 UAM);  55.8833, -134.2333, Coronation Island, NE side, across

from Spanish Islands (7 UAM);  55.9167, -134.2500, Coronation

Island, Aats Bay, E shore (3 UAM);  55.9178, -134.3200, Coronation

Island, Egg Harbor (2 UAM); 55.9222, -134.3000, Coronation Island,

Alikula Bay (3 UAM);  55.9250, -134.3208, Coronation Island, Egg

Harbor (2 UAM);  Coronation Island, S side of Windy Bay, E of Main

Creek (1 UAM); 55.2000, -133.2333, Dall Island, Bobs Bay (9 UAM);

55.2092, -133.1381, Dall Island, North Bay (2 UAM);  55.2094,

-133.1381, Dall Island, North Bay (5 UAM);  55.2600, -133.1239, Dall

Island, Tlevak Narrows (11 UAM);  Dall Island, Diver Bay (22 UAM);

55.9919, -132.0178, Deer Island, south part of island (1 UAM);

55.6333, -133.5833, Esquibel Island (2 UAM);  55.2172, -132.8978,

Goat Island (9 UAM);  55.7500, -133.5167, Heceta Island (6 UAM);

55.7567, -133.3472, Heceta Island, Tonowek Narrows (4 UAM);

55.7697, -133.3442, Heceta Island, bay N Tonowek Narrows (10

UAM);   55.7881, -133.3206, Heceta Island, unnamed bay S of Chapin

Island (11 UAM);  55.7883, -133.3353, Heceta Island, Squam Bay (9

UAM);  55.7981, -133.3519, Heceta Island, NE Peninsula (4 UAM);

55.8031, -133.3253, Heceta Island, Karheen Pass (1 UAM);  55.7167,

-133.4167, Heceta Island, Crooked Hook Lake (10 UAM);  55.7500,

-133.5000, Heceta Island, Port Alice (18 UAM);  55.7500, -133.4833,

Heceta Island, Warm Chuck Inlet (7 UAM);  55.7667, -133.4500,
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Heceta Island, Chuck Lake (5 UAM);  55.7786, -133.4872, Heceta

Island, Chuck Lake (1 UAM);  55.7833, -133.5333, Heceta Island,

road toward Bald Mountain (6 UAM);  55.7986, -133.5336, Heceta

Island (3 UAM);  55.8000, -133.6667, Heceta Island, Port Alice, Mint

Lake (27 UAM);  55.9167, -133.7667, Kosciusko Island, Halibut

Harbor (1 UAM);  55.9189, -133.6850, Kosciusko Island (1 UAM);

55.9692, -133.6458, Kosciusko Island, Charley Creek, Edna Bay (1

UAM);  55.9692, -133.6469, Kosciusko Island, Charley Creek, Edna

Bay (7 UAM);  55.9828, -133.6050, Kosciusko Island, 2 mi NE Edna

Bay (3 UAM);  55.4397, -133.4553, Lulu Island (8 UAM);  55.4500,

-133.4500, Lulu Island, SE side near Pine Island (13 UAM);  55.9500,

-133.4417, Marble Island (2 UAM);  55.9667, -133.4500, Marble

Island (12 UAM);56.0000, -133.4000, Marble Island (1

UAM);56.0000, -133.4000, Marble Island, near Old Tokeen (12

UAM);  55.4500, -133.6500, Noyes Island, Kelly Cove (6 UAM);

55.4611, -133.6389, Noyes Island, Kelly Cove (4 UAM);  55.9167,

-133.4167, Orr Island (15 UAM);  55.9500, -133.4000, Orr Island (3

UAM);  55.9500, -133.3833, Orr Island (1 UAM);  55.9833, -

133.3167, Orr Island, N end of island (6 UAM);  54.6892, -132.5403,

Prince of Wales Island, North Thorne Bay (105 UAM);  55.2667,

-133.1167, Prince of Wales Island, Tlevac Narrows (4 UAM);

55.2678, -133.1858, Prince of Wales Island, Tlevak Pass (8 UAM);

55.2794, -133.1858, Prince of Wales Island (9 UAM);  55.3333,

-132.3333, Prince of Wales Island, Polk Inlet, by Forest Service camp

(1 UAM);  55.3467, -132.8356, Prince of Wales Island, Polk Inlet

Road (21 UAM);  55.3542, -132.8406, Prince of Wales Island, Cable

Creek (1 UAM); 55.3583, -133.6042, Prince of Wales Island, Turn

Creek (1 UAM);  55.3833, -132.4833, Prince of Wales Island, Polk

Inlet (4 UAM); 55.3961, -132.4578, Prince of Wales Island, Old Tom

Creek (42 UAM);  55.3961, -132.4578, Prince of Wales Island, Goose

Bay (1 UAM); 55.3992, -132.4094, Prince of Wales Island, Old Tom

Creek (38 UAM);  55.4167, -132.4667, Prince of Wales Island, Polk

Inlet, by Forest Service camp (4 UAM);  55.4167, -132.4333, Prince of

Wales Island, Polk Inlet (2 UAM);  55.4167, -132.4667, Prince of

Wales Island, Polk Inlet (2 UAM);  55.4333, -132.8267, Prince of

Wales Island, Hydaburg Road, One Duck Trail (5 UAM);  55.4500,

-132.8500, Prince of Wales Island, 19km East of East side of Harris

River (4 UAM);  55.4611, -132.6917, Prince of Wales Island (7 UAM);

55.4667, -133.0667, Prince of Wales Island, Crab Bay (10 UAM);

55.4790, -132.6560, Prince of Wales Island, Hollis Anchorage (2

UAM);  55.4861, -132.6680, Prince of Wales Island, Hollis (1 UAM);

55.4861, -132.6653, Prince of Wales Island, Maybeso Valley (3

UAM);  55.5167, -133.0833, Prince of Wales Island, Klawock city

campground, 0.3 mi Thorne Bay Rd. (5 UAM);  55.5500, -133.0833,

Prince of Wales Island, Klawock (4 UAM);  55.5500, -133.0742,

Prince of Wales Island, Klawock Lake, along beach fringe, Fireweed

Lodge (4 UAM);  55.5542, -133.0958, Prince of Wales Island,

Klawock, Fireweed Lodge (7 UAM);  55.5667, -133.0667, Prince of

Wales Island, Klawock airport (10 UAM);  55.6167, -132.9000, Prince

of Wales Island, El Capitan Passage (1 UAM);  55.6319, -132.9075,

Prince of Wales Island (11 UAM); 55.6667, -132.5000, Prince of

Wales Island, Turn Creek, Thorne Bay (23 UAM);  55.6686, -

132.5075, Prince of Wales Island, Thorne Bay (29 UAM);  55.6833,

-132.5000, Prince of Wales Island, Turn Creek, Thorne Bay (23

UAM);  55.6917, -132.8653, Prince of Wales Island, S shore, Control

Lk, 16 mi W Thorne Bay (7 UAM);  55.6975, -132.7731, Prince of

Wales Island, Rio Roberts (5 UAM);  55.7000, -132.8333, Prince of

Wales Island, Eagle's Nest Campground (2 UAM);  55.7167, -

132.8167, Prince of Wales Island, Eagle Nest Campground, W Thorne

Bay (8 UAM);  55.7667, -132.4833, Prince of Wales Island (5 UAM);

55.7667, -132.4833, Prince of Wales Island, Sandy Beach Picnic Area,

7 mi N Thorne Bay (1 UAM); 55.8333, -133.1500, Prince of Wales

Island, Staney Cr Cabin, 25 mi WNW Thorne Bay (17 UAM);

55.9000, -133.3333, Prince of Wales Island, Klhani Point (15 UAM);

55.9014, -133.2486, Prince of Wales Island, , (11 UAM);  55.9083,

-133.2022, Prince of Wales Island, FS boundary N. of Naukati on FS20

(2 UAM); 55.9122, -133.2600, Prince of Wales Island, Dargun Point,

Prince of Wales Island (1 UAM);  55.9203, -133.1969, Prince of Wales

Island, .5 mile from intersection (11 UAM); Prince of Wales Island,

Craig-Klawock area (2 UAM);  Prince of Wales Island, north Thorne

(1 UAM);  55.4333, -133.4167, Saint Ignace Island, north side of

island (18 UAM);  55.4500, -133.3583, San Fernando Island, Pt.

Amargura (35 UAM);  55.4500, -133.3667, San Fernando Island, 2mi

S Amagura cabin (9 UAM);  55.4672, -133.3894, San Fernando Island

(21 UAM);  55.4258, -133.3186, San Juan Bautista Island, Point

Cambon (44 UAM);  55.4433, -133.2947, San Juan Bautista Island,

Point Eugenia (24 UAM);  55.4072, -133.4667, Santa Rita Island (10

UAM);  55.4100, -133.4667, Santa Rita Island (2 UAM);  55.4167,

-133.4583, Santa Rita Island, west side of island (5 UAM);  55.9631,

-134.1222, Spanish Islands (2 UAM); 55.2667, -133.3500, Suemez

Island, SE, near Ridge Island (14 UAM);  55.2789, -133.3139, Suemez

Island (3 UAM);  55.2789, -133.3161, Suemez Island, Port Refugio (6

UAM);  55.2833, -133.3000, Suemez Island, Port Refugio (3 UAM);

55.2847, -133.3344, Suemez Island, Port Refugio (2 UAM);  56.2667,

-133.3000, Suemez Island (4 UAM);  55.1000, -132.8333, Sukkwan

Island, Dunbar Inlet (36 UAM);  55.8464, -133.2231, Tuxekan Island,

E side of Nichin Cove (6 UAM); 55.8467, -133.2231, Tuxekan Island,

E side of Nichin Cove (2 UAM); 55.8500, -133.2833, Tuxekan Island,

NW side, E of El Capitan Island (6 UAM); 55.8531, -133.2275,

Tuxekan Island, Nichin Cove (11 UAM); 55.8778, -133.2950,

Tuxekan Island, Jinhi Bay (16 UAM); 55.8833, -133.3667, Tuxekan

Island, Northwest side, South of Cape Island (2 UAM); 55.8972,

-133.3264, Tuxekan Island, NW tip of  Island (3 UAM); 55.8981,

-133.3156, Tuxekan Island (1 UAM); 55.9069, -133.2794, Tuxekan

Island, 0.5 miles south of Shikat Point (6 UAM); 55.9167, -133.3000,

Tuxekan Island, north end of island (2 UAM); 55.9167, -130.3333,

Tuxekan Island, north end of island (2 UAM); 55.9606, -134.1258,

unnamed island (1 UAM); 55.9694, -134.1180, unnamed island, island

directly SW of the northern-most island (5 UAM); 55.8750, -133.8417,

Warren Island, Warren Cove (4 UAM); 55.8750, -133.9250, Warren

Island, Warren Cove (3 UAM); 55.8750, -133.8417, Warren Island,

Warren Cove (47 UAM); 55.8833, -133.8667, Warren Island, Warren

Cove (2 UAM); 55.4333, -133.6500 (8 UAM); 55.7500, -132.1833,

Union Bay, N shore at mouth (4 UAM); 55.8917, -133.2505556 (2

UAM); 55.9069, -133.2794444 (8 UAM); Emerald Bay, Cleveland

Peninsula (2 UAM); Emerald Bay, Cleveland Peninsula (1 UAM).

DIXON ENTRANCE QUAD: 54.6853, -132.7644, Dall Island, Wolk

Harbor (3 UAM); 54.7428, -132.8433, Dall Island, Security Cove (9

UAM); 54.7442, -132.7711, Dall Island (22 UAM); 54.7667, -

132.1833, Dall Island, Essowah Lakes (2 UAM); 54.7833, -132.8667,

Dall Island, Essowah Lakes (12 UAM); 54.8000, -132.8500, Dall

Island, Essowah Lakes (21 UAM); 54.8069, -132.7692, Dall Island,

Pond Bay (5 UAM); 54.8319, -132.9217, Dall Island, Port Bazan (1

UAM); 54.8897, -133.0219, Dall Island, Gooseneck Harbor (8 UAM);

54.9164, -133.0567, Dall Island, Gold Harbor (4 UAM); 54.9167,

-133.0833, Dall Island, Gold Harbor (1 UAM); 54.9208, -133.0278,

Dall Island, Gold Harbor (3 UAM); 54.9500, -133.0000, Dall Island,

Tlevak Pass (1 UAM); 55.2094, -133.1381, Dall Island, North Bay (26

UAM); 55.2156, -133.1414, Dall Island, North Bay (1 UAM);

55.2500, -133.1167, Dall Island, Tlevac Narrows, Turn Point (6

UAM); 54.5208, -133.5208, Forrester Island (6 UAM); 54.7050, -

133.5206, Forrester Island, Eagle Harbor (10 UAM); 54.8000, -

133.5167, Forrester Island, Eagle Harbor (3 UAM); 54.8167, -

133.5167, Forrester Island, Eagle Harbor (6 UAM); 54.8167, -

133.5319, Forrester Island (1 UAM); 54.8214, -133.5208, Forrester

Island, Eagle Harbor (86 UAM); 54.8067, -132.6992, Long Island (4

UAM); 54.8167, -132.6833, Long Island, Nina Cove (17 UAM);

54.8172, -132.7064, Long Island, 3.3 km S, 2.3 E Bolles Inlet (14

UAM); 54.8361, -132.7353, Long Island, Bolles Inlet (8 UAM);

54.8500, -133.5333, Lowrie Island (32 UAM); 54.8583, -133.5375,

Lowrie Island (9 UAM); 54.7667, -132.1833, Prince of Wales Island,

Nichols Lake (1 UAM); 54.8167, -132.3667, Prince of Wales Island,

SW end near Barrier Islands (15 UAM); 54.8719, -132.3142, Prince of

Wales Island, Hunter Bay (11 UAM); 54.8744, -132.3594, Prince of

Wales Island, south point of Hunter Bay (7 UAM); 54.9075, -

132.4147, Prince of Wales Island, Ruth Cutoff (11 UAM); 55.6167,

-132.9000, Prince of Wales Island (2 UAM). JUNEAU QUAD:

58.1000, -134.3167, Admiralty Island, head of Seymour Canal (17

UAM); 58.1500, -134.6833, Admiralty Island, Young Bay (2 UAM);

58.2833, -134.7500, Admiralty Island, Hawk Inlet (2 UAM); 58.4000,

-134.9167, Admiralty Island, Mansfield Peninsula, Barlow Cove (2

UAM); 57.0792, -135.4778, Chichagof Island, Game Creek (1 UAM);

57.7167, -135.2167, Chichagof Island, Kadashan Bay, Tenakee Inlet

(3 UAM); 57.9750, -135.6583, Chichagof Island, Salt Lake Bay (7

UAM);58.0000, -135.7333, Chichagof Island, Salt Lake Bay (7

UAM); 58.0500, -135.1500, Chichagof Island (4 UAM); 58.0500,

-134.3000, Chichagof Island, Game Creek (4 UAM); 58.0667, -

135.0667, Chichagof Island, Whitestone Harbor (2 UAM); 58.0667,
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-135.2333, Chichagof Island (6 UAM); 58.0667, -135.4667, Chichagof

Island, Game Creek (2 UAM); 58.0792, -135.4778, Chichagof Island,

Game Creek (35 UAM); 58.1333, -135.4667, Chichagof Island, 1.5 mi

NW Hoonah, Cannery (2 UAM); 58.1833, -135.5500, Chichagof

Island, Gallagher Creek, mouth of (1 UAM); 58.2333, -135.8167,

Chichagof Island, 4.3 mi SSW of Pt Adolphus (1 UAM); 58.2967,

-134.5447, Douglas Island (1 UAM); 58.3169, -134.5533, Douglas

Island, Fish Creek (5 UAM); 58.3333, -134.6000, Douglas Island, 10

mi N Douglas, Fish Creek (2 UAM); 58.5000, -135.0000, Lincoln

Island (13 UAM); 58.3667, -134.8167, Shelter Island, Hand Troller

Cove (6 UAM); 58.4167, -134.8500, Shelter Island (2 UAM); 58.1778,

-133.9583, Turner Lake (15 UAM); 58.2833, -135.0500, Howard Bay

(7 UAM); 58.3000, -134.4000, Aurora Boat Harbor (3 UAM);

58.3111, -133.9583, Turner Lake (13 UAM); 58.3333, -134.6000,

Mendenhall area (1 UAM); 58.3833, -134.7000, John Muir Cabin, 20

km NW (2 UAM); 58.4000, -134.9500, Point Retreat (1 UAM);

58.4167, -134.5667, Mendenhall Glacier moraine, NE of Juneau (5

UAM); 58.4167, -135.4333, Excursion Inlet, W side (4 UAM);

58.4167, -134.5500, Mendenhall Lake (1 UAM); 58.4833, -134.7833,

Peterson Creek, mile 25 N Glacier Hwy. (7 UAM); 58.7881, -

134.9356, creek South of Antler River (13 UAM); 58.7889, -135.0278,

mouth of Slate Creek (9 UAM); 58.9833, -134.7667, Peterson Creek,

mile 25 N Glacier Hwy. (4 UAM); 59.5292, -134.9078, Echo Cove (90

UAM). KETCHIKAN QUAD: 55.104, -131.365, Annette Island,

Crab Bay area (75 MSB); 55.1406, -131.4672, Annette Island (1

MVZ); 55.5167, -131.8000, Betton Island (58 UAM); 55.1783, -

131.8058, Gravina Island, Phocena Bay (36 UAM); 55.3500, -

131.7000, Gravina Island, mouth of Government Creek (3 UAM);

55.0833, -131.2333, Mary Island, Customhouse Cove (6 UAM);

55.2167, -131.4292, Pow Island (4 UAM); 55.3167, -131.6000,

Revillagigedo Island, Forest Park Drive (1 UAM); 55.3333, -131.6333,

Revillagigedo Island (17 UAM); 55.3333, -131.2167, Revillagigedo

Island (5 UAM); 55.3439, -131.4983, Revillagigedo Island, South

Tongass Highway (1 UAM); 55.4000, -131.7000, Revillagigedo Island

(1 UAM); 55.4125, -131.7000, Revillagigedo Island, Tongass Hwy

across from Ketchikan pulpmill (6 UAM); 55.4125, -131.7028,

Revillagigedo Island, Ward Lake, Grassy Point (1 UAM); 55.4147,

-131.6958, Revillagigedo Island, Ward Lake (1 UAM); 55.4492, -

131.6372, Revillagigedo Island, Talbot Lake (4 UAM); 55.4894, -

131.5986, Revillagigedo Island, Lake Harriet Hunt (7 UAM); 55.5000,

-131.7167, Revillagigedo Island, mouth of Lunch Creek (1 UAM);

55.5000, -131.0000, Revillagigedo Island, Ella Bay (7 UAM);

55.5803, -130.9683, Revillagigedo Island, SW Manzanita Bay (14

UAM); 55.5833, -131.3333, Revillagigedo Island (1 UAM); 55.5856,

-130.9714, Revillagigedo Island, Manzanita Bay (23 UAM); 55.5911,

-130.9850, Revillagigedo Island, Manzanita Creek (3 UAM); 55.6333,

-131.3667, Revillagigedo Island, head of Carroll Inlet (48 UAM);

55.6947, -131.6281, Revillagigedo Island, Margaret Cove (1 UAM);

55.7667, -131.0167, Revillagigedo Island, Portage Cove, Behm Canal

(7 UAM); 55.7667, -131.0833, Revillagigedo Island, Portage Cove (2

UAM); 55.8167, -131.3667, Revillagigedo Island, Orchard Lake (11

UAM); 55.8500, -131.7000, Revillagigedo Island, south of Gedney

Pass (3 UAM); 56.5000, -131.7167, Revillagigedo Island, Ward Lake

(1 UAM); Revillagigedo Island, T72S, R94E, Sec2, NE1/4 of NE1/4

(1 UAM); 55.2908, -130.8236, E Skull Creek, Smeaton Bay (5 UAM);

55.3025, -130.8439, mouth of Smeaton Bay (12 UAM); 55.5450,

-130.8703, Point Louise, Rudyerd Bay (6 UAM); 55.5544, -130.8592,

Rudyerd Bay (23 UAM); 55.5919, -130.8839, Behm Canal (5 UAM);

55.6811, -130.4894, Rudyerd Bay (1 UAM); 55.6872, -130.9722 (1

UAM); 55.6994, -130.52 Rudyerd Bay (2 UAM); 55.7056, -130.8928,

Ledge Point, Walker Cove (3 UAM); 55.7133, -130.9011, Hut Point,

Walker Cove (16 UAM); 55.7167, -131.8500, Cleveland Pen., 27 mi

NNW of Port Stewart Bay (7 UAM); 55.7289, -131.8539, Port Stewart

(10 UAM); 55.7444, -131.1103 (2 UAM); 55.7454, -130.6552, Walker

Cove (1 UAM); 55.7458, -130.6123, Walker Cove (2 UAM); 55.7667,

-130.8833, Chickamin River, Wolf cabin (7 UAM); 55.7893, -

130.9559, Walker Cove (5 UAM); 55.8422, -130.8550, E side Leduc

Lake (1 UAM); 55.8511, -130.9347 (1 UAM); 55.8833, -130.7667,

Chickamin River near confluence with Leduc River (2 UAM);

55.8833, -132.0333, 500' elevation; Cleveland Peninsula, Emerald Bay

(1 UAM); 55.9167, -130.0167, Hyder, Salmon River Valley, Titan

Trail (1 UAM); 55.9322, -130.8372 (1 UAM); 55.9333, -130.0333 (3

UAM); 55.9667, -130.0667 (17 UAM); 55.9667, -130.3333, Hyder;

mouth of Fish Creek, Salmon River Valley (7 UAM); 56.0269, -

130.0706 (2 UAM). MT. FAIRWEATHER QUAD: 58.2583, -

136.2986, “Big” Inian Island (2 UAM). PETERSBURG QUAD:

56.2625, -132.9811, Bushy Island (6 UAM); 56.2667, -132.9833,

Bushy Island (11 UAM); 56.2625, -132.9694, Bushy Island (3 UAM);

56.0333, -132.0167, Deer Island, South side of  Island (10 UAM);

56.0581, -132.0022, Deer Island, East side of Island (2 UAM);

56.0683, -132.0175, Deer Island (2 UAM); 56.0833, -132.3500, Etolin

Island (13 UAM); 56.1667, -132.4500, Etolin Island, Anita Bay (14

UAM); 56.1833, -132.4500, Etolin Island, Anita Bay area (26 UAM);

56.1867, -132.6328, Etolin Island (1 UAM); 56.2000, -132.4667,

Etolin Island (1 UAM); 56.2211, -132.5089, Etolin Island (24 UAM);

56.3167, -132.4500, Etolin Island, Anita Bay (1 UAM); 56.1667,

-132.4500, Kadin Island (2 UAM); 56.1833, -132.4500, Kadin Island

(3 UAM);56.0000, -133.4167, Kosciusko Island, Tokeen Bay, mouth

Sockeye Creek (10 UAM); 56.0500, -133.5500, Kosciusko Island (2

UAM); 56.6667, -133.7333, Kuiu Island, Rocky Pass (across from NW

end High Island) (5 UAM); 56.3667, -133.3167, Kupreanof Island,

East Salt Chuck Cabin (7 UAM); 56.3667, -133.3000, Kupreanof

Island (5 UAM); 56.3667, -133.3167, Kupreanof Island (5 UAM);

56.6931, -132.9556, Kupreanof Island (7 UAM); 56.7167, -133.6833,

Kupreanof Island, Irish Creek (10 UAM); 56.7922, -133.7203,

Kupreanof Island, Big John Bay (12 UAM); 56.8000, -133.7167,

Kupreanof Island, Big John Bay (7 UAM); 56.8333, -133.3667,

Kupreanof Island (1 UAM); 56.8333, -133.3333, Kupreanof Island,

1.75 miles SW of east Salt Chuck Cabin (2 UAM); 56.8500, -

133.3667, Kupreanof Island, head of Towers Arm (9 UAM); 56.8667,

-133.3167, Kupreanof Island, N of West Salt Chuck Cabin (4 UAM);

56.8667, -133.3333, Kupreanof Island, N of West Salt Chuck Cabin (5

UAM); 56.8667, -133.3000, Kupreanof Island (1 UAM); 56.9500,

-133.9000, Kupreanof Island, Kake, near Kake Forest Service cabin (2

UAM); 54.7333, -132.8833, Mitkof Island, Twin Creek (2 UAM);

56.5061, -132.8589, Mitkof Island, Woodpecker Cove (12 UAM);

56.5167, -132.7000, Mitkof Island, S end of blind slough (5 UAM);

56.5300, -132.7500, Mitkof Island, Ohmer Cr, 22.5 mile Mitkof

Highway (5 UAM); 56.5431, -132.7789, Mitkof Island, Woodpecker

Cove (5 UAM); 56.5667, -132.7167, Mitkof Island, Ohmer Creek (3

UAM); 56.5806, -132.7431, Mitkof Island, Ohmer Creek (2 UAM);

56.5833, -132.8333, Mitkof Island, 3/4 mi S Blind Slough Picnic Area

(10 UAM); 56.5833, -132.7667, Mitkof Island, 22.5 mi Mitkof Hwy

(19 UAM); 56.5833, -132.8333, Mitkof Island, 3/4 mi S Blind Slough

Picnic Area (15 UAM); 56.5833, -132.8000, Mitkof Island (30 UAM);

56.6000, -132.7000, Mitkof Island, upper Ohmer Creek (5 UAM);

56.6000, -132.7333, Mitkof Island, beaver pond 1.5 mi N Ohmer

Campground (21 UAM); 56.6000, -133.4167, Mitkof Island, Ohmer

Creek (8 UAM); 56.6667, -132.8333, Mitkof Island, Ohmar Creek

(104 UAM); 56.7167, -132.9333, Mitkof Island, Twin Creeks (4

UAM); 56.7167, -132.9167, Mitkof Island, Twin Creeks Road, 5 mi S

Petersburg (12 UAM); 56.7167, -132.8667, Mitkof Island, Twin Creek

drainage (50 UAM); 56.7210, -132.9290, Mitkof Island, Twin Creek

(2 UAM); 56.7333, -132.9667, Mitkof Island, Wrangell Narrows (6

UAM); 56.7333, -132.8833, Mitkof Island, Twin Creek (20 UAM);

56.8028, -132.9667, Mitkof Island, Twin Creeks Road, 5 mi S

Petersburg (7 UAM); 58.6333, -132.9167, Mitkof Island, Blind Slough

(3 UAM); Mitkof Island (16 UAM); 56.0667, -133.2833, Prince of

Wales Island, El Capitan Passage (15 UAM); 56.1667, -133.3167,

Prince of Wales Island, El Capitan (15 UAM); 56.1744, -133.3692,

Prince of Wales Island, Turn Creek, El Capitan area (84 UAM);

56.2675, -133.4619, Prince of Wales Island, El Capitan area (8 UAM);

Prince of Wales Island, Bear's Plunge Cave, upper passage (1 UAM);

Prince of Wales Island, Salt Chuck Trail (7 UAM); 56.2167, -

132.9667, Shrubby Island (1 UAM); 56.2333, -132.9667, Shrubby

Island, Ossipee Channel (90 UAM); 56.2333, -132.9833, Shrubby

Island, Ossipee Channel, Kashevarof Islands (24 UAM); 56.2333,

-132.9667, Shrubby Island (11 UAM); 56.0833, -133.0333, Thorne

Island (12 UAM); 56.4028, -132.6028, Vank Island, Mud Bay (30

UAM); Woewodski Island (4 AMNH); 56.2561, -132.3303,

Woronkofski Island, Nemo (11 UAM); 56.3970, -132.4810,

Woronkofski Island, N side of island (40 UAM); 56.4000, -132.5167,

Woronkofski Island, Wedge Point (17 UAM); 56.4353, -132.4967,

Woronkofski Island (79 UAM); 56.2333, -132.1333, Wrangell Island

(17 UAM); 56.2697, -132.0706, Wrangell Island, Fools Creek (36

UAM); 56.2833, -132.1667, Wrangell Island, Nemo Rd. extension (8

UAM); 56.3183, -132.2861, Wrangell Island (9 UAM); 56.3333, -

132.3333, Wrangell Island, Pat Creek (1 UAM); 56.3486, -132.1347,
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Wrangell Island (18 UAM); 56.3500, -132.3333, Wrangell Island,

Trout Lake, mouth of Pat Creek (3 UAM); 56.4692, -132.3456,

Wrangell Island (14 UAM); 56.3333, -132.8333, Zarembo Island,

Snow Passage (2 UAM); 56.3333, -132.8333, Zarembo Island, Saint

John Harbor (8 UAM); 56.3333, -132.8500, Zarembo Island (1 UAM);

56.3567, -132.8100, Zarembo Island, 0.13 mi W Spur Rd. (8 UAM);

56.4167, -133.0000, Zarembo Island, Saint John Harbor (17 UAM);

56.4500, -132.9500, Zarembo Island, Saint John Bay, near USFS cabin

(29 UAM); 56.2333, -132.2500, Stikine River near Andrews Slough (1

UAM); 56.2333, -132.2500, Stikine River near Andrews slough, south

bank (1 UAM); 56.3636, -132.0081, Berg Bay (16 UAM); 56.4667,

-132.3778, Stikine River (1 UAM); 56.5833, -132.4333, Stikine River,

Sergief Island (1 UAM); 56.6167, -132.4333, Stikine River, Farm

Island, Binkley Slough (1 UAM); 56.6250, -132.4000, Stikine River,

Farm Island (1 UAM); 56.6333, -132.3167, Stikine River, Hooligan

Point on Limb Island (6 UAM); 56.6333, -132.4167, Stikine River,

Farm Island (19 UAM); 56.6750, -132.2833, Stikine River, Limb

Island (4 UAM); 56.7000, -132.2500, Stikine River, Figure Eight Lake

(25 UAM); 56.7728, -132.6075, Jap Creek (23 UAM); 56.9661, -

132.8167 (1 UAM);57.0000, -132.9833, Thomas Bay (4 UAM);

58.6633, -134.9058, Mallard Slough, Stikine River (25 UAM). PORT

ALEXANDER QUAD: 56.0667, -134.9000, Baranof Island,

Plotnikof Lake (4 UAM); 56.5900, -134.9000, Baranof Island,

Plotnikof Lake (2 UAM); 56.5903, -134.8603, Baranof Island,

Plotnikof Lake (90 UAM); 56.8333, -134.7000, Baranof Island, Red

Bluff Bay (7 UAM); 54.6833, -132.5167, Kuiu Island, tributary of

Brown Creek (1 UAM); 56.3167, -134.0667, Kuiu Island, trail

between Affleck Canal & Petrof Bay (1 UAM); 56.3214, -134.0708,

Kuiu Island, trail between Affleck Canal & Petrof Bay (5 UAM);

56.3214, -134.0717, Kuiu Island, head of Affleck Bay (22 UAM);

56.4000, -134.1417, Kuiu Island, Thetis Bay meadow (11 UAM);

56.5000, -134.0333, Kuiu Island, Aleck's Creek (7 UAM); 56.5833,

-134.5167, Kuiu Island, tributary of Brown Creek (19 UAM); 56.5833,

-134.0000, Kuiu Island, Point Decision, next to lighthouse (13 UAM);

56.7100, -134.2317, Kuiu Island, Rowan Bay (8 UAM). PRINCE

RUPERT QUAD: 54.9722, -131.3386, Dog Island (56 UAM);

55.9725, -131.3386, Dog Island (20 UAM); 54.8214, -131.5208, Duke

Island (5 UAM); 54.9456, -131.4256, Duke Island, Ryus Bay (7

UAM); 54.9483, -131.4889, Duke Island (27 UAM); 54.9622, -

131.4256, Duke Island, Ryus Bay (32 UAM); 54.9622, -133.4889,

Duke Island (9 UAM); 54.9647, -131.4078, Duke Island, Ryus Bay (24

UAM); 54.9667, -131.3167, Duke Island, Pond Bay (27 UAM);

54.9750, -131.3333, Duke Island, Pond Bay (36 UAM); 54.8167,

-130.6500, inlet, 2 km NW of Willard Inlet mouth (1 UAM); 54.9500,

-130.7500, head of Nakat Inlet (1 UAM); 54.9833, -131.0000, Foggy

Bay, Kirk Point (4 UAM); 54.9436, -130.3336, Gwent Cove, Hidden

Inlet, Pearse Canal (7 UAM). SITKA QUAD: 57.4333, -134.5500,

Admiralty Island (5 UAM); 57.6286, -134.4028, Admiralty Island,

Distance Lake (1 UAM); 57.6314, -134.3808, Admiralty Island, Distin

Lake (24 UAM); 57.6667, -134.3333, Admiralty Island, head of

Seymour Canal (1 UAM); 57.8361, -134.3072, Admiralty Island,

Windfall Harbor (26 UAM); 56.7500, -135.1667, Baranof Island (1

UAM); 57.0500, -135.2167, Baranof Island, Herring Cove, 0.5 mi S,

4.75 mi E of Sika (21 UAM); 57.0583, -135.3167, Baranof Island, base

of Gavin Hill (1 UAM); 57.0625, -135.3333, Baranof Island, ca. 0.5

km up Gavin Hill Trail (14 UAM); 57.0667, -135.2667, Baranof

Island, Indian River's east side in line with pumphouse (11 UAM);

57.0667, -135.3000, Baranof Island, next to road that leads to

pumphouse on Indian River side (3 UAM); 57.0667, -135.3000,

Baranof Island, next to road that leads to pumphouse on Indian River

side (5 UAM); 57.0667, -135.3333, Baranof Island (5 UAM); 57.0667,

-135.3083, Baranof Island, opposite road leading to pumphouse (18

UAM); 57.0750, -135.2833, Baranof Island, ca. 0.5 mi up Indian River

Trail (3 UAM); 57.0833, -135.3500, Baranof Island, Harbor Mt Rd,

2.25 mi N, 1 mi W of Sitka (5 UAM); 57.1333, -135.3500, Baranof

Island (68 UAM); 57.1333, -135.3667, Baranof Island, Starrigavan

Bay, 5.75 mi N, 1.25 mi W of Sitka (21 UAM); 57.1333, -135.7333,

Baranof Island, Starrigavan Bay (19 UAM); 57.2667, -134.8333,

Baranof Island, Kelp Bay, middle arm (1 UAM); 57.3667, -134.8833,

Baranof Island, “Catherine Island” (1 UAM); 57.4197, -135.7200,

Chichagof Island, Suloia Lake (23 UAM); 57.7000, -135.0000,

Chichagof Island (1 UAM); 57.7000, -135.5000, Chichagof Island,

Kadashan River, Tenakee Inlet (4 UAM); 57.7000, -135.2167,

Chichagof Island, Kadashan River, Tenakee Inlet (53 UAM); 57.7228,

-136.1719, Chichagof Island (2 UAM); 57.7333, -135.0833, Chichagof

Island, Trap Bay, Tanakee Inlet (6 UAM); 57.7333, -135.2167,

Chichagof Island, Kadashan River, Tenakee Inlet (2 UAM); 57.7417,

-135.3167, Chichagof Island, Crab Bay, Tenakee Inlet (2 UAM);

57.7500, -135.0167, Chichagof Island, Trap Bay, Tenakee Inlet (3

UAM); 57.7806, -135.2167, Chichagof Island, Tenakee Springs,

Sunny Cove,Tenakee Inlet (4 UAM); 57.7833, -135.6333, Chichagof

Island, Tenakee Inlet, Seal Bay drainage (5 UAM); 57.7833, -

135.1167, Chichagof Island, Tenakee Springs, Tenakee Inlet (1 UAM);

57.7833, -134.9500, Chichagof Island, Tenakee Inlet (1 UAM);

57.7833, -135.1167, Chichagof Island, Tenakee Springs, Tenakee Inlet

(1 UAM); 57.7833, -135.1500, Chichagof Island, 4.5 km E Tenakee

Springs (2 UAM); 57.7833, -135.1167, Chichagof Island, Tenakee

Springs, Tenakee Inlet (2 UAM); 57.7833, -134.9500, Chichagof

Island, Tenakee Inlet (3 UAM); 57.8000, -135.9167, Chichagof Island,

Lisianski River (2 UAM); 57.8167, -136.1500, Chichagof Island, Otter

Lake (39 UAM); 57.8333, -135.0500, Chichagof Island, Pavlof River

drainage (1 UAM); 57.8667, -135.7667, Chichagof Island (1 UAM);

57.8833, -135.0667, Chichagof Island, Freshwater Bay Rd. (27 UAM);

57.9094, -135.5489, Chichagof Island, upper Tenakee Inlet (2 UAM);

57.9097, -135.5489, Chichagof Island, upper Tenakee Inlet (15 UAM);

57.9333, -135.6000, Chichagof Island, Salt Lake Bay, Port Frederick

(4 UAM); 57.9394, -135.6083, Chichagof Island, NE side of Island (3

UAM); 57.9397, -135.6072, Chichagof Island, NE side of Island (6

UAM); 57.9500, -135.6333, Chichagof Island, Salt Lake Bay, Port

Frederick (129 UAM); 57.9575, -134.3072, Chichagof Island, Salt

Lake Bay, Port Frederick (12 UAM); 57.9575, -135.4900, Chichagof

Island, Salt Lake Bay, Port Frederick (39 UAM); 57.9667, -134.9333,

Chichagof Island (2 UAM); 57.9750, -135.6583, Chichagof Island,

Salt Lake Bay, Port Frederick (12 UAM); 57.9833, -135.4167,

Chichagof Island, Game Creek, upper (1 UAM); 58.0792, -135.4778,

Chichagof Island, Game Creek (1 UAM); 58.2167, -135.5000,

Chichagof Island, upper Port Frederick (1 UAM); 57.0167, -135.6833,

Kruzof Island, south coast (2 UAM); 57.1667, -135.7333, Kruzof

Island, Shelikof Bay (10 UAM); 57.1667, -135.7333, Kruzof Island,

born in captivity to female taken at Shelikof Bay (2 UAM); 57.3031,

-135.8247, Kruzof Island, Sea Lion Cove (5 UAM); 57.3167, -

135.7667, Kruzof Island, Kalinin Bay, old cannery site (4 UAM);

57.3333, -135.7833, Kruzof Island, head of Kalinin Bay (2 UAM);

57.7028, -135.7156, Moser Island (17 UAM); 57.2494, -135.6514,

Partofshikof Island, southern tip of is., at narrows, across from Kruzof

Isand (4 UAM); 57.9314, -134.2367, Swan Island, off Admiralty

Island (1 MVZ). SKAGWAY QUAD: 59.0400, -136.2167, Muir

Glacier morraine (1 CAS);  Muir Inlet, Glacier Bay (3 USNM);

59.0992, -135.2103, mouth of Yeldagalga Creek (1 UAM); 59.1333,

-135.3667, Chilkat Peninsula (5 UAM); 59.2617, -135.5597, 3.9 miles

Haines Hwy/WNW of Haines City limits (17 UAM); 59.2861, -

136.1085, west end of Takhin Ridge (1 UAM); 59.3167, -135.5667,

Haines, Chilkoot Lk Pk (2 UAM); 59.3661, -135.7994, 10 km E, 9 km

S Klukwan (4 UAM); 59.3667, -135.8000, 18 mile Haines Highway (3

UAM); 59.3833, -135.8500, 23 mile Haines Highway (3 UAM);

59.4083, -135.9556, 24 mile Haines Highway (6 UAM); 59.4108,

-136.0025, Klehini R, 5 km W Klukwan (1 UAM); 59.4147, -

136.0972, Porcupine River (2 UAM); 59.4147, -136.0619, Porcupine

River (3 UAM); 59.4522, -136.0272, Mosquito Lake (9 UAM);

59.5000, -135.2666667 (4 UAM); 59.5317, -135.3481, Dyea, mouth

W branch Taiya R (11 UAM); 59.5333, -135.0833, Laughton Glacier

(1 UAM); 59.5333, -135.3500, Taiya R, N of West Creek; 5 mi N, 1.5

mi W of Skagway (8 UAM); 59.5397, -136.1056 (1 UAM); 59.5500,

-135.1 (2 UAM); 59.5667, -135.1167, Glacier, 15km NE Skagway (3

UAM); 59.5747, -136.1567 (3 UAM); 59.5926, -135.8921, Klukwah

Mountain (4 UAM); 59.6142, -135.1669, White Pass; 1.6 km S

USA/Canada border on Klondike Highway (3 UAM); 59.6158, -

135.1683, White Pass (1 UAM). SUMDUM QUAD: 57.4294, -

133.9389, Admiralty Island, W Gambier Bay (52 UAM); 57.5333,

-133.9500, Admiralty Island, N arm of Gambier Bay (7 UAM);

57.8167, -133.9833, Admiralty Island, Glass Penninsula opposite Dorn

Island (3 UAM); 57.2997, -133.8217, East Brother Island (6 UAM);

57.2903, -133.8447, West Brother Island (6 UAM); 57.1669, -

133.2531, Farragut Bay North Arm (4 UAM); 57.2164, -133.5014,

Cape Fanshaw (1 UAM); 57.3667, -133.4667, 8.5 mi SE Goldbelt

logging camp, Hobart Bay (45 UAM); 57.5500, -133.4833, Windham

Bay (3 UAM); 57.5833, -133.3667, Chuck River (3 UAM). TAKU

RIVER QUAD: 57.0367, -133.9586, Limestone Inlet (12 UAM);
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57.0367, -133.9583, Limestone Inlet (1 UAM); 58.0333, -133.9667,

Stephens Passage, Limestone Inlet (1 UAM); 58.0367, -133.9583,

Limestone Inlet (22 UAM); 58.1833, -133.3167, Crescent Lake (38

UAM); 58.2000, -133.4000, Whiting River drainage, Crescent Lake (1

UAM); 58.5333, -133.6833, Fish Creek (1 UAM); 58.5500, -133.6833,

Canyon Island (10 UAM); 58.5444, -133.6805, Fish Creek (61 UAM).
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Western Heather Vole
Phenacomys intermedius Merriam, 1889

OTHER COMMON NAMES. None.

TAXONOMY. The taxonomic relationship
between eastern and western North America
populations are unresolved, with some authors
recognizing the specific distinctiveness of P.
intermedius in the mountainous West from P.
ungava across boreal Canada (e.g., Musser and
Carleton, 2005). The affinity of heather voles
from Southeast Alaska  is unknown, but
according to Hall (1981) P. i. intermedius is the
subspecies in closest proximity to Alaska
populations.

Phenacomys intermedius intermedius
Original Description. 1889. Phenacomys

intermedius Merriam, N. Amer. Fauna,
2:32, October 30.

Type Locality. A basaltic plateau, 5500 ft.,
about 20 mi. NNW Kamloops, British
Columbia.

Type Specimen. NMC 780.
Range. Central British Columbia south to

New Mexico.

REVISIONS AND REVIEWS. McAllister and
Hoffmann (1988), Hallett (1999).

STATUS. IUCN-Least concern.

DISTRIBUTION.  The heather vole occurs widely
across boreal Canada and the mountainous
regions of western U.S. and British Columbia
(Hall, 1981; Nagorsen, 2005).  Near Southeast
Alaska, it has been taken on the east side of the
Coast Mountains in Canada near Hazelton,
Telegraph Creek, Atlin, Dezadeash Lake, Chilkat
Pass, and Kluane Lake (Youngman, 1975; Hall,
1981; Nagorsen and Jones, 1981; Nagorsen,
2005). In 1995, we found this species in
subalpine habitat 2 km inside British Columbia
near Hyder, Alaska.
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 The occurrence of this vole from within
Alaska has now been documented as follows
(MacDonald et al., 2004): one from above
treeline in the Chilkat Range east of Excursion
Inlet on 11 August 1996; three captured along
the Titan Trail between 1130-1220 m. near Hyder
on 23 September 1999.
 Fossil remains of heather voles have been
found in abundance inside limestone caves on
Prince of Wales Island. All dated material is older
than the last glacial maximum (Heaton and
Grady, 2003).

 Further inventory of the Coastal Mountains
should expand our understanding on the
distribution, taxonomic relationships, and
evolutionary history of this vole in Southeast
Alaska.

SPECIMENS. JUNEAU QUAD: 58.41667, -135.4333,

Excursion Inlet, E side in mountains (1 UAM). KETCHIKAN

QUAD: 55.8300, -130.0500, Reverdy Mts., Titan Trail N of Hyder,

T68S R100E, Sec6 NW1/4 of NW1/4 (3 UAM).

Northern Bog Lemming
Synaptomys borealis (Richardson, 1828)

OTHER COMMON NAMES. Lemming Mouse,
Wrangell Lemming Mouse.

TAXONOMY. Jarrell and Fredga (1993),
following Koenigswald and Martin (1984) and
Repenning and Grady (1988), consider
Mictomys the appropriate generic name for the
northern bog lemming. Hall (1981) recognized 9
subspecies; 1 occurs in Southeast Alaska.

Synaptomys borealis truei
Original Description. 1896. Synaptomys

   (Mictomys) truei Merriam, Proc. Biol. Soc.
Washington, 10:63, March 19.

Type Locality. Skagit Valley, Skagit Co.,
Washington.

Type Specimen. USNM 3798/12101.
Range. Southeast Alaska, coastal British

Columbia, northwestern Washington.
Remarks. Includes Synaptomys (Mictomys)

wrangeli Merriam, 1896, Proc. Biol. Soc.
Washington, 10:63, March 19, type from
Wrangell, Alexander Archipelago, Alaska
(USNM 74720).
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REVISIONS AND REVIEWS. Jarrell and Fredga
(1993).

STATUS. IUCN-Least concern.

DISTRIBUTION. The distribution of the Northern
Bog Lemming in Southeast Alaska remains poor-
ly understood. The limited number of specimens
are from a scattering of mainland localities rang-
ing from the head of Portland Canal northward to
White Pass and the upper Lynn Canal. Island
records include Back, Betton, Gravina, Revilla-
gigedo, Kuiu, Kupreanof, and Wrangell islands.

SPECIMENS. BRADFIELD CANAL QUAD: 56.0833, -

131.1000, mouth of Unuk River (1 UAM); 56.2289, -131.4517, Tyee

(1 UAM). JUNEAU QUAD: 59.5292, -134.9078, Echo Cove (1

UAM). KETCHIKAN QUAD: 55.5333, -131.7500, Back Island (2

UAM); 55.5333, -131.8000, Betton Island (13 UAM); 55.3500, -

131.7000, Gravina Island, mouth of Government Creek (1 UAM);

55.6000, -131.6333, Revillagigedo Island, Loring (1 UAM); 55.6167,

-131.9667, Helm Bay, Cleveland Peninsula (1 UAM); 55.7667, -

130.8833, Chickamin River, Wolf Cabin (2 UAM); 55.8300, -

130.0500, T68S R100E, Sec6 NW1/4 of NW1/4 N of Hyder (1 UAM);

55.8511, -130.9347, Chickamin River area (1 UAM).

PETERSBURG QUAD: Kupreanof Island, Portage Bay area (1

MSB); 56.2697, -132.0706, Wrangell Island, Fools Creek (1 UAM);

Wrangell Island, Wrangell (5 USNM); 56.6333, -132.3667, Stikine

River, Farm Island (1 UAM). PORT ALEXANDER QUAD:

56.7067, -134.2421, Kuiu Island, Rowan Bay (1 MSB). PRINCE

RUPERT QUAD: 54.9833, -131.0000, Foggy Bay, Kirk Point (1

UAM). SKAGWAY QUAD: 59.3456, -135.7697, 11 km E, 12 km S

Klukwan River (2 UAM); 59.3661, -135.7994,10 km E, 9 km S

Klukwan (1 UAM); 59.5333, -135.3500, Taiya R drainage, N of West

Cr; 5 mi N, 2 mi W of Skagway (1 UAM). SUMDUM QUAD: Port

Snettisham (1 MVZ); Thomas Bay (4 MVZ). TAKU RIVER QUAD:

58.0367, -133.9583, Limestone Inlet (1 UAM); 58.2000, -133.4000,

Whiting River drainage, Crescent Lake (1 UAM); 58.3167, -133.9667,

Turner Creek (1 UAM); 58.1778, -133.9583, Turner Creek (1 UAM).
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Family Muridae Illiger, 1811

House Mouse
Mus musculus Linnaeus, 1758

OTHER COMMON NAMES. None.

TAXONOMY. The form inhabiting Alaska may be
the introduced race Mus musculus domesticus

(Schwarz and Schwarz, 1943). Variation among
North American populations has not been
studied. This subspecies is considered a distinct
species by Marshall and Sage (1981).
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DISTRIBUTION. Introduced from Europe, this
mouse is commensal with man, inhabiting urban
and agricultural areas primarily. In his archived
notes, C. P. Streator (1895*) mentions catching
three Mus in the forest near Juneau.
 Only four specimens that date from 1891 to
1946 have been preserved from the region. The

current status of this non-native species is
unknown.

SPECIMENS. PETERSBURG QUAD: 56.4670, -132.3780,

Wrangell Island, Wrangell (1 CAS). SITKA QUAD: 57.0500, -

135.3330, Baranof Island, Sitka (1 CAS, 2 SDMNH).

Brown Rat
Rattus norvegicus (Berkenhout, 1769)

OTHER COMMON NAMES.  Norway Rat, Barn
Rat.

TAXONOMY. Hall (1981) listed one subspecies
for North America, R. n. norvegicus.  Nagorsen
(1990) indicates that the taxonomy of North
American populations is obscured by multiple
accidental introductions by humans.

DISTRIBUTION. Rattus norvegicus is a
commensal, non-native rat.  Specimens are from
near human populations on Baranof, Mitkof,
Revillagigedo, and Douglas islands, and on the
mainland from Juneau. Brown rats have been

seen at Sitka’s landfill (MacDonald and Cook,
1996), and along the waterfront at Ketchikan (S.
Brockmann, pers. comm.).

SPECIMENS. JUNEAU QUAD: 58.2778, -134.3931, Douglas

Island, Douglas (1 UAM); 58.3083, -134.4083, Juneau (1 USNM).

KETCHIKAN QUAD: 55.0000, -131.0000, Revillagigedo Island,

Ketchikan, North Point Higgins Rd., near milepost 14 N Tongass Hwy

(1 UAM); Revillagigedo Island, Ketchikan (2 USNM).

PETERSBURG QUAD: 56.8029, -133.1750, Mitkof Island,

Petersburg (2 USNM). SITKA QUAD: 57.0500, -135.3330, Baranof

Island, Sitka (1 CMNH).
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OTHER COMMON NAMES. Porcupine.

TAXONOMY. Two subspecies have been
recognized in Southeast Alaska (Hall, 1981).

Erethizon dorsatum myops
Original Description. 1900. Erethizon

epixanthus myops Merriam, Proc.
Washington Acad. Sci., 2:27, March 14.

Type Locality. Portage Bay, Alaska
Peninsula, Alaska.

Type Specimen. USNM 59140.
Range. Southwestern and central Alaska

eastward to Alberta.

Erethizon dorsatum nigrescens
Original Description. 1903. Erethizon

epizanthus [sic] nigrescens J. A. Allen,
Bull. Amer. Mus. Nat. Hist., 19:558,
October 10.

Type Locality. Shesley River, British
Columbia.

Type Specimen. AMNH 20772.
Range. Southeast Alaska, British Columbia,

Washington.

REVISIONS AND REVIEWS. Woods (1973).

STATUS. IUCN-Least concern.

DISTRIBUTION. Porcupines are found along the
mainland of Southeast Alaska, and on some of
the islands in close proximity, including Douglas,
Etolin, Hassler, Kupreanof, Mitkof, Revillagigedo,
and Wrangell islands (MacDonald and Cook,
1996). Specimens are few, however, suggesting
further effort is needed to clarify the distribution
and status of this species in the region.

SPECIMENS. JUNEAU QUAD: 58.3403, -134.5442, Douglas

Island (1 UAM);  58.3500, -134.6833, Auke Bay ferry terminal, Juneau

(1 UAM);  58.7889, -135.0278, mouth of Slate Creek (1 UAM);

59.5292, -134.9078, Echo Cove (1 UAM); Glacier Bay, Pt. Gustavus

(1 USNM). KETCHIKAN QUAD: 55.3167, -130.4833, Boca De

Quadra (1 MVZ). PETERSBURG QUAD: 56.8917, -133.1917,

Kupreanof Island, east Duncan Salt Chuck cabin (1 UAM);  Wrangell

Island (1 FMNH); 56.5167, -132.4000, mouth Stikine River (1 CAS);

57.0080, -132.9833, Thomas Bay (1 MVZ); LeConte Bay (2 CAS).

PRINCE RUPERT QUAD: 54.7750, -130.7333, Fort Tongass (1

USNM). SKAGWAY QUAD: 59.1500, -135.3500, Chilkat

Peninsula 7 mi. SSE Haines (2 KU);  59.1667, -135.3667, Chilkat

Peninsula, 500m W Ansley Is, mouth of unnamed creek (1 UAM);

59.5510, -135.1222, Glacier, White Pass (1 USNM); Skagway (1

USNM).

Family Erethizontidae Bonaparte, 1845

North American Porcupine
Erethizon dorsatum (Linnaeus, 1758)
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OTHER COMMON NAMES. None.

TAXONOMY. The species is monotypic (Hall,
1981).

Ochotona collaris
Original Description. 1893. Lagomys

collaris Nelson, Proc. Biol. Soc.
Washington, 8:117, December 21.

Type Locality. Near head Tanana River,
about 200 mi. S Fort Yukon, Alaska.

Type Specimen. USNM 14384/36297.
Range. Alaska and northwestern Canada.

REVISIONS AND REVIEWS. MacDonald and
Jones (1987).

STATUS. IUCN-Least concern.

DISTRIBUTION. The Collared Pika is only
known in Southeast Alaska from White Pass, at
the border of Alaska and British Columbia
(MacDonald and Cook, 1996). This species may
be present in other montane areas along the
northern mainland.

SPECIMENS. SKAGWAY QUAD: 59.6000,  -135.1667,

White Pass, 500 mi S USA/Canada border along railroad (1 UAM);

59.6161,  -135.1383, White Pass (1 UAM); White Pass (2 UCLA).

 Key to the Lagomorphs of Southeast Alaska

 1. �  Hind legs scarcely larger than front legs; no visible tail; skull lacking supraorbital process on

frontal ..........................................................................…....… Collared Pika, Ochotona collaris
�  Hind legs notably larger than front legs; tail short but obvious; skull with supraorbital process on

frontal ……………………..……….......................….…… Snowshoe Hare, Lepus americanus

Order Lagomorpha Brandt, 1855
Family Ochotonidae Thomas, 1897

Collared Pika
Ochotona collaris (Nelson, 1893)
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OTHER COMMON NAMES. Varying Hare,
Snowshoe Rabbit.

TAXONOMY. Considered L. a. dalli by Hall
(1981);  monotypic by Nagorsen (1985).

Lepus americanus dalli
Original Description. 1900. Lepus

americanus dalli Merriam, Proc.
Washington Acad. Sci., 2:29, March 14.

Type Locality. Nulato, Alaska.
Type Specimen. USNM 8996/7579.
Range. Alaska and northwestern Canada.
Remarks. Includes L. a. macfarlani Merriam

as synonymized by Youngman (1975).

REVISIONS AND REVIEWS. Nagorsen (1985).

STATUS. IUCN-Least concern.

DISTRIBUTION. Snowshoe Hares are limited to
the northern mainland of Southeast Alaska. They
are known to regularly occur in the Chilkat Valley

near Haines, and at Dyea in the vicinity of
Skagway (MacDonald and Cook, 1996). Hares
are occasionally found in the Taku River Valley
near the Canada border (MacDonald and Cook,
1996). Home (1973) reported sightings of hares
at Glacier Bay and on the Alsek River. R. Nelson
(pers. comm., 1999) reported their regular
occurrence in the Yakutat area. A report of hares
at the mouth of the Stikine River (Manville and
Young, 1965) has not been substantiated.
 Snowshoe Hares now present on Douglas
Island and nearby on the mainland were proba-
bly derived from the wild population near Haines
sometime in the early 1900s (MacDonald and
Cook, 1996).
 A number of transplant attempts in
Southeast Alaska were considered failures
(Burris and McKnight, 1973; MacDonald and
Cook, 1996).

SPECIMENS. JUNEAU QUAD: 58.2583, -134.275, Douglas

Island (1 UAM). SKAGWAY QUAD:  59.7500, -135.9333, Wells,

Chilkat Valley (5 MVZ, 6 UCLA).

Family Leporidae Fischer, 1817

Snowshoe Hare
Lepus americanus Erxleben, 1777
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OTHER COMMON NAMES. None.

TAXONOMY. For a discussion of the taxonomic
and distributional status of this species, see the
Sorex palustris account.

Sorex alaskanus
Original Description. 1900. Sorex navigator

alaskanus Merriam, Proc. Washington
Acad. Sci., 2:18, March 14.

Type Locality. Point Gustavus, Glacier Bay,
Alaska.

Type Specimen. USNM 97713.
Range. Known only from the type locality.

STATUS. HERITAGE-GHQ (historical, possibly
extinct?); IUCN-Least concern. Previously
known only from two specimens collected in
1899 at Point Gustavus, the type locality (see S.
palustris map). Since then, only one additional
specimen has been preserved: a male taken at
Bartlett Cove on 22 June 1970 (UAM 49979).
Additional specimens would help clarify
taxonomic and distributional status.

SPECIMENS. JUNEAU QUAD: Point Gustavus, Glacier Bay

(2 USNM);  58.4500, -135.9167, Bartlett Cove (1 UAM)

Cinereus Shrew
Sorex cinereus Kerr, 1792

OTHER COMMON NAMES. Common Shrew,
Masked Shrew, Streator Shrew.

TAXONOMY. Two subspecies have been
recognized in this region. Sorex c. streatori is the
widespread taxon while S. c. cinereus is known
only from White Pass (MacDonald and Cook,
1996). Populations of Sorex cinereus from three
mainland localities in Southeast Alaska exhibited
minimal levels of variation in mitochondrial DNA
sequences (Demboski, 1999; Demboski and

Cook, 2003); however, geographic variation
across the archipelago has not been examined.

Sorex cinereus cinereus
Original Description. 1792. Sorex arcticus

cinereus Kerr, Animal Kingdom, p. 206.
Type Locality. Severn Settlement (= Fort

Severn), Ontario.
Type Specimen. USNM 84556.
Range. Northern Alaska through most of

Canada and western U.S.

Key to the Shrews of Southeast Alaska

1. �  Third unicuspid tooth (U3) noticeably smaller than the fourth …..............................................… 2

�  Third unicuspid tooth (U3) equal to or larger than than the fourth …..... Cinereus Shrew, Sorex
cinereus

2. �  Skull relatively large (usually >19 mm); hind foot more than 18 mm greater than 65 mm;  pelage

grayish-black, never distinctly brown ...... American Water Shrew, Sorex palustris (includes S.
alaskanus)

�  Skull, hind foot smaller;  pelage distinctly brown …...........… Dusky Shrew, Sorex monticolus

Order Soricomorpha Gregory, 1910
Family Soricidae Fischer von Waldheim, 1817

Glacier Bay Water Shrew
Sorex alaskanus Merriam 1900
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Sorex cinereus streatori
Original Description. 1895. Sorex

personatus streatori Merriam, N. Amer.
Fauna, 10:62, December 31.

Type Locality. Yakutat, Alaska.
Type Specimen. USNM 73537.
Range. Pacific Coast from Prince William

Sound, Alaska, to Washington.

REVISIONS AND REVIEWS. Van Zyll de Jong
(1983, 1991), Whitaker (2004).

DISTRIBUTION. The Cinereus Shrew is found
along the entire coastal mainland of Southeast
Alaska, on islands of the Alexander Archipelago
north of Sumner Strait, and on islands in close
proximity to the mainland south of  Sumner Strait
(MacDonald and Cook, 1996). Island records
include Baranof, Bell, Black, Chichagof, Deer,
Douglas, Emmons (J. Whitman, pers. comm.),
Etolin, Gedney, Grant, Gravina, Halleck, Hassler,
Herbert Graves, Kadin, Krestof, Kruzof, Kuiu,
Kupreanof, Lemesurier, Lester (Beardslee Is.),
Mitkof, Moser, Partofshikof, Read, Revillagigedo,
Wrangell, and Yakobi Islands. Specimen records
(2 KU) indicating the co-occurrence of this shrew
with S. monticolus on the Inian Islands in Icy
Strait between Chichagof Island and the
mainland are intriguing. Additional sampling on
these islands should be completed.

SPECIMENS. BERING GLACIER QUAD: Cape Yakataga

(4 CAS). BRADFIELD CANAL QUAD: 56.0031, -131.9847, Deer

Island (7 UAM); 56.0083, -131.9925, Deer Island (2 UAM); 56.0108,

-131.5672, E side Reflection Lake (26 UAM); 56.0269, -130.0706 (1

UAM); 56.0578, -131.9669, south side of Frosty Bay (1 UAM);

56.0833, -131.1000, mouth of Unuk River, (27 UAM); 56.2206, -

131.4736, Tyee (3 UAM). CRAIG QUAD: 55.7500, -132.1833,

Union Bay, N shore at mouth (4 UAM). JUNEAU QUAD: 57.7167,

-135.2167, Chichagof Island, Kadashan Bay, Tenakee Inlet (1

UAM);58.0000, -135.7333, Chichagof Island, Salt Lake Bay (1

UAM); 58.0667, -135.4667, Chichagof Island, Game Creek (25

UAM); 58.0667, -135.0667, Chichagof Island, Whitestone Harbor (1

UAM); 58.0792, -135.4778, Chichagof Island, Game Creek (14

UAM); 58.1333, -135.4667, Chichagof Island, 1.5 mi NW Hoonah,

Cannery (2 UAM); 58.1833, -135.5500, Chichagof Island, mouth of

Gallagher Creek, 7 mi NW of Hoonah (2 UAM); 58.2333, -135.8167,

Chichagof Island, 4.3 mi SSW of Pt. Adolphus (1 UAM); 58.2583,

-134.2750, Douglas Island, Douglas Harbor (1 UAM); 58.2839, -

134.5203, Douglas Island (1 UAM); 58.2967, -134.5447, Douglas

Island (2 UAM); 58.3169, -134.5533, Douglas Island, Fish Creek (2

UAM); Lester Island, Beardslee Is., (1 KU); 58.2833, -135.0667,

Howard Bay (4 UAM); 58.2833, -135.0500 (10 UAM); 58.3000,

-134.4000 (2 UAM); 58.3000, -135.2000, W side Lynn Canal near jct

with Icy Strait, No Use Cr (1 UAM); 58.3333, -134.6000, Auke Bay

area, Mendenhall River (13 UAM); 58.4000, -134.5500, Mendenhall

Glacier Road (1 UAM); 58.4000, -134.9500, Point Retreat (1 UAM);

58.4167, -135.4333, Excursion Inlet (25 UAM); 58.4500, -135.8833,

Bartlett Cove, 10 km NW Gustavus Airport (24 UAM); 58.4833,

-134.7833, Peterson Creek, mile 25 N Glacier Hwy. (18 UAM);

58.5222, -134.8000, Eagle River (1 UAM); 58.5333, -134.8000, Eagle

River Beach, 15 1/2 mi N, 15 3/4 mi W of (1 UAM); 58.5333,

-133.6833, Taku River, Fish Creek (3 UAM); 58.5750, -134.5750,

Mendenhall Lake (1 UAM); 58.7881, -134.9356, creek South of Antler

River (21 UAM); 58.7889, -135.0278, mouth of Slate Creek (8 UAM);

58.9833, -134.7667, Peterson Creek, mile 25 N Glacier Hwy. (2

UAM); 59.5292, -134.9078, Echo Cove (5 UAM); 59.5292, -

134.3661, Echo Cove (38 UAM); Auke Bay; Dairy Farm Road (1

UAM). KETCHIKAN QUAD: 55.9175, -131.5589, Bell Island,

SSW point of island (4 UAM); 55.8878, -131.6847, Black Island (8

UAM); 55.8561, -131.7061, Gedney Island (4 UAM); 55.5500, -

131.7167, Grant Island (7 UAM); 55.3500, -131.7000, Gravina Island,
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mouth of Government Creek (2 UAM); 55.9169, -131.6653, Hassler

Island, 2.5 km N Fin Point (25 UAM); 55.3167, -131.6000,

Revillagigedo Island, Forest Park Drive (1 UAM); 55.3333, -131.6333,

Revillagigedo Island (13 UAM); 55.3417, -131.6458, Revillagigedo

Island (17 UAM); 55.4000, -131.7000, Revillagigedo Island (3 UAM);

55.4125, -131.7000, Revillagigedo Island, Ward Lake, Grassy Point (1

UAM); 55.4167, -131.7000, Revillagigedo Island, frog pond near

Ward Lk (2 UAM); 55.5000, -131.0000, Revillagigedo Island, Ella

Bay (12 UAM); 55.5803, -130.9683, Revillagigedo Island, SW

Manzanita Bay (3 UAM); 55.5856, -130.9881, Revillagigedo Island,

Manzanita Bay (1 UAM); 55.6947, -131.6281, Revillagigedo Island,

Margaret Cove (7 UAM); 55.7667, -131.0167, Revillagigedo Island,

Behm Canal, Portage Cove (3 UAM); 55.8167, -131.3667,

Revillagigedo Island, Orchard Lake (1 UAM); 55.8375, -131.4667,

Revillagigedo Island, Klu Bay tidal flat (3 UAM); 55.3717, -131.6861,

Revillagigedo Island, Ketchikan, Carlanna Lake (1 UAM); 55.2908,

-130.8236, E Skull Creek, Smeaton Bay (2 UAM); 55.5450, -

130.8703, Point Louise, Rudyerd Bay (1 UAM); 55.5544, -130.8592,

Rudyerd Bay (1 UAM); 55.7056, -130.8928, Ledge Point, Walker

Cove (2 UAM); 55.7289, -131.8539, Port Stewart (1 UAM); 55.8167,

-130.9000, mouth of Chickamin River (1 UAM); 55.9667, -131.6167,

Cleveland Pen., 43.5 mi N of Bailey Bay (2 UAM); 55.9667, -

130.0667 (1 UAM); 56.0269, -130.0706, Salmon River mouth of

Texas Creek (2 UAM). MT. FAIRWEATHER QUAD: 58.3011,

-136.0969, Lemesurier Island (4 UAM); 58.1000, -136.4667, Yakobi

Island, Soapstone Cove (2 UAM); Torch Bay, Glacier Bay NP (13

KU); N. Lituya Bay, Glacier Bay NP (3 KU). PETERSBURG

QUAD: 56.0581, -132.0022, Deer Island (1 UAM);  56.0333, -

132.0167, Deer Island (7 UAM); 56.0581, -132.0022, Deer Island,

East side of Island (4 UAM); 56.0683, -132.0175, Deer Island, (5

UAM); 56.0833, -132.3500, Etolin Island (1 UAM); 56.1667, -

132.4500, Etolin Island, Anita Bay (4 UAM); 56.1833, -132.4500,

Etolin Island, Anita Bay (4 UAM); 56.1833, -132.5333, Etolin Island,

Anita Bay area (2 UAM); 56.1867, -132.6328, Etolin Island (1 UAM);

56.6167, -132.4333, Stikine River, Farm Island (3 UAM); 56.6333,

-132.4167, Stikine River, Farm Island, Ellis Cabin (6 UAM); 56.5136,

-132.4581, Kadin Island, N Kadin Island (5 UAM); 56.5167, -

132.3000, Kadin Island, S end (1 UAM); 56.5333, -132.4500, Kadin

Island, N Kadin Island (2 UAM); 56.6667, -133.7333, Kuiu Island (1

UAM); 56.7167, -133.6833, Kupreanof Island, Irish Creek (2 UAM);

56.8333, -133.3667, Kupreanof Island (7 UAM); 56.8500, -133.3667,

Kupreanof Island, old growth forest behind Towers Arm cabin (3

UAM); 56.8667, -133.3167, Kupreanof Island (5 UAM); 56.8667,

-133.3333, Kupreanof Island (1 UAM); 56.7333, -132.8833, Mitkof

Island, Twin Creek (1 UAM);56.0000, -132.0000, Mitkof Island (1

UAM); 56.5061, -132.8589, Mitkof Island, Woodpecker Cove (2

UAM); 56.5300, -132.7500, Mitkof Island, Ohmer Cr, 22.5 mile

Mitkof Highway (3 UAM); 56.5333, -132.7500, Mitkof Island, Ohmer

Cr 22.5 mi Mitkof Hwy (9 UAM); 56.5431, -132.7789, Mitkof Island,

Woodpecker Cove (1 UAM); 56.5833, -132.7667, Mitkof Island, 22.5

mi Mitkof Hwy (2 UAM); 56.5833, -132.8333, Mitkof Island, 3/4 mi

S Blind Slough Picnic Area (2 UAM); 56.5833, -132.7667, Mitkof

Island (9 UAM); 56.5833, -132.8333, Mitkof Island (1 UAM);

56.6000, -132.7333, Mitkof Island, beaver pond 1.5 mi N Ohmer

Campground (3 UAM); 56.6000, -132.7000, Mitkof Island, upper

Ohmer Creek (1 UAM); 56.6667, -132.8333, Mitkof Island (3 UAM);

56.7167, -132.9167, Mitkof Island, Twin Creeks Road, 5 mi S (1

UAM); 56.7333, -132.8833, Mitkof Island, Twin Creek (2 UAM);

56.7333, -132.8833, Mitkof Island, Twin Creek (1 UAM); 56.7333,

-132.9667, Mitkof Island, Wrangell Narrows (4 UAM); 56.7500, -

132.9500, Mitkof Island, 19.25 mi Mitkof Highway (1 UAM); Mitkof

Island (5 UAM); 56.2333, -132.1333, Wrangell Island (30 UAM);

56.2561, -132.3303, Wrangell Island, Nemo Point (1 UAM); 56.2667,

-132.1333, Wrangell Island, Earl West Marsh (9 UAM); 56.2667,

-132.2500, Wrangell Island, McCormick Creek (5 UAM); 56.2833,

-132.1667, Wrangell Island, Nemo Rd. extension (1 UAM); 56.3183,

-132.3083, Wrangell Island, 2 mi S McCormick Creek, N side of Main

Line Rd. (9 UAM); 56.3183, -132.2861, Wrangell Island, 4 mi S

McCormick Creek, S side of Main Line Rd. (19 UAM); 56.3183,

-132.3083, Wrangell Island (7 UAM); 56.3500, -132.3333, Wrangell

Island, Trout Lake, mouth of Pat Creek (14 UAM); 56.4000, -

132.2500, Wrangell Island (1 UAM); 56.4500, -132.2667, Wrangell

Island (2 UAM); 56.4692, -132.3456, Wrangell Island (32 UAM);

56.5000, -132.2833, Wrangell Island (11 UAM); 56.3636, -132.0081,

Berg Bay (2 UAM); 56.6750, -132.2833, Stikine River, Limb Island (2

UAM); 56.7000, -132.2500, Stikine River, Figure Eight Lake (2

UAM); 56.7728, -132.6075, Jap Creek (6 UAM); 56.9661, -132.8167

(4 UAM); 57.0083, -132.9833, Thomas Bay (1 UAM); 58.6633, -

134.9058, Stikine River, Mallard Slough (31 UAM). PORT

ALEXANDER QUAD: 56.5903, -134.8603, Baranof Island,

Plotnikof Lake (24 UAM); 56.8333, -134.7000, Baranof Island, Red

Bluff Bay (4 UAM); 56.0500, -134.1667, Kuiu Island, Howards Cove

(1 UAM); 56.3167, -134.0667, Kuiu Island (3 UAM); 56.3214, -

134.0717, Kuiu Island, Affleck Canal (4 UAM); 56.3214, -134.0708,

Kuiu Island, trail between Affleck Canal & Petrof Bay (5 UAM);

56.5000, -134.0333, Kuiu Island, Aleck's Creek (4 UAM); Kuiu

Island, Point Decision, next to lighthouse (2 UAM); Kuiu Island,

Rowan Bay (2 UAM); 56.6672, -134.2428, Kuiu Island (1 UAM);

Kuiu Island, tributary of Brown Creek (1 UAM). PRINCE RUPERT

QUAD: 54.8167, -130.6500, inlet, 2 km NW of Willard Inlet mouth (3

UAM); 54.9833, -131.0000, Foggy Bay, Kirk Point (12 UAM);

54.9436, -130.3336, Gwent Cove, Hidden Inlet, Pearse Canal (8

UAM); 55.9500, -130.7500, head of Nakat Inlet (6 UAM). SITKA

QUAD: 57.0500, -135.2167, Baranof Island (15 UAM);  57.0625,

-135.3333, Baranof Island, ca. 0.5 km up Gavin Hill Trail (3 UAM);

57.0667, -135.2667, Baranof Island, Indian River's east side (11

UAM); 57.0667, -135.3333, Baranof Island (4 UAM); 57.1333, -

135.3500, Baranof Island, creek to Starrigavan Bay, 5 1/2 mi N, 1 mi

W (5 UAM); 57.1333, -135.7333, Baranof Island, Starrigavan Bay (3

UAM); 57.1333, -135.3667, Baranof Island (3 UAM); 57.1333, -

135.3667, Baranof Island (3 UAM); 57.2667, -134.8333, Baranof

Island, Kelp Bay, middle arm (13 UAM); 57.2667, -134.8333, Baranof

Island (2 UAM); 57.7833, -135.1500, Baranof Island, 4.5 km E

Tenakee Springs (8 UAM); 57.3667, -134.8833, Baranof Island,

Catherine “Island” (3 UAM); 57.4197, -135.7200, Chichagof Island,

Suloia Lake (26 UAM); 57.5000, -135.0500, Chichagof Island (1

UAM); 57.6390, -136.0814, Chichagof Island, Klag Bay (7 UAM);

57.6400, -136.0826, Chichagof Island, Klag Bay (5 UAM); 57.6404,

-136.0823, Chichagof Island, Klag Bay (2 UAM); 57.7000, -135.2167,

Chichagof Island, Kadashan River, Tenakee Inlet (87 UAM); 57.7000,

-135.0000, Chichagof Island, mt near jct Chatham St & Tenakee Inlet;

9.7 mi SE Tenekee Sp (2 UAM); 57.7228, -136.1719, Chichagof Island

(1 UAM); 57.7833, -135.6333, Chichagof Island, Tenakee Inlet, Seal

Bay drainage (2 UAM); 57.8000, -135.9167, Chichagof Island,

Lisianski River (2 UAM); 57.8011, -136.1375, Chichagof Island, Otter

Lake (1 UAM); 57.8167, -136.1500, Chichagof Island, Otter Lake (21

UAM); 57.8333, -135.0500, Chichagof Island, Pavlof River drainage

(33 UAM); 57.9333, -135.6000, Chichagof Island, Salt Lake Bay, Port

Frederick (2 UAM); 57.9397, -135.6072, Chichagof Island, NE side of

Island (1 UAM); 57.9500, -135.6333, Chichagof Island, Salt Lake Bay,

Port Frederick (41 UAM); 57.9575, -135.4928, Chichagof Island, Salt

Lake Bay, Port Frederick (1 UAM); 57.9750, -135.6583, Chichagof

Island, Salt Lake Bay, Port Frederick (11 UAM); 57.9833, -135.4167,

Chichagof Island, upper Game Creek (1 UAM); 58.0667, -135.4667,

Chichagof Island, Game Creek (1 UAM); 58.0792, -135.4778,

Chichagof Island, Game Creek (1 UAM); Chichagof Island, Salt Lake

Bay (6 UAM); 57.2333, -135.4833, Halleck Island, NW Halleck Pt.

(11 UAM); Herbert Graves Island (1 collected in 1996 by UAM but

apparently lost); 57.2008, -135.5169, Krestof Island, DeGroff Bay (8

UAM); 57.0167, -135.6833, Kruzof Island, coast across from St.

Lazaria I (3 UAM); 57.1667, -135.7333, Kruzof Island, Shelikof Bay

(20 UAM); 57.1833, -135.6167, Kruzof Island, Mud Bay (8 UAM);

57.3031, -135.8247, Kruzof Island, Sea Lion Cove (14 UAM);

57.3167, -135.7667, Kruzof Island, Kalinin Bay, old cannery site (6

UAM); 57.3333, -135.7833, Kruzof Island, head of Kalinin Bay (19

UAM); 57.7000, -135.7000, Moser Island (3 UAM); 57.7028, -

135.7156, Moser Island (13 UAM); 57.2494, -135.6514, Partofshikof

Island (2 UAM); 57.2710, -135.6250, Partofshikof Island (6 UAM).

SKAGWAY QUAD: 59.1500, -135.3500, Haines, Chilkat St Pk (1

UAM); 59.1625, -135.3578, Chilkat Peninsula; Mud Bay (18 UAM);

59.1667, -135.3667, Chilkat Peninsula, 500m W  Ansley Island, mouth

of creek (1 UAM); 59.2617, -135.5597, 3.9 miles Haines Hwy/WNW

of Haines City limits (39 UAM); 59.3167, -135.5667, Haines, Chilkat

St Pk (1 UAM); 59.3333, -135.7500, 18 mi Haines Highway (9 UAM);

59.3456, -135.7697, 11 km E, 12 km S Klukwan (20 UAM); 59.3661,

-135.7994, 10 km E, 9 km S Klukwan (19 UAM); 59.3666, -135.7982,

17 mile Haines Highway (1 UAM); 59.4108, -135.0025 (1 UAM);

59.4667, -135.3500, (8 UAM); 59.4950, -136.0717, 9 km W, 10 km N
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Klukwan (1 UAM); 59.5000, -135.2667, mi 3.6 Klondike Hwy; 3.1 mi

N, 1.6 mi E of (1 UAM); 59.5003, -135.3542, Taiya River tidal flats (3

UAM); 59.5031, -135.3456, 500 m S Taiya River bridge (3 UAM);

59.5317, -135.3481, Dyea, mouth W branch Taiya R (9 UAM);

59.5333, -135.3500, Taiya R drainage, N of West Cr; 5 mi N, 1.5 mi

W of (6 UAM); 59.5500, -135.1000, Glacier (1 UAM); 59.5747,

-136.1567 (34 UAM); 59.6142, -135.1669, White Pass; 1.6 km S

USA/Canada border on Klondike Highway (2 UAM); Southwest end

of Chilkat Peninsula (2 UAM). SUMDUM QUAD: 57.1167, -

133.1833, Read Island (1 UAM); 57.1697, -133.2531, Farragut Bay

North Arm (3 UAM); 57.2164, -133.5014, Cape Fanshaw (11 UAM);

57.3667, -133.4667, 4 mi SE Goldbelt logging camp, Hobart Bay (6

UAM). TAKU RIVER QUAD: 57.0367, -133.9586, Limestone Inlet

(1 UAM); 58.0333, -133.9667, Stephens Passage, Limestone Inlet (1

UAM); 58.0367, -133.9583, Limestone Inlet (7 UAM); 58.0367, -

133.7917, Limestone Inlet (1 UAM); 58.2000, -133.4000, Whiting

River drainage, Crescent Lake (1 UAM). YAKUTAT QUAD:

59.0694, -138.3486, Doame River, beach side (2 UAM); 59.4139,

-139.0086, Harlequin Lake (1 UAM); 59.4139, -139.0086, Lakeshore

Harlequin Lake (2 UAM); 59.4153, -139.0086, Harlequin Lake (1

UAM); 59.4153, -139.0114, Horsetail Bog on Harlequin Lake Trail (1

UAM); 59.4158, -139.0222, Harlequin Lake Trail (1 UAM); 59.4500,

-139.2000, Yakutat, Antlen Creek (1 UAM); 59.4936, -139.7289, 3 mi

SE Yakutat, Cannon Beach (2 UAM); 59.5000, -139.6667, Yakutat,

near Forest Service bunkhouse (6 UAM); 59.5131, -139.6794, Yakutat

Forest Service bunkhouse (11 UAM); 59.5333, -139.9000, Yakutat (1

UAM); 59.5500, -139.7333, Yakutat (3 UAM).

Dusky Shrew
Sorex monticolus Merriam, 1890

OTHER COMMON NAMES. Montane Shrew,
Vagrant Shrew, Warren Island Shrew.

TAXONOMY. Five subspecies have been
recognized in Southeast Alaska (Hall, 1981;
Alexander, 1996). Representatives of S.
monticolus from Southeast Alaska were included
in an assessment of mitochondrial DNA variation
(cytochrome b and ND4 genes) (Demboski,
1999; Demboski and Cook, 2001). Two highly
divergent clades (likely distinct species) occur in
the region so the coast was probably colonized
twice during the Holocene (Lessa et al., 2003).
The mainland area between Juneau and

Skagway may be a zone of contact between
these lineages.

Sorex monticolus alascensis
Original Description. 1895. Sorex obscurus

alascensis Merriam, N. Amer. Fauna,
10:76, December 31.

Type Locality. Yakutat, Alaska.
Type Specimen. USNM 73539.
Range. Coastal Alaska from Prince William

Sound to the Taku Inlet and Admiralty
Island (Alexander 1996).

Remarks. Includes Sorex glacialis Merriam,
1900, Proc. Washington Acad. Sci., 2:16,
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March 14, type from Point Gustavus, E
side of entrance to Glacier Bay, Alaska
(USNM 97709)

Sorex monticolus elassodon
Original Description. 1901. Sorex

longicauda elassodon Osgood, N. Amer.
Fauna, 21:35, September 26.

Type Locality. Cumshewa Inlet near old
Indian village of Clew, Moresby Island,
Queen Charlotte Islands, British Columbia.

Type Specimen. USNM 100597.
Range. Central and southern outer islands of

the Alexander Archipelago of Southeast
Alaska (excluding Coronation and Warren
islands) to Haida Gwaii (Queen Charlotte
Islands), British Columbia.

Sorex monticolus longicauda
Original Description. 1895. Sorex obscurus

longicauda Merriam, N. Amer. Fauna,
10:74, December 31.

Type Locality. Wrangell, Alaska.
Type Specimen. USNM 74711.
Range. Taku River, Alaska to River Inlet,

British Columbia.
Remarks. Alexander (1996:29) indicated that

the correct spelling of this subspecies is
“longicaudus” to agree in gender with the
masculine Sorex and monticolus.

Sorex monticolus malitiosus
Original Description. 1919. Sorex obscurus

malitiosus Jackson, Proc. Biol. Soc.
Washington, 32:23, April 11.

Type Locality. E side Warren Island, Alaska.
Type Specimen. MVZ 8401.
Range. Warren and Coronation islands,

Alexander Archipelago, Southeast Alaska.

Sorex monticolus obscurus
Original Description. 1891. Sorex vagrans

similis Merriam, N. Amer. Fauna, 5:34,
July 30.

Type Locality. Timber Creek, Lemhi
Mountain (= Salmon River Mts.), 8200 ft.
(2,440 m), Lemhi Co., Idaho.

Type Specimen. USNM 23525/30943.
Range. North- and east-central Alaska

through the Rocky Mountain states.
Remarks. Shrews from the upper Lynn Canal

area of Southeast Alaska were included in
this taxon by Alexander (1996).

REVISIONS AND REVIEWS. Hennings and
Hoffmann (1977), van Zyll de Jong (1983), Smith
and Belk (1996).

STATUS. IUCN-Least concern.

DISTRIBUTION. The Dusky Shrew is found
throughout the mainland, including a nunatak
“island” in the Juneau Ice Fields (PSM), and on
most of the islands of the Alexander Archipelago
except Baranof and Chichagof and nearby
islands (MacDonald and Cook, 1996).
 This shrew has been collected from the
following islands in the Alexander Archipelago:
Admiralty, Anguilla, Annette, Baker, Barrier,
Beardslee (including Lester and Young), Bell,
Betton, Black, Cap, Coronation, Dall, Deer, Dog,
Douglas, Duke, Eagle, Etolin, Forrester, Gedney,
Gravina, Hassler, Heceta, Hoot, Hotspur, Inian,
Kadin, Kosciusko, Kuiu, Kupreanof, Lemesurier,
Long, Lowrie, Lulu, Marble, Mary, Mitkof, Noyes,
Owl, Percy, Pleasant, Prince of Wales,
Revillagigedo, San, San Fernando, San Juan
Bautista, Sangao, Santa Rita, Shelikof, Shelter,
Shrubby, Spanish, Stone, Suemez, Sullivan,
Tuxekan, Warren, Woewodski, Woronkofski,
Wrangell, and Zarembo.

SPECIMENS. BERING GLACIER QUAD: Cape Yakataga

(10 CAS). BRADFIELD CANAL QUAD: 56.0031, -131.9847, Deer

Island (4 UAM);  55.9997, -131.5664, SW side Reflection Lake (1

UAM); 56.0092, -131.5756, W side Reflection Lake (3 UAM);

56.0108, -131.5672, W side Reflection Lake (2 UAM); 56.0269, -

130.0706 (2 UAM); 56.0578, -131.9669, S side of Frosty Bay (3

UAM); 56.0833, -131.1000, mouth of Unuk River (6 UAM); 56.1847,

-131.6297, Eagle Bay (6 UAM); 56.1847, -131.6286, Eagle Bay (1

UAM); 56.1886, -131.5811, Duck Point (4 UAM); 56.1914, -

131.6781, Hoya Creek (1 UAM); 56.2206, -131.4736, Tyee (9 UAM);

56.2289, -131.4517, Tyee (2 UAM). CRAIG QUAD: 55.6667, -

133.5167, Anguilla Island (2 UAM); 55.3667, -133.6000, Baker

Island, NW of section 17 of Port San Antiono (8 UAM); 55.8917,

-133.3750, Cap Island (7 UAM); 55.8833, -134.2333, Coronation

Island, NE side, across from Spanish Islands (2 UAM); 55.9167,

-134.2500, Coronation Island, Aats Bay , beach fringe (2 UAM);

55.9250, -134.3208, Coronation Island, Egg Harbor (10 UAM);

55.1228, -133.1117, Dall Island, Hook Arm, Sea Otter Harbor (1

UAM); 55.2094, -133.1381, Dall Island, North Bay (1 UAM);

55.2600, -133.1239, Dall Island, Tlevak Narrows (1 UAM); 55.8833,

-133.5000, Eagle Island (7 UAM); 55.7500, -133.5000, Heceta Island,

Port Alice (5 UAM); 55.7667, -133.4500, Heceta Island, Chuck Lake

(2 UAM); 55.7833, -133.6333, Heceta Island, lake near Cone Peak (1

UAM); 55.7986, -133.5336, Heceta Island (2 UAM); 55.7986, -

133.5336, Heceta Island (1 UAM); 55.8000, -133.6667, Heceta Island,

Dead Tree Point (9 UAM); 55.8000, -133.6500, Heceta Island, Port

Alice (1 UAM); 55.8031, -133.5914, Heceta Island, Port Alice (1

UAM); 55.8833, -133.3833, Hoot Island (1 UAM); 55.9189, -

133.6850, Kosciusko Island (5 UAM); 55.9828, -133.6050, Kosciusko

Island, 2 mi NE Edna Bay (1 UAM); 55.4397, -133.4553, Lulu Island

(1 UAM); 55.4500, -133.4500, Lulu Island (2 UAM); 55.9667, -

133.4500, Marble Island (3 UAM); 56.0000, -133.4000, Marble Island

(1 UAM); 55.4500, -133.6500, Noyes Island, Kelly Cove (2 UAM);

55.4611, -133.6389, Noyes Island, Kelly Cove (3 UAM); 55.8833,

-133.4167, Owl Island (4 UAM); 54.6892, -132.5403, Prince of Wales

Island, North Thorne Bay (1 UAM); 55.0000, -131.9667, Prince of

Wales Island, Polk Inlet Road (3 UAM); 55.2667, -133.1167, Prince of

Wales Island, Tlevac Narrows (1 UAM); 55.2794, -133.1858, Prince

of Wales Island (1 UAM); 55.3342, -132.5311, Prince of Wales Island,

Polk Inlet (4 UAM); 55.3467, -132.8356, Prince of Wales Island, Polk

Inlet Road (4 UAM); 55.3500, -133.6000, Prince of Wales Island,

Thorne Bay Ranger District (1 UAM); 55.3575, -132.5194, Prince of

Wales Island, Polk Inlet (1 UAM); 55.3808, -132.4778, Prince of
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Wales Island, Goose Bay, Polk Inlet (1 UAM); 55.3961, -132.4578,

Prince of Wales Island, Old Tom Creek (11 UAM); 55.3992, -

132.4094, Prince of Wales Island, Old Tom Creek (10 UAM); 55.4167,

-132.4667, Prince of Wales Island, Polk Inlet (2 UAM); 55.4333,

-132.8267, Prince of Wales Island (1 UAM); 55.4539, -132.3264,

Prince of Wales Island, Smith Cove, Skowl Arm (18 UAM); 55.4611,

-132.6917, Prince of Wales Island (1 UAM); 55.4667, -133.0667,

Prince of Wales Island, head of Crab Bay (1 UAM); 55.5000, -

132.6950, Prince of Wales Island, Maybeso Creek (1 UAM); 55.5500,

-133.0742, Prince of Wales Island, Klawock Lake, along beach fringe,

Fireweed Lodge (7 UAM); 55.5667, -133.0667, Prince of Wales Island

(2 UAM); 55.6917, -132.8653, Prince of Wales Island, S shore,

Control Lk, 16 mi W Thorne Bay (6 UAM); 55.6975, -132.7731,

Prince of Wales Island, Rio Roberts (11 UAM); 55.7167, -132.8167,

Prince of Wales Island, Ball's Lake, 15 mi W Thorne Bay (3 UAM);

55.7667, -132.6333, Prince of Wales Island, Thorne River Flats (1

UAM); 55.8333, -133.1500, Prince of Wales Island, Staney Cr Cabin,

25 mi WNW Thorne Bay (7 UAM); 55.4500, -133.3583, San Fernando

Island, Pt. Amargura (53 UAM); 55.4500, -133.3667, San Fernando

Island (1 UAM); 55.4733, -133.3894, San Fernando Island (6 UAM);

55.9500, -133.3667, San Island (1 UAM); 55.4258, -133.3186, San

Juan Bautista Island, Point Cambon (1 UAM); 55.4433, -133.2947,

San Juan Bautista Island, Point Eugenia (3 UAM); 55.9167, -133.3000,

Sangao Island (5 UAM); 55.4072, -133.4667, Santa Rita Island (3

UAM); 55.2639, -133.0019, Shelikof Island (8 UAM); 55.9414, -

134.1273, Spanish Islands, southern-most island (1 UAM); 55.9000,

-132.3167, Stone Islands, S of Etolin Island (1 UAM); 55.2667, -

133.3500, Suemez Island, SE, near Ridge Island (4 UAM); 55.2789,

-133.3139, Suemez Island (3 UAM); 55.2789, -133.3161, Suemez

Island, Port Refugio (4 UAM); 55.2833, -133.3000, Suemez Island,

Port Refugio (6 UAM); 55.2847, -133.3344, Suemez Island, Port

Refugio (3 UAM); 55.2928, -133.3231, Suemez Island, Port Refugio

(1 UAM); 55.3000, -133.3000, Suemez Island, Port Refugio (1 UAM);

55.3031, -133.3000, Suemez Island, Port Refugio (1 UAM); 55.8833,

-133.3667, Tuxekan Island, Northwest side (3 UAM); 55.9000, -

133.3333, Tuxekan Island (1 UAM); 55.8750, -133.8417, Warren

Island, Warren Cove (6 UAM); 55.7500, -132.1833, , Union Bay, N

shore at mouth (17 UAM). DIXON ENTRANCE QUAD: 54.8000,

-132.4333, Barrier Islands, E side Middle Island (3 UAM); 54.7442,

-132.7711, Dall Island (4 UAM); 54.8000, -132.8500, Dall Island,

Essowah Lakes (1 UAM); 54.8069, -132.7692, Dall Island, Pond Bay

(1 UAM); 54.9167, -133.0833, Dall Island, Gold Harbor Lake, above

harbor (1 UAM); 55.2094, -133.1381, Dall Island, North Bay (1

UAM); 55.2500, -133.1167, Dall Island, Tlevac Narrows, Turn Point

(2 UAM); 54.8000, -133.5167, Forrester Island, Eagle Harbor (2

UAM); 54.8214, -133.5208, Forrester Island, Eagle Harbor (18 UAM);

54.8167, -132.6833, Long Island, Nina Cove (1 UAM); 54.8172,

-132.7064, Long Island, SE of Bolles Inlet (4 UAM); 54.8500, -

133.5333, Lowrie Island (17 UAM); 54.7667, -132.1833, Prince of

Wales Island, Nichols Lake (9 UAM). JUNEAU QUAD: 58.1000,

-134.3167, Admiralty Island, head of Seymour Canal (7 UAM);

58.4000, -134.9500, Admiralty Island, Point Retreat (1 UAM);

58.5211, -135.9183, Beardslee Is. (1 MVZ); 58.2967, -134.5447,

Douglas Island (2 UAM); 58.3169, -134.5533, Douglas Island, Fish

Creek (3 UAM); 58.3333, -134.6000, Douglas Island, 10 mi N

Douglas, Fish Creek (1 UAM); Lester Island, Beardslee Is. (1 KU);

58.3286, -135.6194, Pleasant Island (6 UAM); 58.3617, -135.5731,

Pleasant Island, N side at mouth of creek (7 UAM); 58.3667, -

134.8167, Shelter Island, Hand Troller Cove (1 UAM); Sullivan

Island, SE end (8 KU); Young Island, Beardslee Is. (3 KU); 58.2833,

-135.05 (1 UAM); 58.2833, -135.0667, Howard Bay (4 UAM);

58.3000, -134.4 (1 UAM); 58.3000, -134.4166667 (7 UAM); 58.3111,

-133.9083, Turner Lake (1 UAM); 58.3333, -134.6000, Auke Bay

area, Mendenhall River (1 UAM); 58.3667, -134.6333, Mendenhall

wetlands (1 UAM); 58.4000, -134.9500, Point Retreat (1 UAM);

58.4083, -134.5750, Mendenhall Lake (2 UAM); 58.4167, -134.5667,

Mendenhall Glacier moraine, NE of (3 UAM); 58.4167, -135.4333,

Excursion Inlet, W side (13 UAM); 58.4167, -135.4333, Howards Bay

(1 UAM); 58.4167, -135.4333333 (1 UAM); 58.4500, -135.8833,

Bartlett Cove, 10 km NW Gustavus Airport (24 UAM); 58.4667,

-135.8500, Bartlett Cove 10km NW of Gustavus Airport (3 UAM);

58.4833, -134.7833, Peterson Creek, mile 25 N Glacier Hwy. (7

UAM); 58.5333, -134.8000, Eagle River Beach, 15 1/2 mi N, 15 3/4

mi W of (1 UAM); 58.5506, -135.4792, Chilkat Range, 6.5 km NNE

Excursion Inlet (2 UAM); 58.7881, -134.9356, creek South of Antler

River (15 UAM); 58.7889, -135.0278, mouth of Slate Creek (16

UAM); 58.9833, -134.7667, Peterson Creek, mile 25 N Glacier Hwy.

(3 UAM); 59.5292, -134.9078, Echo Cove (6 UAM); 59.5292, -

134.3661, Echo Cove (30 UAM); Auke Bay; Dairy Farm Road (1

UAM); Cowee Creek (2 UAM). KETCHIKAN QUAD: 55.1036,

-131.3650, Annette Island, Crab Bay (16 MSB); 55.9194, -131.5131,

Bell Island, 300 m W bench mark VOW2 (9 UAM); 55.5333, -

131.8000, Betton Island (23 UAM); 55.8878, -131.6847, Black Island

(3 UAM); 55.8561, -131.7061, Gedney Island (3 UAM); 55.1783,

-131.8058, Gravina Island, Phocena Bay (6 UAM); 55.3500, -

131.7000, Gravina Island, mouth of Government Creek (3 UAM);

55.9169, -131.6653, Hassler Island, 2.5 km N Fin Point (6 UAM);

55.0833, -131.2333, Mary Island, Customhouse Cove (1 UAM);

55.3167, -131.6000, Revillagigedo Island, Forest Park Drive (2 UAM);

55.3333, -131.6333, Revillagigedo Island (13 UAM); 55.3417, -

131.6458, Revillagigedo Island (17 UAM); 55.4000, -131.7167,

Revillagigedo Island, Tongass Ave (1 UAM); 55.4125, -131.7028,

Revillagigedo Island, Ward Lake, Grassy Point (5 UAM); 55.4147,

-131.6958, Revillagigedo Island, Ward Lake (4 UAM); 55.4167, -

131.7000, Revillagigedo Island, frog pond near Ward Lk (1 UAM);

55.4894, -131.5986, Revillagigedo Island, Lake Harriet Hunt (1

UAM); 55.5000, -131.0000, Revillagigedo Island, Ella Bay (27

UAM); 55.5803, -130.9683, Revillagigedo Island, SW Manzanita Bay

(3 UAM); 55.5825, -130.9669, Revillagigedo Island, SW Manzanita

Bay (2 UAM); 55.5903, -130.9714, Revillagigedo Island, Manzanita

Bay (1 UAM); 55.6333, -131.3667, Revillagigedo Island, head of

Carroll Inlet (2 UAM); 55.6947, -131.6281, Revillagigedo Island,

Margaret Cove (1 UAM); 55.7667, -131.0167, Revillagigedo Island,

Behm Canal, Portage Cove (8 UAM); 55.7678, -131.0833,

Revillagigedo Island, Portage Cove (1 UAM); 55.8167, -131.3667,

Revillagigedo Island, Orchard Lake (5 UAM); Revillagigedo Island (4

UAM); 55.2908, -130.8236, E Skull Creek, Smeaton Bay (3 UAM);

55.5450, -130.8703, Point Louise, Rudyerd Bay (1 UAM); 55.5544,

-130.8592, Rudyerd Bay (2 UAM); 55.7289, -131.8539, Port Stewart

(1 UAM); 55.7667, -130.8833, Chickamin River, Wolf cabin (4

UAM); 55.8833, -130.7667, Chickamin River, near Leduc Junction (1

UAM); 55.9167, -130.0333, Hyder (1 UAM); 55.9167, -130.0167,

Hyder, Salmon River Valley, Titan Trail (1 UAM); 55.9333, -

130.0333, Hyder area (2 UAM); 55.9667, -130.0667, Hyder area (4

UAM). MT. FAIRWEATHER QUAD: 58.2583, -136.2986, Inian

Island (3 UAM); 58.2833, -136.0833, Lemesurier Island (2 UAM);

58.3011, -136.0958, Lemesurier Island (18 UAM); Dundas Bay,

Glacier Bay NP (2 KU); Torch Bay, Glacier Bay NP (26 KU); N.

Lituya Bay, Glacier Bay NP (16 KU). PETERSBURG QUAD:

56.0333, -132.0167, Deer Island (5 UAM); 56.0683, -132.0175, Deer

Island (1 UAM); 56.0833, -132.3500, Etolin Island (1 UAM); 56.1667,

-132.4500, Etolin Island, Anita Bay (14 UAM); 56.1833, -132.4833,

Etolin Island, Anita Bay area (2 UAM); 56.1833, -132.4500, Etolin

Island, Anita Bay area (17 UAM); 56.2000, -132.4667, Etolin Island

(2 UAM); 56.2211, -132.5089, Etolin Island (2 UAM); 56.3333, -

132.4500, Etolin Island (2 UAM); 56.5136, -132.4581, Kadin Island,

N Kadin Island (1 UAM); 56.5167, -132.3000, Kadin Island, S end (3

UAM); 56.5333, -132.4500, Kadin Island, N Kadin Island (6

UAM);56.0000, -133.4167, Kosciusko Island, Tokeen Bay, mouth

Sockeye Creek (1 UAM); 56.0500, -133.5500, Kosciusko Island (1

UAM); 56.6667, -133.7333, Kuiu Island, Rocky Pass (across from NW

end High Island) (4 UAM); 56.3667, -133.3167, Kupreanof Island (1

UAM); 56.7922, -133.7203, Kupreanof Island, Big John Bay (2

UAM); 56.8000, -133.7167, Kupreanof Island, Big John Bay (8

UAM); 56.8500, -133.3667, Kupreanof Island, head of Towers Arm (2

UAM); 56.8667, -133.3167, Kupreanof Island (2 UAM); 56.8667,

-133.3333, Kupreanof Island (1 UAM); 56.9500, -133.9000,

Kupreanof Island, Kake, near Kake Forest Service cabin (6 UAM);

54.7333, -132.8833, Mitkof Island, Twin Creek (2 UAM); 56.5333,

-132.7500, Mitkof Island, Ohmer Cr 22.5 mi Mitkof Hwy (1 UAM);

56.5833, -132.7667, Mitkof Island (1 UAM); 56.5833, -132.8333,

Mitkof Island, 3/4 mi S Blind Slough Picnic Area (7 UAM); 56.5833,

-132.7667, Mitkof Island (3 UAM); 56.5833, -132.8333, Mitkof Island

(2 UAM); 56.5833, -132.7667, Mitkof Island, 19.25 mi Mitkof

Highway (2 UAM); 56.5833, -132.8000, Mitkof Island, Petersburg

Range District (1 UAM); 56.6000, -132.4167, Mitkof Island, Ohmer

Creek (1 UAM); 56.6667, -132.8333, Mitkof Island, Ohmar Creek (8

UAM); 56.7167, -132.9167, Mitkof Island, Twin Creeks Road, 5 mi S
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(1 UAM); 56.7167, -132.8667, Mitkof Island, Twin Creek drainage (3

UAM); 56.7333, -132.9667, Mitkof Island, Wrangell Narrows (18

UAM); Mitkof Island (1 UAM); Mitkof Island, Ohmer Creek (2

UAM); Mitkof Island, upper Ohmer Creek (1 UAM); Mitkof Island (1

UAM); Mitkof Island, Twin Creek Road, 5mi S of (1 UAM); 56.1667,

-133.3167, Prince of Wales Island, near El Capitan trail head (2 UAM);

56.1744, -133.3692, Prince of Wales Island, Turn Creek, El Capitan

area (1 UAM); Prince of Wales Island, Bear's Plunge Cave, upper

passage (1 UAM); 56.2333, -132.9667, Shrubby Island, Ossipee

Channel (36 UAM); Woewodski Island (4 AMNH); 56.4000, -

132.5167, Woronkofski Island, Wedge Point (3 UAM); 56.4353, -

132.4967, Woronkofski Island (1 UAM); 56.2333, -132.1333,

Wrangell Island (44 UAM); 56.2358, -132.1456, Wrangell Island (1

UAM); 56.2561, -132.3303, Wrangell Island, Nemo Point (1 UAM);

56.2667, -132.1333, Wrangell Island, Earl West Marsh (3 UAM);

56.2667, -132.2500, Wrangell Island, McCormick Creek (1 UAM);

56.3183, -132.2861, Wrangell Island, 4 mi S McCormick Creek, S side

of Main Line Rd. (78 UAM); 56.3183, -132.3083, Wrangell Island, 2

mi S McCormick Creek, N side of Main Line Rd. (13 UAM); 56.3333,

-132.3333, Wrangell Island, Pat Creek (2 UAM); 56.3417, -132.3389,

Wrangell Island, Trout Lake, Pat Creek (2 UAM); 56.3500, -132.3333,

Wrangell Island, Trout Lake (19 UAM); 56.4000, -132.2500, Wrangell

Island (22 UAM); 56.4500, -132.2667, Wrangell Island (12 UAM);

56.4692, -132.3456, Wrangell Island (44 UAM); 56.5000, -132.2833,

Wrangell Island (24 UAM); 56.3333, -132.8333, Zarembo Island,

Saint John Harbor (11 UAM); 56.3333, -132.8500, Zarembo Island (1

UAM); 56.3500, -132.8333, Zarembo Island, Saint John Harbor (1

UAM); 56.3567, -132.8100, Zarembo Island, 0.13 mi W Spur Rd. (2

UAM); 56.4167, -133.0000, Zarembo Island, Saint John Harbor (10

UAM); 56.4500, -132.9500, Zarembo Island, Saint John Bay, near

USFS cabin (17 UAM); 56.2333, -132.2500, Stikine River, S bank, nr

Andrew Slough (1 UAM); 56.3636, -132.0081, Berg Bay (8 UAM);

56.5833, -132.4333, Stikine River, Sergief Island (2 UAM); 56.6167,

-132.4333, Stikine River, Farm Island, Binkley Slough Cabin (3

UAM); 56.6250, -132.4000, Stikine River, Farm Island, MacDonald

cabin (1 UAM); 56.6333, -132.4167, , Stikine River, Livingston

homestead (5 UAM); 56.6750, -132.2833, Stikine River, Limb Island

(1 UAM); 56.7000, -132.2500, Stikine River, Limb Island (4 UAM);

56.7000, -132.2500, Stikine River, Figure Eight Lake (15 UAM);

56.7728, -132.6075, Jap Creek (3 UAM); 56.9661, -132.8167 (3

UAM); 57.0083, -132.9833, Thomas Bay (3 UAM); 58.6633, -

134.9058, Stikine River, Mallard Slough (11 UAM). PORT

ALEXANDER QUAD: 56.0500, -134.1667, Kuiu Island, Howards

Cove (1 UAM); 56.3167, -134.0667, Kuiu Island (1 UAM); 56.3214,

-134.0717, Kuiu Island, head of Affleck Canal (4 UAM); 56.4333,

-134.2167, Kuiu Island, Explorer Basin (3 UAM); 56.5000, -134.0333,

Kuiu Island, Alecks Creek (5 UAM); 56.5833, -134.0000, Kuiu Island,

tributary of Brown Creek (3 UAM); Kuiu Island, Point Decision, next

to lighthouse (1 UAM); 56.7100, -134.2317, Port Alexander, Kuiu

Island, Rowan Bay (7 UAM). PRINCE RUPERT QUAD: 54.9694,

-131.3383, Dog Island (3 UAM); 54.9722, -131.3386, Dog Island (5

UAM); 54.8214, -133.5208, Duke Island (1 UAM); 54.8256, -

133.5208, Duke Island (4 UAM); 54.9483, -131.4889, Duke Island (12

UAM); 54.9622, -131.4256, Duke Island, Ryus Bay (11 UAM);

54.9750, -131.3333, Duke Island, Pond Bay (9 UAM); 54.9686, -

131.5128, Hotspur Island (5 UAM); 54.9578, -131.5450, Percy Island

(8 UAM); 54.8167, -130.6500, inlet, 2 km NW of Willard Inlet mouth

(3 UAM); 54.9500, -130.7500, head of Nakat Inlet (1 UAM); 54.9833,

-131.0000, Foggy Bay, Kirk Point (14 UAM); 54.9436, -130.3336,

Gwent Cove, Hidden Inlet, Pearse Canal (6 UAM). SITKA QUAD:

57.4333, -134.5500, Admiralty Island (2 UAM); 57.6286, -134.4028,

Admiralty Island, Distance Lake (3 UAM); 57.6314, -134.3808,

Admiralty Island, Distin Lake (13 UAM); 57.8361, -134.3072,

Admiralty Island, Windfall Harbor (15 UAM). SKAGWAY QUAD:

57.1697, -133.2531, Chilkat Peninsula 500m W  Ansley Island mouth

of creek (1 UAM); 59.1500, -135.3500, Haines, Chilkat St Pk (2

UAM); 59.1625, -135.3578, Chilkat Peninsula, Mud Bay (14 UAM);

59.2500, -135.4167, Haines area (2 UAM); 59.2617, -135.5597, 3.9

miles Haines Hwy/WNW of Haines City limits (3 UAM); 59.2654,

-135.8769, Takhin Ridge (1 UAM); 59.3167, -135.5667, Haines,

Chilkoot Lk (4 UAM); 59.3333, -135.7500, 18 mi Haines Highway (1

UAM); 59.3661, -135.7994, 10 km E, 9 km S Klukwan (2 UAM);

59.4147, -136.0972, Porcupine River (1 UAM); 59.4147, -136.0619,

Porcupine River (5 UAM); 59.4333, -135.95 (1 UAM); 59.5031,

-135.3456, 500 m S Taiya River bridge (1 UAM); 59.5317, -135.3481,

Dyea, mouth W branch Taiya R (2 UAM); 59.5747, -136.1566667 (1

UAM); 59.5926, -135.8921, Klukwah Mountain (4 UAM); 59.6066,

-135.8535, Klukwah Mountain (6 UAM); 59.6158, -135.1683, White

Pass (2 UAM); 59.6164, -135.1397, White Pass (1 UAM); 59.6232,

-136.0750, Tohitkah Mountain (2 UAM); 59.6253, -136.0893,

Tohitkah Mountain (3 UAM); 59.6374, -136.1291, Mount Ashmun (1

UAM); Dyea (8 UAM). SUMDUM QUAD: 57.4294, -133.9389,

Admiralty Island, W Gambier Bay (6 UAM); 57.5333, -133.9500,

Admiralty Island, N arm of Gambier Bay (1 UAM); 57.8361, -

134.3072, Admiralty Island, Windfall Harbor (1 UAM); 57.1697,

-133.2531, Farragut Bay North Arm (3 UAM); 57.2164, -133.5014,

Cape Fanshaw (8 UAM); 57.3667, -133.4667, Hobart Bay (12 UAM);

57.5833, -133.3667, Chuck River (2 UAM); 57.7667, -133.5167,

Power's Creek, Endicott Arm (1 UAM); 57.8833, -133.6500, Williams

Cove, Tracy Arm (1 UAM). TAKU RIVER QUAD: 58.0333, -

133.9667, Stephens Passage, Limestone Inlet (4 UAM); 58.0367,

-133.9586, Limestone Inlet (1 UAM); 58.0367, -133.9583, Limestone

Inlet (3 UAM); 58.2000, -133.4000, Whiting River drainage, Crescent

Lake (2 UAM); 58.5167, -133.7333, Taku River drainage, Wright

River mouth (1 UAM); 58.5333, -133.6833, Taku River, Fish Creek (1

UAM). YAKUTAT QUAD: 59.1000, -138.2667, Doame River (4

UAM); 59.0694, -138.3486, Doame River, beach side (3 UAM);

59.4139, -139.0086, Lakeshore Harlequin Lake (3 UAM); 59.4153,

-139.0086, Harlequin Lake (18 UAM); 59.4158, -139.0222, Harlequin

Lake Trail (5 UAM); 59.4333, -139.5667, Yakutat, beach near Situk R

(1 UAM); 59.4500, -139.2000, Yakutat, Antlen Creek (1 UAM);

59.4936, -139.7289, 3 mi SE Yakutat, Cannon Beach (2 UAM);

59.5000, -139.6667, Yakutat, near Forest Service Cabin (11 UAM);

59.5131, -139.6794, Yakutat, near Forest Service bunkhouse (19

UAM); 59.5500, -139.7333, Yakutat (9 UAM).

American Water Shrew
Sorex palustris Richardson, 1828

OTHER COMMON NAMES. Water Shrew,
Mountain Water-shrew, Navigator Shrew.

TAXONOMY. Of the nine subspecies listed by
Hall (1981), only one occurs in Alaska. Sorex
alaskanus is restricted to Glacier Bay and may
be a subspecies of S. palustris (see S. alaskanus
account). Results of a recent molecular study
(O’Neill et al., 2005) suggest that S. palustris
may comprise two species: S. palustris (a boreal

eastern form) and S. navigator (a western
montane or Cordilleran form that includes all
Alaska populations).

Sorex palustris navigator
Original Description. 1858. Neosorex

navigator Baird, Mammals, in Rep. Expl.
Surv. Railr. to Pacific, 8, pt. 1 (Washington,
1857), p. 11, July 14.
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Type Locality.  Near head of Yakima River,
Cascade Mountains, Kittitas County,
Wash.

Type Specimen.  USNM 629/1780.
Range. Alaska, east to northwestern North-

west Territories, south to southcentral Cal-
ifornia, southern Utah, northern New
Mexico, and isolated populations in the
White Mountains of Arizona.

REVISIONS AND REVIEWS. Beneski and
Stinson (1987), O”Neill et al. (2005).

STATUS. IUCN-Least concern.

DISTRIBUTION. Until recently, the American
Water Shrew, S. palustris, in Southeast Alaska
was believed to occur only along the coastal
mainland. The few specimen records of this
semi-aquatic shrew range from Hyder to the
Chilkat Valley near Haines (MacDonald and
Cook, 1996).
 In the 1998 field season a water shrew was
captured by hand in Fool’s Creek, Wrangell
Island, the first record of this species in the
Alexander Archipelago. Unsubstantiated but
convincing reports elsewhere in the archipelago
include one seen along Ward Creek,
Revillagigedo Island, in 1999 (M. Brown, pers.

comm.), and the capture (and eventual discard)
by NOAA fish biologists of several very large and
dark shrews (identified as S. palustris) in minnow
traps set in the Big John Bay watershed on
Kupreanof Island in the mid-1980s (M. Lorenz,
pers comm., 2004).
 Two male water shrews taken in 1899 by A.
K. Fisher from Point Gustavus, Glacier Bay, were
described as a new subspecies, S. navigator
alaskanus by Merriam (1900). The subsequent
elevation of these two specimens to full species
status as S. alaskanus by Jackson (1926, 1928)
has been questioned by Hall (1981) and Junge
and Hoffmann (1981; but see Hutterer, 2005).
Only one additional specimen of S. alaskanus
from Bartlett Cove on 22 June 1970 has been
preserved (UAM 49979).

SPECIMENS. BRADFIELD CANAL QUAD: 56.0269, -

130.0706, Salmon River, Hyder region (1 UAM). KETCHIKAN

QUAD: 55.9333, -130.0333, Hyder (1 UAM);  55.9069, -130.0253,

Hyder, Salmon River valley (1 UAM); 55.5500, -130.8670, Rudyard

Bay (1 UCLA). PETERSBURG QUAD: 56.2697, -132.0706,

Wrangell Island, Fools Creek (1 UAM); 57.0083, -132.9833, along

Muddy R, 2.5 mi S Thomas Bay (1 UAM); 56.6333, -132.4167,

Stikine River, Farm Island (1 UAM). SKAGWAY QUAD: 59.3333,

-135.7500, Haines, 13 mi Haines Hwy (3 UAM): 59.3667, -135.8000,

Haines, 18 mi Haines Hwy (2 UAM);  59.6232, -136.0750, Tohitkah

Mountain (1 UAM); 11 miles NW Kukwan (1 CAS); 4 mi. N, 9 mi. W

of Haines, E side of Chilkat River (2 KU); Haines (1 USNM).
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OTHER COMMON NAMES. None.

TAXONOMY. No subspecies are currently
recognized (Hall, 1981).

Lasionycteris noctivagans
Original Description. 1891. V[espertilio]

noctivagans Le Conte, in McMurtrie,
Animal Kingdom, 1: [app.]431.

Type Locality. Eastern United States.
Type Specimen. Not known to exist.
Range. Southeast Alaska and southern

Canada across the entire continental U.S.

REVISIONS AND REVIEWS. Kunz (1982).

STATUS. IUCN-Least concern.

DISTRIBUTION. Until recently this species was
known for Southeast Alaska from one specimen
(AMNH 213141), a juvenile female found

roosting on 4 November 1964 in an old gill net in
a shed near the Alaska/British Columbia border
on Canyon Island, Taku River (Barbour and
Davis, 1969).
 Three new specimens (Parker et al., 1997),
all collected in January, include a specimen
(UAM 20738) found in a woodpile 15 km south of
Wrangell, a specimen (UAM 30100) found dead
clinging to the side of a house in Petersburg, and
a specimen (UAM 30099) found alive in a house
entryway in Ketchikan.

SPECIMENS. PETERSBURG QUAD: 56.3667, -132.3667,

Wrangell Island (1 UAM); 56.7500, -132.9333, Mitkof Island (1

UAM). KETCHIKAN QUAD: 55.3722, -131.0667, Revillagigedo

Island, 4 miles North Tongass Highway (1 UAM). TAKU RIVER

QUAD: 58.7167, -133.6750, Taku River, Canyon Island (1 AMNH).

Key to the Bats of Southeast Alaska

1. �  Pelage black-brownish with a frosting of white on back and usually on underside; skull with 36

teeth …………………………............…..….…… Silver-haired Bat Lasionycteris noctivagans
�  Pelage brownish without white frosting; skull with 38 teeth …..................................................... 2

2. �  Calcar with well developed keel …………………........................................................................ 3

�  Calcar without well developed keel …........................................................................................... 4

3. �  Underwing furred outward to a line from the elbow to the knee … Long-legged Myotis, Myotis
volans

�  Underwing not furred …................................................ California Myotis, Myotis californicus

4. �  Ears long (> 17 mm), when laid forward extends about 4 mm beyond tip of nose; fur dark brown

without glossy sheen …................................................................. Keen’s Myotis, Myotis keenii
�  Ears shorter (< 17 mm), when laid forward reaches only to nostril; fur reddish brown with glossy

sheen …............................................................. .................. Little Brown Bat, Myotis lucifugus

Order Chiroptera Blumenbach, 1779
Family Vespertilionidae Gray, 1821

Silver-haired Bat
Lasionycteris noctivagans (Le Conte, 1831)
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OTHER COMMON NAMES. Californian Myotis.

TAXONOMY. The Alaska specimens were
included under the subspecies M. c. caurinus by
Hall (1981).

Myotis californicus caurinus
Original Description. 1897. Myotis

californicus caurinus Miller, N. Amer.
Fauna, 13:72, October 16.

Type Locality. Massett, Graham Island,
Queen Charlotte Islands, British Columbia.

Type Specimen. USNM 72219.
Range. Southeast Alaska to California.

REVISIONS AND REVIEWS. Simpson (1993).

STATUS. IUCN-Least concern.

DISTRIBUTION. Grinnell (1918) and Miller and
Allen (1928) reported two specimens of M.
californicus from Howkan, Long Island (MVZ)
More recently, two M. californicus skulls were
discovered in El Capitan Cave on Prince of
Wales Island (UAM 22143, 22144; Parker et al.,
1997).  A third live animal was collected there in
February 1992 (UAM 20498). Samples of skin,
hair, and feces were sequenced from an
additional eight California myotis netted and
released at three localities in the El Capitan area,
northern Prince of Wales Island in 1997-1998
(UAM 47035-37, 54529-31, 54533-34).

SPECIMENS. DIXON ENTRANCE QUAD: 54.8750, -

132.8014, Long Island, Howkan (2 MVZ). PETERSBURG QUAD:,

56.1667, -133.3167, Prince of Wales Island, El Capitan Cave (3

UAM); 56.1833, -133.3167, Prince of Wales Island, El Capitan cave

entrance (2 UAM);  56.1667, -133.2, Prince of Wales Island, Twin

Island Lake outlet (1 UAM); 56.1744, -133.3692, Prince of Wales

Island, Turn Creek, El Capitan area (5 UAM).

California Myotis
Myotis californicus (Audubon & Bachman, 1842)
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OTHER COMMON NAMES. Keen Bat, Keen's
Long-eared Bat, Keen's Long-eared Myotis.

TAXONOMY. At one time Myotis keenii included
two subspecies: M. k. keenii from the west coast
of North America, and M. k. septentrionalis of
east-central North America (Hall, 1981). Studies
by van Zyll de Jong (1979, 1985), however,
concluded that the two were separate species
distinguished by cranial and pelage characters.
Keen’s Myotis is morphologically and genetically
very similar to Long-eared Myotis, M. evotis, and
may be conspecific (COSEWIC, 2003; Burles et
al., 2004). No subspecies are currently
recognized (van Zyll de Jong, 1985).

Myotis keenii
Original Description. 1895. Vespertilio

subulatus keenii Merriam, Am. Nat.,
29:860, September.

Type Locality. Masset, Graham Island,
Queen Charlotte Islands, British Columbia.

Type Specimen. USNM 729220.
Range. North Pacific Coast, from Washington

to Southeast Alaska.

REVISIONS AND REVIEWS. Van Zyll de Jong
(1979, 1985), Fitch and Shump (1979), van Zyll
de Jong and Nagorsen (1994).

STATUS. IUCN-Least concern; BRITISH
COLUMBIA-Red (endangered or threatened);
COSEWIC-Data Deficient (COSEWIC, 2003).
The biology of M. keenii is poorly known and only

about 60 specimens of this coastal species have
been preserved. Whether this is an indication
that this species is actually rare, and thus a
species of concern for conservation, is unknown.
Nagorsen and Brigham (1993) suggest that so
little information is currently available on this
species that little can be said about its habitat
affinities.

DISTRIBUTION. Until recently, the occurrence of
Myotis keenii in Southeast Alaska was based on
a single specimen collected in 1887 at Ft.
Wrangell, Wrangell Island (USNM 187394). In
1993, a second specimen of Keen's Myotis was
collected at Turn Creek, Prince of Wales Island
(MacDonald and Cook, 1996). Based on DNA
sequences of the mitochondrial cytochrome b
gene (Cook, unpubl.), the specimen of M. keeni
reported by MacDonald and Cook (1996) and
Parker and Cook (1996) from Hoonah, Chichagof
Island in 1994 (UAM 29831) may have been
misidentified. Corroborative evidence is also
needed for one collected in Ketchikan on
Revillagigedo Island in August 1999 (UAM
55944), and another found rabid on northern
Prince of Wales Island in mid-July 2006
(Castrodale, 2006; D. Parker McNeill, pers.
comm.).

SPECIMENS. JUNEAU QUAD: 55.7500, -131.5000, Revilla-

gigedo Island, Ketchikan (1 UAM). PETERSBURG QUAD:

56.1667, -133.2833, Prince of Wales Island, Turn Creek, upstream

from Rd 15 bridge (1 UAM); 56.4667, -132.4333, Wrangell Island, Ft.

Wrangell (1 USNM).

Keen’s Myotis
Myotis keenii (Merriam, 1895)

Little Brown Myotis
Myotis lucifugus (Le Conte, 1831)

OTHER COMMON NAMES. Little Brown Bat,
Alaskan Little Brown Bat.

TAXONOMY. Six subspecies were recognized
by Hall (1981) with perhaps two occurring in
Southeast Alaska.

Myotis lucifugus alascensis
Original Description. 1897. Myotis lucifugus

alascensis Miller, N. Amer. Fauna, 13:63,
October 16.

Type Locality. Sitka, Baranof Island,
Alexander Archipelago, Alaska.

Type Specimen. USNM 77416.
Range. West coast of North America from

southeast Alaska to California, most of
British Columbia, and extreme western
Alberta.

Myotis lucifugus pernox
Original Description. 1911. Myotis pernox

Hollister, Smithson. Misc. Collect,
56(26):4, December 5.



65   CHIROPTERA: Vespertilionidae

Type Locality. Henry House, Alberta.
Type Specimen. USNM 174134.
Range. Central Alaska and northwestern

Canada.

REVISIONS AND REVIEWS. Fenton and
Barclay (1980).

STATUS. IUCN-Least concern. The extensive
karst system in Southeast Alaska may be an
important resource for M. lucifugus and probably
M. californicus and M. volans (if not other
species). Reconnaissance of several caves on
Prince of Wales Island in January 1992 (by JAC)
and since then by a number of cavers (Baichtal,
1993a; E. Lance, pers. comm., 2004) revealed
periodic use of the caves for roost sites. Those
data are preliminary and careful documentation
of bat use (including seasonality) should be
included in any karst management scheme. The
American Society of Mammalogists has provided
guidelines for the protection of roost sites
(Sheffield et al., 1992).

DISTRIBUTION. Myotis lucifugus is the most
numerous and widely distributed bat in South-
east Alaska, although relatively few specimens
substantiate this assumption. The distribution
and occurrence of all bat species are poorly
documented in Southeast Alaska. Several spe-
cies apparently reach their northern range limits
in this region (Parker et al., 1997).

 Specimens extend from Hyder to Yakutat
along the mainland, and in the Alexander
Archipelago from Admiralty, Baranof, Chichagof,
Dall, Grant, Mitkof, Prince of Wales,
Revillagigedo, Ring, and Wrangell islands.

SPECIMENS. CRAIG QUAD: 55.2094, -133.1381, Dall

Island, North Bay (1 UAM); 55.3333, -132.5000, Prince of Wales

Island, Polk Inlet Forest Service camp (2 UAM); 55.3486, -132.5014,

Prince of Wales Island, Dog Salmon Creek (2 UAM); 55.6686, -

132.5075, Prince of Wales Island, Thorne Bay (1 UAM). DIXON

ENTRANCE QUAD: 54.8000, -132.8500, Dall Island, Essowah

Lakes (1 UAM); 54.7542, -132.1917, Prince of Wales Island, Nichols

Lake (1 UAM). JUNEAU QUAD: 58.1000, -135.4333, Chichagof

Island, Hoonah, old cannery (19 UAM); 58.3833, -134.6667, Juneau

(1 UAM); 58.4500, -135.8833, Bartlett Cove, 10 km NW of Gustavus

Airport (21 UAM); 58.3333, -134.4500, Juneau, near Salmon Creek (1

UAM); Juneau area, Mendenhall Valley (1 UAM). KETCHIKAN

QUAD: 55.5500, -131.7167, Grant Island (1 LACM); 55.3236, -

131.5167, Revillagigedo Island, house at 243 Wood Rd., Herring Bay,

Ketchikan (1 UAM); 55.4125, -131.7000, Revillagigedo Island, Frog

Pond near Ward Lake (1 UAM); 55.4167, -131.7000, Revillagigedo

Island, Ward Lake Frog Pond (2 UAM); 55.6000, -131.6500,

Revillagigedo Island, 18.5 mi N Ketchikan, Loring Boardwalk (4

UAM); 55.7667, -131.0833, Revillagigedo Island, Portage Cove (1

UAM); 55.7667, -130.8833, Chickamin River, Wolf cabin (3 UAM);

55.9167, -130.0167, Hyder, house attic (30 UAM); 55.9333, -

130.0333, Hyder area (2 UAM); 55.9667, -130.0667, Hyder area (3

UAM); 55.9667, -131.6167, Cleveland Peninsula, 43.5 mi N of

Ketchikan, Bailey Bay (1 UAM). PETERSBURG QUAD: 56.6667,

-132.8333, Mitkof Island (2 UAM); 56.8000, -132.9667, Mitkof Island

(8 UAM); 56.8000, -132.8833, Mitkof Island (1 UAM); 56.9167,

-133.7833, Mitkof Island, Petersburg Reservoir (1 UAM); 56.1000,

-133.2500, Prince of Wales Island, Devil's Canopy Cave (1 UAM);

56.1333, -133.1333, Prince of Wales Island (4 UAM); 56.1333, -

133.1167, Prince of Wales Island, 108 Creek at gauging station (1

UAM); 56.1500, -133.1667, Prince of Wales Island, inside Cavern

Lake cave (1 UAM); 56.1667, -133.0000, Prince of Wales Island,

Eagle Roost Cave (2 UAM); 56.1667, -133.3167, Prince of Wales
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OTHER COMMON NAMES. Hairy-winged
Myotis, Long-legged Bat.

TAXONOMY. The original Mole Harbor record
was included under the subspecies M. v.
longicrus (Hall, 1981).

Myotis volans longicrus
Original Description. 1886. Vespertilio

longicrus True, Science, 8:588, December
24.

Type Locality. Vicinity of Puget Sound,
Washington.

Type Specimen. USNM 15263/22480.
Range. Pacific coast from southeast Alaska

to California and east to Alberta, Canada.

REVISIONS AND REVIEWS. Warner and
Czaplewski (1984).

STATUS. IUCN-Least concern.

DISTRIBUTION. A single specimen of M. volans
(MVZ 186) collected at Mole Harbor, Admiralty
Island, in 1907 was until recently the only
documented record of this species in Alaska.
Three specimens from Wrangell Island and one
from Prince of Wales Island are now recorded
(West, 1994; MacDonald and Cook, 1996;
Parker et al., 1997).

SPECIMENS. CRAIG QUAD: 55.3333, -132.5000, Prince of

Wales Island, Polk Inlet Forest Service camp (1 UAM). PETERS-

BURG QUAD: 56.4781, -132.3872, Wrangell Island, Mt. Dewey

trailhead (2 UAM; 1 ADFG-Anchorage). SITKA QUAD: 57.6667,

-134.0500, Admiralty Island, Mole Harbor (1 MVZ).

Long-legged Myotis
Myotis volans (H. Allen, 1866)

Island, El Capitan Cave (1 UAM); 56.1667, -133.3000, Prince of Wales

Island, Turn Creek, upstream from Rd 15 bridge (1 UAM); 56.1744,

-133.3692, Prince of Wales Island, Turn Creek, El Capitan area (1

UAM); 56.2000, -133.3000, Prince of Wales Island, Blowing in the

Wind Cave (5 UAM); 56.2500, -133.3333, Prince of Wales Island, Red

Creek (1 UAM); 56.2500, -133.2500, Prince of Wales Island, Red Creek

between Red Bay Lk & Red Bay (2 UAM); 56.2833, -132.0994,

Wrangell Island, over pond 50m SW of Fools Inlet Rd 2.2km S of Jct to

Long Lake (1 UAM); 56.6167, -132.4000, Stikine River, Farm Island (1

UAM); 56.6667, -132.2167, Stikine River, N of Mt Rynda, over Andrew

Cr jct with Andrew Slough (4 UAM). SITKA QUAD: 57.8361, -

134.3072, Admiralty Island, Windfall Harbor (4 UAM); 57.0500, -

135.3333, Baranof Island, Sitka (1 USNM); 57.7000, -135.2167,

Chichagof Island (1 UAM); 57.8069, -136.3458, Chichagof Island,

White Sulphur Hot Springs (4 UAM); 57.0389, -135.2889, Ring Island,

Jamestown Bay (1 UAM); 57.0500, -135.3167, AK raptor center (2

UAM). SKAGWAY QUAD: 59.4586, -135.3143, Skagway, 7th and

State Street (1 UAM). YAKUTAT QUAD: 59.5131, -139.6794,

Yakutat, USFS compound (1 UAM); Situk River (2 ROM).

Author (SOM) and son, Orien, setting a mist net for bats across a beaver dam near

Portage Cove, Revillagigedo Island, July 1995. A Little Brown Myotis was taken

here, along with five Meadow Jumping Mice from the dense vegetation close to

water. (Photograph courtesy of M. K. MacDonald.)
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Key to the Carnivores of Southeast Alaska

1. �  Limbs modified as flippers …………………………................................................………...…… 2

�  Limbs not modified as flippers …..................................................................................................... 6

2. �  Hind flippers short and permanently pointing backward; external ear pinnae absent …................. 3

�  Hind flippers long and capable of rotation forward under the body; external ear pinnae present ....

............................................................................................................................................................ 4

3. �  Size very large; snout prominent and especially so in males; check teeth simple and peg-like,

incisors 4/4 …................................................ Northern Elephant Seal, Mirounga angustirostris
�  Size smaller; snout not pendulous or prominent; cheek teeth with two roots and not peg-like,

incisors 6/6 ….................................................................................... Harbor Seal, Phoca vitulina

4. �  Thick covering of soft fur and disproportionally long hind flippers; cheek teeth 6/6 ... Northern

Fur Seal, Callorhinus ursinus
�  Short coat of rather coarse hair and relatively short hind flippers; cheek teeth 5/5 …..................... 5

5. �  Large with robust head and broad snout; pelage tan to blond; adult males lacking a prominently

raised forehead; cheek teeth in unbroken row …............ Steller’s Sea Lion, Eumetopias jubatus
�  Substantially smaller with relatively longer, narrower snout; pelage dark brown to black; adult

males with prominently raised forehead; cheek teeth with gap between second last and last upper

tooth ….................................................................. California Sea Lion, Zalophus californianus

6. �   Claws retractable; fewer than 30 teeth .…....................................................................................... 7

�   Claws always visible; more than 30 teeth …................................................................................... 8

7. �   Tail long (> 700 mm); 30 teeth .…........................................................ Cougar, Puma concolor
�   Tail short (< 200 mm); 28 teeth …...................................… Canadian Lynx, Lynx canadensis

8. �   Five clawed toes on feet .…............................................................................................................. 9

�   Rudimentary clawed toe on front foot, four toes on hind foot ….................................................. 20

9. �   Tail extremely short; weight 80 kg or greater .….......................................................................... 10

�   Tail usually relatively long; weight less than 80 kg ….................................................................. 11

10. �   Front claws longer than hind claws; forehead profile “dished” or concave; upper M2 longer than

31 mm .............................................................................................…. Brown Bear, Ursus arctos
�   Front and hind claws about the same length; forehead gently sloped; upper M2 shorter than 31

mm …........................................................................................... Black Bear, Ursus americanus

11. �   Banded bushy tail; 40 teeth; molars 2/2 .….......................................... Raccoon, Procyon lotor
�   Tail not banded; less than 40 teeth; molars 1/2 …........................................................................ 12

12. �   Tail cylindrical, tapering from thick base; toes webbed .…......................................................... 13

�   Tail not tapering from thick base; toes not webbed …................................................................. 14

13. �   Tail about ¼ of total length; 32 teeth .…........................................... Sea Otter, Enhydra lutris
�   Tail more than ¼ of total length; 36 teeth ...................... N.A. River Otter, Lontra canadensis

14. �   Premolars 4/4 .…........................................................................................................................... 15

�   Premolars fewer than 4/4 …......................................................................................................… 17
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Order Carnivora Bowdich, 1821
Family Felidae G. Fischer, 1817

Canadian Lynx
Lynx canadensis Kerr, 1792

OTHER COMMON NAMES. Lynx.

TAXONOMY. Werdelin (1981) concluded that
Eurasian and North American lynx are distinct
species, whereas Kurtèn and Rausch (1959) and
Tumlison (1987) considered them conspecific.
Hall (1981) recognized one subspecies across
mainland North America, while van Zyll de Jong
(1975) and Werdelin (1981) considered the
designation of subspecies unwarranted.

Lynx canadensis canadensis
Original Description. 1792. Lynx

canadensis Kerr, The animal kingdom …,
1:157.

Type Locality. Eastern Canada [= Quebec].
Type Specimen. Not known to exist.

Range. Northern North America, excluding
Newfoundland.

REVISIONS AND REVIEWS. McCord and
Cardoza (1982), Tumlinson (1987, 1999).

STATUS. CITES-Appendix II.

DISTRIBUTION. The Canadian Lynx is an
uncommon resident on the northern mainland of
Southeast Alaska and an occasional visitor to
major river corridors elsewhere along the
mainland. Bailey (1920) reported carcasses of
two lynx killed on Douglas Island (near the
mainland), apparently the only island record.
 Preserved specimens from the region are
limited to Yakutat and Taku Inlet. Home (1973)
reported a number of lynx sightings at Glacier

15. �   Tail more than 290 mm .…................................................................. Fisher, Martes pennanti
�   Tail less than 290 mm …..........................................................................................................… 16

16. �   Skull foreshortened and rounded; rostrum short and broad; palate short; auditory bullae small;

teeth large and crowded (see Figure 11, p. 90) .................… Pacific Marten, Martes caurina
�   Skull elongated; rostrum relatively long and narrow; palate long; bullae large; teeth small, less

crowded .….................................................................. American Marten, Martes americana

17. �   Weight more than 6 kg; two pale stripes along flanks; premolars 4/3 ... Wolverine, Gulo gulo
�   Weight less than 2 kg; no stripes along flanks; premolars 3/3 …............................................… 18

18. �   Length of upper tooth row more than 20 mm .................…. American Mink, Neovison vison
�   Length of upper tooth row less than 17 mm …........................................................................… 19

19. �   Weight more than 50 g; tail long with black tip .…........................ Ermine, Mustela erminea
�   Weight less than 50 g; tail short without black tip…...........… Least Weasel, Mustela nivalis

20. �   Weight less than 7 kg; skull less than 150 mm long  ....................…. Red Fox, Vulpes vulpes
�   Weight more than 7 kg; skull length greater than 160 mm …..................................................… 21

21. �   Hind foot greater than 200 mm; nose pad greater than 25 mm wide; skull length greater than 210

mm; lower M1 greater than 25 mm .…....................................................... Wolf, Canis lupus
�   Hind foot less than 200 mm; nose pad less than 25 mm wide; skull length less than 190 mm;

lower M1 less than 25 mm …............................................................... Coyote, Canis latrans
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Bay and a skeleton found on Casement Glacier
in 1967. Furbearer harvest reports (ADFG, 2004)
indicated two lynx trapped near Gustavus, four
near Yakutat, and 18 in the Chilkat Valley
between 2000-2003. Individuals have been
observed on the mainland near Hyder (R.
Thomas, pers. comm., 1990), Chickamin River (1
trapped and another seen by SOM in 1973-74),

Grant Creek and the Unuk River (R. Bishop,
pers. comm., 1993), and the Taku River (J.
Owens, pers. comm., 1994).

SPECIMENS. TAKU RIVER QUAD:  58.5176, -133.8414,

Taku River (1 MVZ); Taku Inlet (1 USNM). YAKUTAT QUAD:

59.5469, -139.7272, vicinity of Yakutat (1 MVZ).

Cougar
Puma concolor (Linnaeus, 1771)

OTHER COMMON NAMES. Puma, Mountain
Lion.

TAXONOMY. Placed in Puma by Pocock (1917),
Weigel (1961), and Kratochvil (1982). The
subspecies of the Cougar in Southeast Alaska is
unknown. The race, P.  c. missoulensis (as Felis
c. missoulensis in Hall, 1981), would be the most
proximal.
 Mitochondrial DNA analysis by Culver et al.
(2000) revealed little genetic variation across all
regions of North America; they suggest only one
subspecies should be recognized.

REVISIONS AND REVIEWS. Currier (1983).
STATUS. CITES-Appendix II; IUCN-Least
concern; COSEWIC-Not at risk. Cougar

populations in many western states and Canada
have been increasing in recent years (Woodford,
2004).

DISTRIBUTION. This large cat is widely distrib-
uted from Canada to South America. Cougars
may be expanding their range into Alaska, a
proposition supported by a growing number of
sightings, a photograph, and two recent speci-
mens. Most are confined to the southeast region
of the state.
 The occurrence of Cougars in Alaska was
first substantiated by the collection of a male on
the east side of Wrangell Island in 1989 (UAM
18551; MacDonald and Cook, 1996).
 On 20 April 1998, a lone Cougar was
observed and photographed at Myers Chuck,

MacDonald and Cook—Mammals and Amphibians of Southeast Alaska
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Cleveland Peninsula (photo on file), and in
December of 1998, a  trapper captured a male
lion in a wolf snare at Totem Bay, Kupreanof
Island (UAM 50544).
 In recent years there have been a number of
unconfirmed reports of Cougars in the region (as
well as several unsubstantiated sightings farther
north in east-central Alaska). These include Sk-
agway (in 2002); Haines (dates unknown);
Gustavus (1958); Cleveland Peninsula (1998,
2003); Twelve-mile Arm, Prince of Wales Island

(summer 1992); Mitkof Island (1999); Snettisham
(2000); and Revillagigedo Island (2004)
(MacDonald and Cook, 1996; Home, 1973;
Woodford, 2004; L. Carson, pers. comm., 1992;
M. Brown, pers. comm., 1992; J. Hunley, pers.
comm., 2003; Ketchikan Daily News, 17 August
2004).

SPECIMENS. PETERSBURG QUAD: 56.4167, -132.2500,

Wrangell Island, Blake Channel opposite Aaron Creek (1 UAM);

56.4689, -133.4308, Kupreanof Island, Little Totem Bay (1 UAM).

Family Canidae Fischer, 1817

Coyote
Canis latrans Say, 1823

OTHER COMMON NAMES. Brush wolf.

TAXONOMY. The subspecies of Coyote that
occurs in Southeast Alaska is unknown.
According to Hall (1981), C. l. incolatus is the
logical candidate.

Canis latrans incolatus
Original Description. 1934. Canis latrans

incolatus Hall, Univ. California Publ. Zool.,
40:369, November 5.

Type Locality. Isaacs Lake, 3000 ft., Bowron
Lake region, British Columbia.

Type Specimen. MVZ 43898.
Range. Alaska and northwestern Canada.

REVISIONS AND REVIEWS. Bekoff (1977).

DISTRIBUTION. The Coyote occurs infrequently
in the river valleys and adjacent coastlines of the
southern mainland of Southeast Alaska and is a
resident of the mainland from the Taku River
northward. Home (1973) reported Coyotes

present throughout the year in the Glacier Bay
area including a den in 1972. Barten (2004c)
indicated that Coyotes were becoming common
near Gustavus and in the foothills of the Chilkat
Mountains. The only report of this species in the
Alexander Archipelago is that of an adult female
trapped on Mitkof Island near Dry Straits in the
winter of 1983-84 (MacDonald and Cook, 1996).
  The Coyote is relatively new to the region,
first arriving around 1900, and reaching peak
numbers in the 1940s. Loyal Johnson (pers.
comm., 1994) found them "very common" to
"abundant" from the Yakutat area, northward
during the mid-1960s. Coyotes have been
reported in several areas near the Alaska border
in British Columbia, including registered traplines
on the Whiting River, lower Iskut River, and near
Stewart at the head of Portland Canal (MacLeod,
1950).

SPECIMENS. BERING GLACIER QUAD: Cape Yakataga (1

UAM, I LACM).

Wolf
Canis lupus Linnaeus, 1758

OTHER COMMON NAMES. Gray Wolf, Timber
Wolf, Alexander Archipelago Wolf.

TAXONOMY. The subspecies C. l. ligoni is
restricted to Southeast Alaska (Goldman, 1937;
Hall, 1981; Pederson, 1982). Molecular studies

based on nuclear microsatellites (Weckworth et
al., 2005) and sequences of the mitochondrial
control region (Weckworth et al., submitted) are
consistent with this designation as they indicate
little exchange between coastal populations of
Wolves and those found east of the Coast
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Range. The relationship of wolves along the
British Columbia coast and those of south-
coastal Alaska needs to be examined.

Canis lupus ligoni
Original Description. 1937. Canis lupus

ligoni Goldman, Journal of Mammalogy,
18:39, February 11.

Type Locality. Head Duncan Canal,
Kurpeanof Island, Alaska.

Type Specimen. USNM 243323.
Range. Southeast Alaska.

REVISIONS AND REVIEWS. Mech (1974),
Suring et al. (1992), Person et al. (1996),
Weckworth et al. (2005), Schoen (2007),
Weckworth et al. (submitted).

STATUS. CITES-Appendix II. C. l. ligoni was
considered a subspecies of concern by West
(1991) and Suring et al. (1992). The Wolf is a
Management Indicator Species for the Tongass
National Forest (Sidle and Suring, 1986; Kiester
and Eckhardt, 1994). Southeast Alaska
populations harbor a substantial portion of the
documented genetic variation in North American
wolves (Weckworth et al., submitted). Like other
insular species in the region, Wolf populations
should be carefully monitored. Habitat
fragmentation, increased access through road
construction, trapping, introductions of

pathogens (e. g., canine distemper) or exotic
species may impact this species.

DISTRIBUTION. Wolves occur throughout the
mainland of Southeast Alaska and on islands in
the Alexander Archipelago south of Frederick
Sound, excluding Coronation, Forrester, and the
smaller, more isolated islands without an
adequate prey base. There are no substantiated
records from any of the islands north of Frederick
Sound, although there have been several
sightings of this animal on Admiralty Island in
recent years. Specimens from the Alexander
Archipelago include Annette, Baker, Conclusion,
Dall, Duck, Etolin, Grief, Heceta, Keene,
Kosciusko, Kuiu, Kupreanof, Mitkof, Prince of
Wales, Revillagigedo, Suemez, Thorne,
Woewodski, Wrangell, and Zarembo islands.
 Wolves were introduced experimentally to
Coronation Island in 1960 and 1963; none
remained there by the early 1970s (Klein, 1996).
 No remains of C. lupus have been
recovered from cave deposits excavated in
Southeast Alaska (Heaton and Grady, 2003).

SPECIMENS. BERING GLACIER QUAD: Cape Yakataga

(1 CAS). BRADFIELD CANAL QUAD: 56.1917, -131.6000, Duck

Island, Bradfield Canal (1 UAM). CRAIG QUAD: 55.3667, -

133.6000, Baker Island, Port San Antonio (1 UAM); Dall Island, Sea

Otter Sound (1 LACM); 55.7500, -133.4833, Heceta Island, Warm

Chuck Inlet (4 UAM); 55.9500, -133.7986, Kosciusko Island (1

UAM); 55.2519, -132.2525, Prince of Wales Island, Sunny Cove (1

MacDonald and Cook—Mammals and Amphibians of Southeast Alaska
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UAM); 55.2519, -132.2553, Prince of Wales Island, Sunny Cove (1

UAM); 55.2833, -132.9000, Prince of Wales Island (1 UAM);

55.3500, -133.6000, Prince of Wales Island (17 UAM); 55.3956,

-132.4956, Prince of Wales Island, Polk Inlet (1 UAM); 55.4000,

-133.0333, Prince of Wales Island, Doyle Bay (1 UAM); 55.4000,

-133.1333, Prince of Wales Island, Trocadero Bay (1 UAM); 55.4000,

-132.1000, Prince of Wales Island, Kasaan Bay (3 UAM); 55.4167,

-132.4667, Prince of Wales Island, Polk Inlet (7 UAM); 55.4611,

-132.6917, Prince of Wales Island, Harris River (1 UAM); 55.5167,

-132.9833, Prince of Wales Island, Klawock Lake (2 UAM); 55.5667,

-132.6333, Prince of Wales Island, Karta Lake (4 UAM); 55.5719,

-132.5414, Prince of Wales Island, Karta Bay (4 UAM); 55.5833,

-133.1667, Prince of Wales Island, Shinaku Inlet (2 UAM); 55.6000,

-133.1167, Prince of Wales Island, North Entrance (1 UAM); 55.6292,

-133.0042, Prince of Wales Island, N entrance of Big Salt Lake (1

UAM); 55.6319, -132.9075, Prince of Wales Island (1 UAM);

55.6833, -132.4500, Prince of Wales Island, Thorne Bay estuary (1

UAM); 55.6917, -132.8653, Prince of Wales Island, Control Lake (2

UAM); 55.7000, -132.5833, Prince of Wales Island, Thorne River (1

UAM); 55.7500, -132.7500, Prince of Wales Island, Honker Divide (1

UAM); 55.8167, -133.1333, Prince of Wales Island, Staney Creek

drainage  (Twin Spurs) (1 UAM); 55.9411, -132.9736, Prince of Wales

Island, Logjam Creek Rd (2 UAM); 55.9411, -132.9708, Prince of

Wales Island, Hatchery Creek (3 UAM); 55.9500, -133.2167, Prince of

Wales Island, Sarkar Lake, Prince of Wales Island (4 UAM); Prince of

Wales Island, Karta Bay (3 UAM); Prince of Wales Island, Tokeen (2

UAM); Prince of Wales Island, Kasaan Bay (1 UAM); Prince of Wales

Island, Lancaster Bay  (Cove) (1 UAM); Prince of Wales Island,

Kitkun Cove (Bay) (1 UAM); Prince of Wales Island, Twin Spur (4

UAM); Prince of Wales Island, Control Lake (1 UAM); Prince of

Wales Island, Shinaku Inlet (2 UAM); Prince of Wales Island, northern

Prince of Wales (1 UAM); Prince of Wales Island, south Prince of

Wales Island (11 UAM); Prince of Wales Island, SE Prince of Wales

Island (1 UAM); 55.3000, -133.3000, Suemez Island, Port Refugio (3

UAM); 55.7500, -132.0000, Cleveland Peninsula (1 UAM). DIXON

ENTRANCE QUAD: 54.8542, -131.9667, Prince of Wales Island,

Kendrick Bay (1 UAM); 54.8917, -132.0542, Prince of Wales Island,

W arm of Kendrick Bay (1 UAM). JUNEAU QUAD: 58.2028,

-134.1458, Point Bishop (2 UAM); 58.2500, -134.1667, Juneau (1

UAM); 58.6472, -134.9083, Cowee Creek (1 UAM); 58.6667, -

134.9333, Echo Cove (1 UAM); 58.7167, -135.0000, Berners Bay (1

UAM). KETCHIKAN QUAD: Annette Island (1 UAM); 55.2167,

-131.2667, Revillagigedo Island, Lucky Cove (1 UAM); 55.2333,

-131.3500, Revillagigedo Island, Thorne Arm (4 UAM); 55.2833,

-131.5000, Revillagigedo Island, Carroll Inlet (2 UAM); 55.3167,

-131.0000, Revillagigedo Island, Princess Bay (2 UAM); 55.3333,

-131.5000, Revillagigedo Island, George Inlet (9 UAM); 55.3833,

-131.5083, Revillagigedo Island, Silvis Lake, George Inlet (1 UAM);

55.4161, -131.4814, Revillagigedo Island, George Inlet (1 UAM);

55.4208, -131.5208, Revillagigedo Island, Mahoney Lake (3 UAM);

55.5000, -130.9833, Revillagigedo Island, Ella Bay (2 UAM);

55.5833, -131.3333, Revillagigedo Islan (4 UAM); 55.6500, -

131.3500, Revillagigedo Island, Carroll Creek (1 UAM); 55.8167,

-131.3500, Revillagigedo Island, Orchard Lake (2 UAM); 55.9333,

-131.3833, Revillagigedo Island, Cow Creek (1 UAM); 55.9500, -

131.5000, Revillagigedo Island, Curlew Point (1 UAM); Revillagigedo

Island, SE Revillagigedo Island (1 UAM); Revillagigedo Island, south-

ern part of island (1 UAM); Revillagigedo Island (1 UAM); 55.0667,

-131.0167, Boca de Quadro Passage (2 UAM); 55.1708, -130.8203,

Badger Bay (2 UAM); 55.3167, -130.9000, Smeaton Bay (10 UAM);

55.3333, -131.6333333 (1 UAM); 55.7500, -132.0000, Bailey Bay;

Cleveland Peninsula (2 UAM); 55.7833, -130.9667, Chickamin River

(1 UAM); 55.9667, -131.1833, Fitzgibbon Cove (1 UAM); 55.9833,

-131.4000, Anchor Pass (1 UAM); south Behm Canal (mainland) (1

UAM); Helm Bay (north Behm Canal); Cleveland Penninsula (1

UAM); Anchor Pass (north Behm Canal) (1 UAM); Winstanley Har-

bor (south Behm Canal) (2 UAM); N Behm Canal (1 UAM); Helm Bay

(1 UAM); Rudyerd Bay (2 UAM); Anchor Pass (1 UAM); Behm Canal

(2 UAM). MT. FAIRWEATHER QUAD: 58.5000, -136.1667, Berg

Bay (1 UAM). PETERSBURG QUAD: Conclusion Island (1 US-

NM); 56.1000, -132.3500, Etolin Island (1 UAM); 56.1833, -

132.7167, Etolin Island, Steamer Bay (4 UAM); 56.2333, -132.3833,

Etolin Island, Anita Bay (1 UAM); Etolin Island (1 UAM); Etolin

Island, King Geo Cove (1 UAM); 56.6167, -133.0667, Grief Island,

southwest coast of Kupreanof Island (1 UAM); 56.6000, -132.9833,

Keene Island (1 UAM); 56.0833, -133.4167, Kosciusko Island, Devil

Fish Bay (1 UAM); 56.2667, -133.8833, Kuiu Island, Port Beauclerc

(2 UAM); 56.5500, -133.8667, Kuiu Island, Seclusion Harbor (1

UAM); 55.7500, -133.5000, Kupreanof Island, Pete Creek (7 UAM);

56.4667, -133.2833, Kupreanof Island, Douglas Bay (1 UAM);

56.4667, -133.3833, Kupreanof Island, Totem Bay (1 UAM); 56.5000,

-133.0500, Kupreanof Island, lower Duncan Canal (2 UAM); 56.5167,

-133.1000, Kupreanof Island, Kah Sheets Bay (12 UAM); 56.5167,

-132.9167, Kupreanof Island, Prolewy Point; Wrangell Narrows (1

UAM); 56.5833, -133.1000, Kupreanof Island, south Little Duncan

Bay (1 UAM); 56.6000, -133.0167, Kupreanof Island (1 UAM);

56.6333, -133.2500, Kupreanof Island, Castle River (4 UAM);

56.6333, -132.9333, Kupreanof Island, Colorado Creek (1 UAM);

56.7250, -132.9583, Kupreanof Island, near Tonka (1 UAM); 56.7333,

-132.9500, Kupreanof Island, Mountain Point (1 UAM); 56.7500,

-133.5000, Kupreanof Island, Beecher Pass (8 UAM); 56.7500, -

133.2500, Kupreanof Island, Indian Point (1 UAM); 56.7833, -

133.4833, Kupreanof Island (2 UAM); 56.8000, -133.1000, Kupreanof

Island, Lindenburg Penninsula (1 UAM); 56.8125, -132.9917, Kupre-

anof Island, Petersburg Creek (2 UAM); 56.8736, -133.0133, Kupre-

anof Island, Colp Lake (2 UAM);57.0000, -133.3333, Kupreanof

Island, Portage Bay (1 UAM); 56.5167, -132.0833, Kupreanof Island,

Kah Sheets (3 UAM); Kupreanof Island, across Papke's Landing (1

UAM); Kupreanof Island, Big Creek (1 UAM); Kupreanof Island (20

UAM); Kupreanof Island, Hogan's Hole (1 UAM); Kupreanof Island,

across from Fur Farm (1 UAM); Kupreanof Island, Beecher Bay (1

UAM); Kupreanof Island, Portage Bay (2 UAM); Kupreanof Island,

Ohmer Slough (2 UAM); Kupreanof Island, Petersburg Mountain (1

UAM); Kupreanof Island, Little Duncan (1 UAM); Kupreanof Island,

Point Mitchell (1 UAM); Kupreanof Island, Duncan Canal (1 UAM);

56.5000, -132.9333, Mitkof Island, Alexander Bay (1 UAM); 56.5167,

-132.7000, Mitkof Island, Blind Slough (3 UAM); 56.6139, -132.8208,

Mitkof Island, Blind River (1 UAM); 56.6333, -132.9167, Mitkof

Island, Anchor Point (9 UAM); 56.6667, -132.8333, Mitkof Island (8

UAM); 56.6750, -132.9319, Mitkof Island, Papkes Landing (1 UAM);

56.7500, -133.0000, Mitkof Island, Scow bay (1 UAM); 56.7833,

-132.8167, Mitkof Island, Point Frederick (1 UAM); 56.8125, -

132.9917, Mitkof Island, Petersburg Creek (1 UAM); Mitkof Island,

Hood Point, Beecher Pass (1 UAM); Mitkof Island (3 UAM); Mitkof

Island, Dry Straights (1 UAM); Mitkof Island (1 UAM); 55.3583,

-133.6042, Prince of Wales Island, North POW Island (1 UAM);

55.5333, -132.5167, Prince of Wales Island, Twelvemile Arm (1

UAM);56.0000, -133.2167, Prince of Wales Island, N Prince of Wales

Island (1 UAM); 56.0113, -132.9609, Prince of Wales Island, Barnes

Lake (4 UAM); 56.0692, -133.0803, Prince of Wales Island, Whale

Passage (1 UAM); 56.1833, -133.5167, Prince of Wales Island, Calder

Bay (2 UAM); 56.2333, -133.5833, Prince of Wales Island, Calder

Mountain (1 UAM); 56.3333, -133.3000, Prince of Wales Island, Red

Bay (11 UAM); 56.3333, -133.5333, Prince of Wales Island, Alder

Creek (1 UAM); 56.3333, -133.4333, Prince of Wales Island, Buster

Creek (1 UAM); 56.3542, -133.6208, Prince of Wales Island, Point

Baker (1 UAM); Prince of Wales Island, Whale Passage (4 UAM);

Prince of Wales Island, Prince of Wales or Kosciusko Island (1 UAM);

Prince of Wales Island, N Prince of Wales Island (2 UAM); Prince of

Wales Island, Snakey Lakes [sic] (2 UAM); Prince of Wales Island (5

UAM); 56.0833, -133.0333, Thorne Island (1 UAM); 56.5500, -

133.0000, Woewodski Island, Alexander Bay (1 UAM); 56.5667,

-133.0000, Woewodski Island, Alex Bay (10 UAM); Woewodski

Island (1 UAM); 56.1833, -132.5000, Wrangell Island (2 UAM);

56.1833, -132.1500, Wrangell Island, Thoms Creek (1 UAM);

56.1833, -132.0000, Wrangell Island, Fools Inlet (1 UAM); 56.2667,

-132.2000, Wrangell Island, Zimovia Strait (2 UAM); 56.2833, -

132.1667, Wrangell Island (2 UAM); Wrangell Island, north end (1

UAM); 56.3333, -132.8333, Zarembo Island (1 UAM); 55.9667, -

132.8833, Point Agassiz (1 UAM); 56.0667, -133.0833, Whale Pas-

sage (2 UAM); 56.3833, -132.1500, Madan Bay (1 UAM); 56.5333,

-132.6000, Sumner Strait (2 UAM); 56.6333, -133.1000, Duncan

Canal (1 UAM); 56.9333, -133.0000, Beecher Pass (2 UAM); 56.9667,

-132.8833, Point Agassiz (6 UAM);57.0000, -132.9833, Thomas Bay

(1 UAM); 57.4167, -133.2500, Port Houghton (1 UAM); Stikine Flats

(2 UAM); Stikine River (3 UAM). PORT ALEXANDER QUAD:

56.5833, -134.0000, Kuiu Island (3 UAM). PRINCE RUPERT

QUAD: 54.7667, -130.7833, Nakat (3 UAM); 54.7833, -130.6167,
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`Nakat Inlet' (=Fillmore Inlet) (1 UAM); 54.8000, -130.6333, Willard

Inlet (2 UAM); 54.9836, -130.9144, Very Inlet (3 UAM); Kirk Point

(2 UAM). SUMDUM QUAD: Kupreanof Island, vicinity of Turn-

about Island (1 UAM); 57.2500, -133.1667, Farragut Bay (5 UAM);

Thomas Bay (1 UAM); Windham Bay (1 UAM). TAKU RIVER

QUAD: Taku River (3 UAM). YAKUTAT QUAD: 59.4167,

-139.0833, area between Situk R and Ahrnklin River (1 UAM);

59.5000, -139.4167, between Situk River and Ahrnklin River (1

UAM); 59.5167, -139.6667, Yakutat (1 UAM); Yakutat, Situk River

(3 UAM). SE REGION: southern SE Alaska (8 UAM).

Arctic Fox
Vulpes lagopus (Linnaeus, 1758)

OTHER COMMON NAMES. Blue fox.

TAXONOMY. Youngman (1975), following
Bobrinskii et al. (1965), considered Alopex a
subgenus of Vulpes, a conclusion supported by
the genetic studies of Geffen et al. (1992) and
subsequently followed by Baker et al. (2003) and
Wozencraft (2005). Perhaps all the farmed
animals in Southeast Alaska were from V. l.
pribilofensis stock.

REVISIONS AND REVIEWS. Youngman (1975),
Nowak (1991), Geffen et al. (1992), Audet et al.
(2002).

DISTRIBUTION. Arctic Foxes ("blue" phase from
the Aleutians and Pribilof  islands) were intro-
duced to at least 182 islands in the Alexander
Archipelago of Southeast Alaska between 1899
(starting at Sumdum Island) through 1929
(Bailey, 1993). The fur industry collapsed in the
1930s and no Arctic Foxes now remain in the
region.
 Fossil remains of Arctic Foxes that date from

the last glacial maximum to earlier than 40,000
years ago have been recovered from a cave on
Prince of Wales Island (Heaton and Grady,
2003).

SPECIMENS.  JUNEAU QUAD: Sullivan Island (2 USNM).

PETERSBURG QUAD: Mitkof Island, Petersburg Fur Farm (4

MVZ, 1 MSB).

Blue fox skins at Jim Yorkis’ fox farm on Sumdum

Island in 1935 (courtesy of the Alaska State Library
Trevor M. Davis Collection, PCA-97).

Red Fox
Vulpes vulpes (Linnaeus, 1758)

OTHER COMMON NAMES. Cross Fox, Silver
Fox.

TAXONOMY. The taxonomic relationship of Red
Foxes in Southeast Alaska is not known. The
subspecies, V. v. abietorum, is found in nearby
British Columbia (Hall, 1981).

Vulpes vulpes abietorum
Original Description. 1900. Vulpes

alascensis abietorum Merriam, Proc.
Washington Acad. Sci., 2:669, December
28.

Type Locality. Stuart Lake, British Columbia.
Type Specimen. USNM 71197.
Range. Southern Yukon and Northwest

Territories, Interior British Columbia (and
probably adjacent coastal Southeast
Alaska), and northern Alberta.

Remarks. Youngman (1975) found this race
indistinguishable from V. v. alascensis.

REVISIONS AND REVIEWS. Larivière and
Pasitschniak-Arts (1996).

STATUS. IUCN-Least concern.
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DISTRIBUTION. The Red Fox is an infrequent
visitor to the major river valleys along the
southern mainland of Southeast Alaska. Small
numbers probably occur year-round farther
north, particularly in the Haines area (ADFG,
1978), where they were once considered “fairly
common” (MacDonald and Cook, 1996). The
only record of a naturally occurring Red Fox on
any island in the Alexander Archipelago is that of
a male collected next to the mainland on Douglas
Island on 12 December 1995 (UAM). There are
no reports of Red Foxes being trapped anywhere
in the region between 1997-2003 (ADFG, 2001,
2004).
 Red Foxes introduced to the Alexander Ar-
chipelago for commercial harvest have been
documented for Cleft, Dry, Kupreanof, Passage,
and Sukoi Islands between 1894 and 1929
(Bailey, 1993). None are known to be successful;
however, second-hand reports of single Red Fox
sightings from the west coast of Chichagof Island
and from northern Baranof Island “a number of
years ago” (J. McClung, pers. comm., 1995) are

intriguing. In addition, Allen Hasselborg, in his
field notes (MVZ Archives) from Freshwater Bay,
Chichagof Island, dated 1 December 1908, stat-
ed: “I had expected to get some marten but found
there is none on Chichagof Island. There is a few
foxes. They are said to be always black. About
20 have been caught at Freshwater Bay since
the Indians remember more within the last 6 or 7
years.” That native, or much more likely, intro-
duced foxes may still persist on these islands
cannot at this time be discounted.
 The dentary and an upper canine of a Red
Fox that dated to 10,050 yr B.P. was recovered
from a cave on Prince of Wales Island (Heaton
and Grady, 2003).

SPECIMENS. BERING GLACIER QUAD: Yakataga, Ka-

liakh (sic) River, Sunshine Point (1 CAS). JUNEAU QUAD:

58.2972, -134.4319, Douglas Island, Kowee Creek; near N end of

Juneau road system (1 UAM). YAKUTAT QUAD: 59.1330, -

138.4167, Dry Bay, Yakutat region (1 AMNH); 59.4241, -139.294,

Anklin [=Ahmklin and Aantlen] River, Yakutat Bay region (1 MVZ);

59.6956, -140.3042, Point Manby, Yakutat Bay (1 MVZ).
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OTHER COMMON NAMES. Black Bear,
Cinnamon Bear, Dall Island Black Bear, Glacier
Bear.

TAXONOMY. Hall (1981) recognized 16 subspe-
cies of Black Bear, of which 2 occur in Southeast
Alaska. The validity of some of these, particularly
Pacific Coastal forms, is questionable
(Nagorsen, 1990). In Hall’s view, the subspecies
U. a. pugnax occurs throughout the Alexander
Archipelago and southern mainland, while U. a.
emmonsii, the so called “Glacier Bear,” inhabits
the northern mainland from about Glacier Bay
northward along the coast to Prince William
Sound (U. a. americanus) and the Kenai Penin-
sula (U. a. perniger).  Black Bears on the nearby
Haida Gwaii (Queen  Charlotte Islands) have
long been included under the separate subspe-
cies name, U. a. charlotte.

Two lineages (coastal and continental) exist
based on examination of both mitochondrial
sequences (Stone and Cook, 2000) and nuclear
microsatellite variation (Peacock, 2004). The

coastal lineage extends along the Pacific Coast
from Kupreanof Island to northern California,
while the continental lineage is more widespread
occurring from central Alaska to the East Coast
(Byun et al., 1997; Wooding and Ward, 1997;
Stone and Cook, 2000). Each may have
expanded into the region since the Holocene
(Lessa et al., 2003), with contact between these
lineages occurring along the mainland from the
Stikine River north to Haines and on a few
islands (Peacock, 2004). Recent discoveries of
early postglacial black bear remains on nearby
Haida Gwaii and Vancouver Island farther south
(Nagorsen et al., 1995; Wigen, 2005) are
supportive of a very early post-glacial pathway
along the coast. That coastal bears may have a
longer and more complex tenure in the region,
however, is supported by discoveries in
Southeast Alaska of pre- and post-glacial fossil
remains of black bears from cave deposits on
Prince of Wales, Coronation, and Dall islands
(Heaton, 1995; Heaton and Grady, 1992, 1993,
2003).

Family Ursidae Fischer, 1817

American Black Bear
Ursus americanus Pallas, 1780

MacDonald and Cook—Mammals and Amphibians of Southeast Alaska



CARNIVORA: Ursidae 76

Ursus americanus emmonsii
Original Description. 1895. [Ursus

americanus] var. emmonsii Dall, Science,
n.s., 2:87, July 26.

Type Locality. Based on specimens from
Saint Elias Alps, near Yakutat Bay, Alaska.

Type Specimen. None designated.
Range. Glacier Bay region northward to

Prince William Sound.

Ursus americanus pugnax
Original Description. 1911. Ursus

americanus pugnax Swarth, Univ.
California Publ. Zool., 7:141, January 12.

Type Locality. Rocky Bay, now Bobs Bay,
Dall Island, Alaska.

Type Specimen. MVZ 8332.
Range. Southeast Alaska.

REVISIONS AND REVIEWS. Anderson (1945),
Larivière (2001), Schoen and Peacock (2007).

STATUS. CITES-Appendix II; IUCN-Least
concern; COSEWIC-Not at risk. The Black Bear
is a Management Indicator Species for the
Tongass National Forest (Kiester and Eckhardt,
1994; Sidle and Suring, 1986). Limited
movement of Black Bears among islands
suggests each insular population should be
carefully managed, particularly given increased
development, habitat conversion, and harvests
by hunters in the region.

DISTRIBUTION. Black Bears can be found along
the mainland coast of Southeast Alaska and on
most of the islands in the Alexander Archipelago
south of Frederick Sound. There are no reports
of Black Bears on Annette, Duke, Mary, Warren,
Coronation, or Forrester islands, or on any island
north of Frederick Sound except Pleasant Island
close to the mainland in Icy Strait (MacDonald
and Cook, 1996; J. Moran, pers. comm., 2005).
Kuiu Island supports the highest density of Black
Bears documented in North America (Peacock,
2004).

SPECIMENS. BERING GLACIER QUAD: Cape Yakataga

(1 UAM). BRADFIELD CANAL QUAD: 56.0833, -131.0833,

Unuk River (1 UAM). CRAIG QUAD: 55.2000, 133.2333, Dall

Island, Rocky Bay, now Bobs Bay (1 MVZ); 55.7167, -133.1500,

Prince of Wales Island, Staney Cove (1 UAM); 55.0333, -132.6000,

Prince of Wales Island, Nutkwa (1 UAM); 55.0333, -132.0667, Prince

of Wales Island, north arm Moira Sound (1 UAM); 55.2333, -

132.5667, Prince of Wales Island, Josephine Lake (1 UAM); 55.2833,

-132.0667, Prince of Wales Island, south arm Cholmondeley Sound (5

UAM); 55.3333, -132.5000, Prince of Wales Island, Dog Salmon

Creek (1 UAM); 55.3956, -132.4956, Prince of Wales Island, Polk

Inlet (1 UAM); 55.4167, -132.3667, Prince of Wales Island, McKenzie

Inlet (1 UAM); 55.4333, -132.2667, Prince of Wales Island, Skowl

Arm (1 UAM); 55.4333, -132.3500, Prince of Wales Island, Smith

Cove (1 UAM); 55.4500, -132.6833, Prince of Wales Island, Harris

River (1 UAM); 55.5056, -132.5500, Prince of Wales Island, 12 mile

arm, Jarvis Island area (1 UAM); 55.5500, -132.2833, Prince of Wales

Island, Lyman Anchorage (1 UAM); 55.5500, -132.5667, Prince of

Wales Island, Karta River (1 UAM); 55.5625, -132.5750, Prince of

Wales Island, Karta River (6 UAM); 55.6292, -133.0042, Prince of

Wales Island, Big Salt Lake (2 UAM); 55.7089, -132.6131, Prince of

Wales Island, Falls Creek (1 UAM); 55.7333, -133.2500, Prince of

Wales Island, Shaheen Creek (1 UAM); 55.8000, -132.5000, Prince of

Wales Island, Sal Creek (1 UAM); 55.8903, -132.6208, Prince of

Wales Island, Ratz Creek (1 UAM); Prince of Wales Island (1 UAM);

Prince of Wales Island, Harris River (1 UAM). DIXON ENTRANCE

QUAD: 54.9333, -133.1500, Dall Island, Waterfall Bay, (1 UAM).

JUNEAU QUAD: 58.2000, -135.0833, Couverdon Island (1 UAM);

58.0167, -133.9833, Stephens Passage, Limestone (1 UAM); 58.0500,

-134.0333, Taku Harbor (1 UAM); 58.2917, -134.3767, Ebner Falls,

Perserverance Trail (1 UAM); 58.3042, -134.4083, Juneau, Switzer

Village (2 UAM); 58.3333, -134.6333, GMU 1C, UCU Minor Code

0701 (2 UAM); 58.5750, -135.1583, St. James Bay, Chilkat Peninsula

(2 UAM); 58.8000, -134.9667, GMU 1C, UCU Minor Code 0901 (1

UAM); 58.9167, -136.5333, GMU 1C, UCU Minor Code 0202 (1

UAM); Juneau, milepost 16 Glacier Highway (1 UAM). KETCHI-

KAN QUAD: 55.2333, -131.3500, Revillagigedo Island, Thorne Arm

(1 UAM); 55.2833, -131.5167, Revillagigedo Island, Carroll Inlet (4

UAM); 55.3333, -131.5000, Revillagigedo Island, George Inlet (1

UAM); 55.3333, -131.6333, Revillagigedo Island (11 UAM); 55.3833,

-131.3278, Revillagigedo Island, Gnat Cove, Carroll Inlet (1 UAM);

55.4167, -131.6333, Revillagigedo Island, Brown Mountains (2

UAM); 55.4306, -131.2547, Revillagigedo Island, Shoal Cove (5

UAM); 55.4875, -131.5833, Revillagigedo Island, Lake Harriet Hunt

(4 UAM); 55.5667, -131.6500, Revillagigedo Island, Long Arm (1

UAM); 55.5667, -131.6833, Revillagigedo Island, Moser Bay (1

UAM); 55.5825, -131.3517, Revillagigedo Island, head of Carroll Inlet

(2 UAM); 55.5833, -131.3333, Revillagigedo Island, N tip of island (3

UAM); 55.5833, -131.5333, Revillagigedo Island, Heckman Lake (1

UAM); 55.6500, -131.3500, Revillagigedo Island, Carroll Creek (1

UAM); 55.7000, -131.6500, Revillagigedo Island, Traitors Cove (3

UAM); 55.7736, -131.0417, Revillagigedo Island, Portage Cove (1

UAM); Revillagigedo Island, mile 13 north Tongass (1 UAM);

55.0556, -130.9917, Bull Head Cove (1 UAM); 55.6000, -131.9167,

Helm Bay (2 UAM); 55.6167, -131.9500, Helm Bay (1 UAM);

55.6167, -131.8833, Wadding Cove (1 UAM); 55.7456, -132.2647,

Meyers Chuck (1 UAM); 55.7833, -130.9667, Chickamin River (1

UAM); 55.9833, -131.4000, Anchor Pass (2 UAM); Boca de Quadra,

Kah Shakes (1 UAM). MT. FAIRWEATHER QUAD: 58.2833,

-136.8667, GMU 01C, UCU Minor Code 0504 (2 UAM). PETERS-

BURG QUAD: 56.6667, -133.1667, Castle Island, Duncan Canal, east

Castle Island (1 UAM); 56.0667, -132.4667, Etolin Island, Burnett

Inlet (1 UAM); Kosciusko Island, Shakan (1 USNM); 56.2667, -

133.8833, Kuiu Island, Port Beauclerc (1 UAM); Kuiu Island, Saginaw

Bay (4 USNM);  Kuiu Island, Three Mile Arm (1 USNM);  56.7625,

-134.3831, Kupreanof Island, Big John Bay (1 UAM); 56.7930, -

133.4970, Kupreanof Island (2 UAM); 56.9667, -133.9333, Kupreanof

Island, Kake (5 UAM); 56.5167, -132.7000, Mitkof Island, Blind

Slough (1 UAM); 56.5431, -132.7789, Mitkof Island, Woodpecker

Cove (1 UAM); 56.6667, -132.8333, Mitkof Island, Olsen log dump (1

UAM); 56.7944, -132.8222, Mitkof Island, Frederick Point (1 UAM);

Mitkof Island, Magill's trailer park in the Petersburg city limits (2

UAM); 56.1744, -133.3692, Prince of Wales Island, Turn Creek, El

Capitan area (1 UAM); 56.1833, -133.3000, Prince of Wales Island, SE

corner of El Captain Peak (1 UAM); 56.3000, -133.5667, Prince of

Wales Island (1 UAM); 56.3333, -133.3000, Prince of Wales Island,

Red Bay (2 UAM); 56.4667, -132.3778, Wrangell Island, Wrangell

Dump (1 UAM). PORT ALEXANDER QUAD: Kuiu Island, head

of Security Bay (1 UAM). PRINCE RUPERT QUAD: 54.8000,

-130.7333, Nakat Inlet (1 UAM). SKAGWAY QUAD: 59.1000,

-135.5417, GMU 1D, UCU Minor Code 0202 (1 UAM); 59.2250,

-135.9000, GMU 1D, UCU Minor Code 0204 (2 UAM); 59.2667,

-135.6833, 8 miles up Takhin Valley, Takhinsha (1 UAM); 59.2833,

-136.1833, Tsirku, GMU 1D, UCU Minor Code 0207 (2 UAM);

59.3250, -135.9000, GMU 1D, UCU Minor Code 0206 (1 UAM);

59.3500, -136.7500, Chilkat River, Tukgahgo Mountain, GMU 1D,

UCU Minor Code 0210 (8 UAM); 59.3500, -136.2667, 16.75 mile
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Haines Hwy mountain side, GMU 1D, UCU Minor Code 0210 (1

UAM); 59.4000, -136.2667, GMU 1D, UCU Minor Code 0209 (3

UAM); 59.4500, -135.3000, Skagway (1 UAM); 59.4667, -136.1750,

GMU 1D, UCU Minor Code 0301 (1 UAM); 59.4667, -136.7000,

Chilkoot Lake, GMU 1D, UCU Minor Code 0501 (5 UAM); 59.5417,

-136.1667, Kelsal River, bait station 21281, GMU 1D, UCU Minor

Code 0302 (6 UAM). SUMDUM QUAD: Kupreanof Island, Big

Creek (1 UAM); 57.8542, -133.6167, Holkam Bay, William's Cove (1

UAM); 57.1000, -133.2333, Farragut Bay (2 UAM); 57.4667, -

133.4333, GMU 1C, UCU Minor Code 2608 (1 UAM); 57.5583,

-133.5250, head of Windham Bay (2 UAM). TAKU RIVER QUAD:

58.0417, -133.9167, GMU 1C, UCU Minor Code 2303 (1 UAM).

YAKUTAT QUAD: 59.2833, -139.0500, Yakutat, Akwe River (1

UAM); 59.5500, -139.7333, Yakutat, garbage dump (1 UAM).

Brown Bear
Ursus arctos Linnaeus, 1758

OTHER COMMON NAMES. Admiralty Island
Crested Bear, Admiralty Island Grizzly, Alsek
Grizzly, Dall Brown Bear, Glacier Bay Grizzly,
Grizzly Bear, Island Grizzly, Lynn Canal Grizzly,
Shiras Brown Bear, Sitka Brown Bear, Sitka
Grizzly, Strange Bear, Townsend Bear, Yakutat
Grizzly.

TAXONOMY. Rausch (1963) included all of the
13 species proposed for Southeast Alaska
Brown Bears by Merriam (1918) under the
trinomial, U. a. horribilis. Hall (1984) recognized
three subspecies for the Southeast Alaska
region.

Studies of mitochondrial DNA variation
(Cronin et al., 1991; Talbot and Shields, 1996)
and nuclear microsatellite variation (Paetkau et
al., 1998) suggested limited exchange of female
Brown Bears between islands (Admiralty,
Baranof, and Chichagof) and the mainland;

however, movement of male Brown Bears was
detected (Paetkau et al., 1998). Leonard et al.
(2000) examined ancient DNA recovered from
permafrost preserved fossils and found the
distinctive insular mitochondrial lineage now
known only from the northern islands of the
Alexander Archipelago was more extensively
distributed during the late Pleistocene (interior
Yukon Territory).

Ursus arctos dalli
Original Description. 1896. Ursus dalli

Merriam, Proc. Biol. Soc. Washington,
10:71, April 13.

Type Locality. Yakutat Bay (NW side),
Alaska.

Type Specimen. USNM 75048.
Range. Northern mainland of Southeast

Alaska, from Yakutat area south to about
Glacier Bay.
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Remarks. Includes nortoni, townsendi, and
orgiloides. Paetkau et al. (1998) found the
Brown Bears of coastal Alaska genetically
indistinct from interior populations, and
suggested the designation U. a. dalli be
dropped in favor of U. a. horribilis.

Ursus arctos sitkensis
Original Description. 1896. Ursus sitkensis

Merriam, Proc. Biol. Soc. Washington,
10:73, April 13.

Type Locality. Near Sitka, Alaska.
Type Specimen. USNM 187891.
Range. Alexander Archipelago and northern

mainland of Southeast Alaska.
Remarks. Includes eulophus, eltonclarki,

orgilos, caurinus, shirasi, insularis,
neglectus, and mirabilis.

Ursus arctos stikeenensis
Original Description. 1914. Ursus

stikeenensis Merriam, Proc. Biol. Soc.
Washington, 27:178, August 13.

Type Locality. Tatletuey Lake, near head
Skeena River, northern British Columbia.

Type Specimen. USNM 202794.
Range. Northern and coastal British

Columbia and adjacent southern mainland
of Southeast Alaska.

Remarks. Includes tahltanicus, pervagor,
chelan, hoots, kwakiutl, warburtoni,
chelidonias, atnarko, and crassodon.

REVISIONS AND REVIEWS. Pasitschniak-Arts
(1993), Schoen and Gende (2007).

STATUS. CITES-Appendix II; IUCN-Least
concern; COSEWIC-Special concern. Suring et
al. (1992) considered the Brown Bear a species
of concern in Southeast Alaska. It is a
Management Indicator Species for the Tongass
National Forest (Kiester and Eckhardt, 1994;
Sidle and Suring, 1986).

DISTRIBUTION. Brown Bears are found along
the entire coastal mainland of Southeast Alaska
(especially along the major river systems), and
on most of the islands of the Alexander
Archipelago north of Frederick Sound
(MacDonald and Cook, 1996). Brown Bears are
occasionally seen, but have not become
established, on nearshore islands south of
Frederick Sound, specifically Etolin, Mitkof,
Revillagigedo, and Wrangell islands (MacDonald
and Cook, 1996).
 Fossil remains of Ursus arctos in limestone
caves on Prince of Wales Island range in age

from middle Wisconsin (35,365 � 800 yr B.P.) to
early Holocene (Heaton, 1995; Heaton and
Grady, 2003). Brown Bear (and Black Bear)
remains have also been found in cave deposits
on Dall and Coronation islands (Heaton and
Grady, 2003). These islands are south of
Frederick Sound, where today only Black Bears
occur. On nearby Haida Gwaii, Brown Bear
remains have recently been recovered from
glacial and postglacial deposits (Wigen, 2005).

SPECIMENS. BERING GLACIER QUAD: Yakataga area (5

UAM). BRADFIELD CANAL QUAD: 56.2250, -131.5125, Brad-

field Canal, Bradfield River Flats (1 UAM);  56.2250, -131.5125,

Bradfield River, Mt. Tyee, Cleveland Peninsula (2 UAM). JUNEAU

QUAD: 58.0833, -134.7667, Admiralty Island, Hawk Inlet (5 UAM);

58.1167, -134.1667, Admiralty Island, Doty Cove (1 UAM); 58.1500,

-134.6833, Admiralty Island, Fowler Creek (1 UAM); 58.1833, -

134.5500, Admiralty Island, Point Young (1 UAM);58.0000, -

135.0000, Chichagof Island, between Whitestone Harbor and Freshwa-

ter Bay (1 UAM); 58.0333, -135.6333, Chichagof Island, Neka Bay (1

UAM); 58.0569, -135.0958, Chichagof Island, Suntaheen Creek (1

UAM); 58.0667, -135.0667, Chichagof Island, Whitestone Harbor,

Whitestone Log Camp (1 UAM); 58.1083, -135.4417, Chichagof

Island, Hoonah (2 UAM); 58.0500, -134.4083, GMU 04Z, UCU Minor

Code 4701 (1 UAM); 58.1250, -135.4000, GMU 04Z, UCU Minor

Code 2405 (1 UAM); 58.1333, -134.5333, GMU 04Z, UCU Minor

Code 3606 (1 UAM); 58.2750, -135.8167, GMU 04Z, UCU Minor

Code 3503 (1 UAM); 58.3833, -135.9167, Gustavus (1 UAM);

58.5333, -134.7500, GMU 1C, UCU Minor Code 1501 (1 UAM);

58.8333, -134.9833, Berners River (1 UAM). KETCHIKAN QUAD:

55.8167, -130.9167, Chickamin River (1 UAM). PORT ALEXAN-

DER QUAD: 56.3833, -134.6417, Baranof Island, Little Port Walter

(2 UAM); 56.8500, -135.0750, GMU 04Z, UCU Minor Code 0701 (1

UAM). SITKA QUAD: 57, -134.0000, Admiralty Island, Pybus Bay

(2 UAM); 57.1167, -134.3667, Admiralty Island, Herring Bay (1

UAM); 57.1333, -134.6333, Admiralty Island, Wilson Cove (1 UAM);

57.1500, -134.2833, Admiralty Island, Eliza Harbor (1 UAM);

57.2500, -134.6167, Admiralty Island, Whitewater Bay (1 UAM);

57.3086, -134.0700, Admiralty Island, Pybus Bay (3 UAM); 57.3167,

-134.5833, Admiralty Island, Chaik Bay (5 UAM); 57.3333, -

134.1500, Admiralty Island, Pybus Bay, Donkey Bay (1 UAM);

57.3595, -134.1452, Admiralty Island, N arm of Pybus Bay (1 UAM);

57.3833, -134.4000, Admiralty Island, Hood Bay (1 UAM); 57.4333,

-134.5500, Admiralty Island, S arm of Hood Bay (1 UAM); 57.4333,

-134.5500, Admiralty Island, N arm of Hood Bay (2 UAM); 57.4333,

-134.5500, Admiralty Island, Hood Bay (1 UAM); 57.5000, -

134.1000, Admiralty Island, N arm of Gambier Bay (3 UAM);

57.6000, -134.6667, Admiralty Island, Parker Point (2 UAM); Admi-

ralty Island, west side Alexander Archipelago (1 UAM);57.0000,

-135.0000, Baranof Island, Kelp Bay (1 UAM); 57.0833, -134.8500,

Baranof Island, Baranof Lake/Salmon Lake (1 UAM); 57.5690, -

135.9620, Baranof Island, Ford Arm (1 UAM); Baranof Island (1

UAM); 57.7333, -134.1000, Buck Island (1 UAM); 57.4000, -

135.0583, Chichagof Island, Sitkon Bay, GMU 04Z, UCU Minor Code

0805 (1 UAM); 57.5333, -135.9667, Chichagof Island, Falcon Arm (1

UAM); 57.5667, -135.5833, Chichagof Island, Ushk Bay (1 UAM);

57.6667, -134.9833, Chichagof Island, NW side of Kook Lake (1

UAM); 57.7167, -135.2167, Chichagof Island, Kadashan Bay, Tena-

kee Inlet (2 UAM); 57.7389, -135.1250, Chichagof Island, Corner Bay,

Tenakee Inlet (1 UAM); 57.7667, -135.4167, Chichagof Island, Saltery

Bay, Tenakee Inlet (2 UAM); 57.7833, -134.9500, Chichagof Island,

N Shore of Tenakee Inlet (2 UAM); 57.9250, -135.0083, Chichagof

Island, GMU 04Z, UCU Minor Code 5103 (1 UAM); 57.9333, -

135.1500, Chichagof Island, Freshwater Bay, Seal Creek (1 UAM);

57.9500, -135.2500, Chichagof Island, head of Freshwater Bay (1

UAM);58.0000, -136.0000, Chichagof Island, N arm of Hoonah Sound

(2 UAM); Chichagof Island, Tenakee Bay (1 UAM); 57.6833, -

136.2000, Herbert Graves Island, outside end of Island (1 UAM);

Krestof Island (1 USNM);  Kruzof Island (5 USNM);  57.1333, -

134.4167, GMU 04Z, UCU Minor Code 4002 (1 UAM); 57.2833,
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-134.8833, Pond Isle (3 UAM); 57.4750, -134.2000, GMU 04Z, UCU

Minor Code 3802 (1 UAM); 57.6833, -135.6833, GMU 04Z, UCU

Minor Code 4900 (2 UAM); 57.7250, -135.4833, GMU 04Z, UCU

Minor Code 2903 (1 UAM); 57.7583, -135.5250, GMU 04Z, UCU

Minor Code 2904 (1 UAM); 57.7917, -135.0750, GMU 04Z, UCU

Minor Code 2601 (1 UAM); 57.8750, -135.8000, GMU 04Z, UCU

Minor Code 3004 (1 UAM). SKAGWAY QUAD: 59, -135.0000,

Chilkoot River (1 UAM); 59.1000, -135.5417, GMU 1D, UCU Minor

Code 0202 (1 UAM); 59.1583, -135.3667, GMU 1D, UCU Minor

Code 0401 (1 UAM); 59.1667, -135.4667, N of Pyramid Harbor (1

UAM); 59.1833, -135.6333, Murphy Flats, GMU 1D, UCU Minor

Code 0203 (1 UAM); 59.2000, -135.4667, Chilkat River (2 UAM);

59.2250, -135.9000, Chilkat River, GMU 1D, UCU Minor Code 0204

(2 UAM); 59.2333, -135.4333, Takhin River, Haines (1 UAM);

59.2667, -135.6833, Takhiu River, 5 miles W of Chilkat River (1

UAM); 59.3250, -135.9000, Chilkat Lake, SE end on Beault, GMU

1D, UCU Minor Code 0206 (3 UAM); 59.3500, -136.7500, Chilkat

River, GMU 1D, UCU Minor Code 0210 (2 UAM); 59.4000, -

136.2667, Herman Creek, GMU 1D, UCU Minor Code 0209 (4

UAM); 59.4167, -136.0000, Herman Creek (2 UAM); 59.4667, -

136.1750, GMU 1D, UCU Minor Code 0301 (2 UAM); 59.5417,

-136.1667, Sheep Canyon, GMU 1D, UCU Minor Code 0302 (1

UAM); 59.6083, -136.1333, GMU 1D, UCU Minor Code 0304 (1

UAM); 59.6833, -135.9583, Chilkat, GMU 1D, UCU Minor Code

0303 (2 UAM). SUMDUM QUAD: 57.4667, -133.9167, Admiralty

Island, Gambier Bay (1 UAM); 57.5833, -133.8333, Admiralty Island,

Glass Peninsula, Doty Cove (1 UAM); 57.6333, -133.9833, Admiralty

Island, Pleasant Bay (1 UAM); 57.3667, -133.9333, GMU 04Z, UCU

Minor Code 3901 (1 UAM); 57.5000, -132.9250, GMU 1C, UCU

Minor Code 2503 (1 UAM); 57.7500, -133.5833, 3 miles up Endicott

Arm (1 UAM); 57.8917, -133.7167, GMU 1C, UCU Minor Code 2310

(2 UAM). TAKU RIVER QUAD: 58.0000, -132.0000, Whiting

River (1 UAM); 58.0167, -133.9833, Limestone Inlet (1 UAM);

58.1417, -133.7167, GMU 1C, UCU Minor Code 2311 (1 UAM);

58.4333, -133.7167, Taku River, GMU 1C, UCU Minor Code 1805 (1

UAM). YAKUTAT QUAD: 59.0000, -139.0000, Situk Valley, 24

mile Forest Highway (1 UAM);59.0000, -138.0000, Alsek River,

Yakutat (2 UAM); 59.1667, -138.2000, E Alsek cabin (1 UAM);

59.3167, -139.2333, mouth of Italio River (1 UAM); 59.4167, -

139.5333, Ahrnklin River, mile 21 Situk Highway (2 UAM); 59.4333,

-138.9333, Harlequin Lake, Yakutat (1 UAM); 59.4333, -139.5500,

Situk River (2 UAM); 59.5500, -139.7333, Yakutat (1 UAM);

59.6167, -139.4000, Situk Lake (1 UAM); 60, -140, East River, Yaku-

tat (3 UAM). SOUTHEAST ALASKA: (1 UAM).

Family Otariidae Gray, 1825

Northern Fur Seal
Callorhinus ursinus (Linnaeus, 1758)

OTHER COMMON NAMES. Alaska Fur Seal

TAXONOMY. Monotypic (Scheffer, 1958; Rice,
1998).

Callorhinus ursinus
Original Description. 1758. Phoca ursina

Linnaeus, Syst. Nat. 10, 1:37.
Type Locality. Bering Island, Commander

Islands.
Type Specimen. None designated.
Range. North Pacific Ocean.

REVISIONS AND REVIEWS. Gardner and
Robbins (1998), Rice (1998), Brunner (2003).

STATUS. IUCN-Vulnerable; COSEWIC-
Threatened. Approximately 74% of the world’s
population is found in the southern Bering Sea
on the Pribilof Islands (Lander and Kajimura,
1982). After the killing of females at sea was
terminated in 1968, the Alaska population
rebounded to approximately 1.25 million in 1974.
Annual pup production on the Pribilofs, which
remained relatively stable between 1981 and
1995, has steadily been declining in subsequent
years, with counts in both 2000 and 2002 now
below the 1921 level on St. Paul Island and

below the 1916 level on St. George Island
(Angliss and Outlaw, 2005).

DISTRIBUTION. Northern Fur Seals occur from
southern California north to the Bering Sea and
west to the Okhotsk Sea and Honshu Island,
Japan (Angliss and Outlaw, 2005).
 Essentially an animal of the open sea while
away from the breeding islands (Kenyon and
Wilke, 1953), Northern Fur Seals from the Pribilof
Islands migrate south and east offshore until
March (Reeves et al., 1992). Females and young
males begin to appear in late November along
the continental slope and shelf from Sitka, in
Southeast Alaska, as far south as California.
Pups of both sexes arrive off the coast of
Southeast Alaska in January (Fiscus, 1978). Fur
seals can often be found hauled out on the
Forrester Island complex (L. Johnson, pers.
comm., 1994). A few thousand adult females
habitually enter some of the deep outer straits
and inlets of Southeast Alaska during the winter
and spring herring runs (Kenyon and Wilke,
1953). Some years they are quite abundant in
the Sitka area, but haven't been in recent years
(L. Johnson, pers. comm., 1994).

SPECIMENS. DIXON ENTRANCE QUAD: 54.8500, -

133.5333, Dixon Entrance, Lowrie Island (1 UAM). SITKA QUAD:

Sitka, Baranof Island, Sitka area (109 USNM).
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OTHER COMMON NAMES. Northern Sea Lion,
Steller Sealion.

TAXONOMY. Monotypic (Scheffer, 1958; Rice,
1998).
 Bickham et al. (1996) and Baker et al.
(2005) assessed geographic variation in the
mitochondrial control region and noted that the
populations of Steller’s Sea Lion in Southeast
Alaska were distinctive from populations found
farther west in the Gulf of Alaska and Aleutians.
Such a separation was not supported by a study
based on skull morphology, however (Brunner,
2002).

Eumetopias jubatus
Original Description. 1776. Phoca jubata

Schreber, Die Saugthiere…theil 3, heft 17,
Pl. 83b and p. 300.

Type Locality. North Pacific Ocean.
Type Specimen. Not known to exist.
Range. North Pacific Ocean.

REVISIONS AND REVIEWS. Loughlin et al.
(1987), Bickham et al. (1996), Brunner (2003).

STATUS. ESA-Threatened (east of 144º W),
Endangered (west of 144º W); IUCN-
Endangered; COSEWIC-Special Concern.
 U.S. populations declined by about 75%
recently (Calkins et al., 1999). Most dramatic
have been the declines in central and western
Gulf of Alaska and Aleutian Islands populations
(averaging 4.3% per year for 1990-2002)
(Angliss and Lodge, 2004). In contrast,
Southeast Alaska and British Columbia stocks
are stable or increasing (Angliss and Outlaw,
2005).

DISTRIBUTION. Steller's Sea Lions occur
throughout the North Pacific Rim from central
California to Japan.  Most reproduction occurs at
scattered rookeries along the central coast of the
Gulf of Alaska and in the central Aleutian Islands
(Reeves et al., 1992; Angliss and Outlaw, 2005).
They are not known to migrate but disperse
widely in the non-breeding season. Breeding
rookeries in Southeast Alaska are located off
Forrester Island (now the largest Steller's Sea
Lion rookery in the world), White Sisters Islands,
and Hazy Islands.  Approximately 50 haulout
sites are also found scattered along the
Southeast Alaska coast (S. Zimmerman, NMFS,
pers. comm., 1994).

Steller’s Sea Lion
Eumetopias jubatus (Schreber, 1776)
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California Sea Lion
Zalophus californianus (Lesson, 1828)

OTHER COMMON NAMES. California Sealion.

TAXONOMY. Three subspecies are generally
recognized for three disjunct populations
(Scheffer, 1958; Brunner et al., 2002; but see
Rice, 1998). It is probably the nominate
subspecies that occurs in Alaska waters.

Zalophus californianus californianus
Original Description. 1828. Otaria

californiana Lesson, Dictionaire classique
d’histoire naturalle, 13:420

Type Locality. vicinity San Francisco Bay,
California.

Type Specimen. None designated.
Range. West coast of North America from the

Mexico-Guatemala border to southern
Alaska.

REVISIONS AND REVIEWS. Rice (1998),
Brunner (2003).

STATUS. IUCN-Least concern; COSEWIC-Not
at risk. Adult and subadult California Sea Lions
have become relatively abundant in southern
British Columbia waters since the 1970s (Bigg,
1988; Reeves et al., 1992). Reports of California
sea lions of both sexes and during all seasons of
the year have increased in Alaska in recent years
(Maniscalco et al., 2004). These authors
speculate that this may be due to increasing
populations farther south, increasing competition
for food, and changes in environmental
conditions.

DISTRIBUTION. California Sea Lions are
increasingly encountered in Alaska waters to as
far north as the Bering Sea. In Southeast Alaska,
Maniscalco et al. (2004) reported 23 sightings
since 1982 that ranged from Forrester Island to
Cape Yakutaga.

SPECIMENS.  None.

SPECIMENS. DIXON ENTRANCE QUAD: 54.8750, -

133.5630, Forrester Island, North Rocks, Forrester Island complex (1

UAM);  54.8500, -133.5333, Lowrie Island (4 UAM). JUNEAU

QUAD: 58.4167, -134.8500, Shelter Island, SE tip of  Island (1 UAM);

Admiralty Island, Hawk Inlet (1 USNM); Chichagof Island, Port

Frederick (1 USNM); near mouth of Lynn Canal (1 USNM).

KETCHIKAN QUAD: 55.2833, -131.6000, Gravina Island, NE

corner of Gravina Island (1 UAM). SITKA QUAD: 57.5000, -

134.5500, Admiralty Island, Favorite Bay (1 UAM); Baranof Island,

Sitka (1 USNM); Kruzof Island, Mt. Edgecumbe (1 USNM).

YAKUTAT QUAD: 59.2503, -138.9339, Yakutat, Akwe River Beach

(1 UAM);  59.4833, -139.7167, Cannon Beach, Yakutat (2 UAM).

Family Phocidae Gray, 1821

Northern Elephant Seal
Mirounga angustirostris (Gill, 1866)

OTHER COMMON NAMES. None.

TAXONOMY. Monotypic; no subspecies are
currently recognized (Scheffer, 1958).

Mirounga angustirostris
Original Description. 1866. Macrorhinus
angustirostris Gill, Proc. Chicago Acad. Sci.,
1:33, April.
Type Locality: St. Bartholomew’s Bay, Lower
California, Mexico.
Type Specimen. USNM 4704 (lectotype).
Range. Eastern North Pacific Ocean.

REVISIONS AND REVIEWS. Stewart and Huber
(1993), Le Boeuf and Laws (1994), Brunner
(2002).

STATUS. IUCN-Least concern; COSEWIC-Not
at risk. Reduced to near extinction by the late
1800s, there has been an almost exponential
increase throughout the range of this species,
with the population estimated to be 125,000
animals in 1992 (Stewart et al., 1994). In the
mid-1990s, the California population was
increasing and the Mexican population was
apparently stable or decreasing (NMFS, Federal
Register, 15 March 1996).
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Harbor Seal
Phoca vitulina Linnaeus, 1758

DISTRIBUTION.  Northern Elephant Seals are
restricted to the Northeast Pacific Ocean. They
breed in rookeries from Baja California, Mexico,
to Oregon (Hodder et al., 1998). During the
nonbreeding season, Northern Elephant Seals
range along the coast of Oregon, Washington,
and British Columbia; adult males reach as far
north as the Gulf of Alaska and the eastern
Aleutian Islands (ADFG, 1973; Reeves et al.,
1992, 2002). Elephant Seals are observed each
year at various locations throughout Southeast

Alaska (L. Carson, pers. comm., 1994; L.
Johnson, pers. comm., 1994; S. Zimmerman,
NMFS, pers. comm., 1994). Willett (1943)
reported a dead Elephant Seal on a beach at
Kasaan, Prince of Wales Island “shortly before
February” 1940.

SPECIMENS. CRAIG QUAD:  Prince of Wales Island, Kasaan

(1 USNM).

OTHER COMMON NAMES. Common Seal.

TAXONOMY. The taxonomy of Harbor Seals in
the North Pacific and Bering Sea has been con-
troversial. Four, sometimes five, subspecies of
Harbor Seals are generally recognized across its
broad range. The eastern Pacific form of harbor
seal, richardsi (the valid spelling should be rich-
ardii according to Rice, 1998), and the western
Pacific form, stejnegeri, generally are recognized
as valid subspecies (Reeves et al., 1992;
Reijnders et al., 1993; Rice, 1998), although
samples corresponding to these two taxa did not

appear to represent distinct mtDNA assemblag-
es (O’Corry-Crowe and Westlake, 1998; West-
lake and O’Corry-Crowe, 2002).

The combination of all DNA data collected
by Burg et al. (1999) suggested that there are at
least three populations of Harbor Seals in the
Pacific composed of seals from 1) Japan, Rus-
sia, Alaska, and northern British Columbia, 2)
southern British Columbia and Puget Sound,
Washington, and 3) the outer coasts of Washing-
ton, Oregon, and California. Their analyses of
five polymorphic microsatellite loci showed sig-
nificant differences between the populations of
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southern British Columbia and northern British
Columbia-Southeast Alaska.

Phoca vitulina richardii
Original Description. 1864. Halicyon

richardii Gray, 1864. Proc. Zool. Soc.
London, p. 28.

Type Locality. Vancouver Island, British
Columbia.

 Type Specimen. BMNH 1864.2.19.1 (see
Shaughnessy and Fay, 1977).

 Range. Eastern Pacific from the Aleutian
Islands to California.

Remarks. The name richardsi is an invalid
spelling (Rice, 1998).

REVISIONS AND REVIEWS. Shaughnessy and
Fay (1977), Burns et al. (1984), Burg et al. (1999).

STATUS. IUCN-Least concern; COSEWIC-Not
at risk. West (1991) considered Phoca vitulina a
species of ecological concern. While Harbor Seal
numbers have declined dramatically in Prince
William Sound over the past few decades
(Westlake and O’Corry-Crowe, 2002), trend data
from aerial counts in Southeast Alaska
conducted during 1983-2001 indicated
significant increase in the Ketchikan area,
relative stability near Sitka, and a recent decline
in Glacier Bay (R.J. Small et al., 2003).

DISTRIBUTION. Harbor Seals are widely
distributed throughout coastal areas of the North
Pacific, Arctic, and North Atlantic oceans
(Nagorsen, 1990). They inhabit the entire
Southeast Alaska coast and, during salmon
migration, can be found considerable distances
upstream along major rivers and in lakes.
According to ADFG (1973), the greatest
concentrations of Harbor Seals in Southeast
Alaska occur in Glacier Bay National Park, in a
few island areas along the outer coast of
Chichagof Island, and in a few glacier-fed bays
along the mainland coast.

SPECIMENS. CRAIG QUAD: 55.7200, -133.4167, Harmony

Islands (2 UAM);  55.4397, -133.4553, Lulu Island (1 UAM);

55.5750, -133.3667, Palisade Island (1 UAM);  55.2833, -132.0667,

Prince of Wales Island, `Chalmeley Island' (1 UAM);  55.3667, -

133.2667, Prince of Wales Island, Port Estrella (2 UAM);  55.6050,

-133.0850, Prince of Wales Island, Big Salt Lake (3 UAM);  55.4836,

-133.3514, San Fernando Island (1 UAM);  55.2675, -133.3003, Sue-

mez Island (1 UAM);  55.3000, -133.2500, Suemez Island, Port Refu-

gio (2 UAM);  55.4333, -133.5000, Port Real Marina (2 UAM);

55.4836, -133.2511, Trocadera Bay (4 UAM). JUNEAU QUAD:

58.2341, -135.7154, Chichagof Island , Hoonah; Chicken Creek (1

UAM);  58.2000, -134.5000, Douglas Island, southern end of island (1

UAM);  58.3019, -134.4197, Juneau (1 UAM). KETCHIKAN

QUAD: 55.5367, -131.7550, Back Island (1 UAM);  55.5367, -

131.7622, Back Island (1 UAM);  55.5267, -131.7550, Betton Island,

NE shore (1 UAM);  55.0733, -131.2350, Cat Island (3 UAM);

55.4833, -131.8000, Clover Island (13 UAM);  60.6383, -146.2917,

Gravina Island (2 UAM);  60.6408, -146.2897, Gravina Island (9

UAM);  55.2467, -131.4133, Revillagigedo Island, Bold Island (1

UAM);  55.2967, -131.4917, Revillagigedo Island, Carrol Point (2

UAM);  55.3800, -131.3933, Revillagigedo Island, Carroll Inlet (1

UAM);  55.6250, -131.9611, Revillagigedo Island, Helm Bay (1

UAM);  55.9369, -131.1883, Revillagigedo Island (2 UAM);  55.4847,

-131.8167, Tatoosh Island (1 UAM);  55.5250, -131.8500, Tatoosh

Island (8 UAM);  55.5250, -131.8500, Tatoosh Island, Tatoosh Rocks

(3 UAM);  55.5267, -131.7550, Tatoosh Island (11 UAM);  55.3514,

-131.2500, Thorne Arm (2 UAM);  55.3572, -131.4506, George Inlet

(1 UAM);  55.3689, -131.4514, George Inlet (2 UAM);  55.4567,

-131.4833, Coon Cove (1 UAM);  55.4833, -131.8083, Clover Passage

(11 UAM);  55.4847, -131.8167, Clover Pass (4 UAM);  Behm Canal

(1 UAM);  north Behm Canal (1 UAM). PETERSBURG QUAD:

56.0581, -132.0022, Deer Island, East side of Island (1 UAM);

56.2920, -132.4750, Etolin Island, King George Creek (1

UAM);51.5294, -132.4568, Kadin Island, mouth of the Stikine River

(3 UAM);  Zarembo Island, Meter Bite Creek (1 UAM);  56.6333,

-132.3333, Stikine R; Wrangell village (2 UAM). SITKA QUAD:

57.3333, -135.5000, Admiralty Island, Chaik Bay (6 UAM);  57.5033,

-134.5839, Admiralty Island, Angoon (2 UAM);  57.5034, -134.5847,

Admiralty Island, Angoon (3 UAM);  57.5036, -134.5006, Admiralty

Island, Angoon (1 UAM);  57.5713, -134.3700, Admiralty Island,

Kootznahoo Inlet, Salt Lake (1 UAM);  58.7200, -134.8683, Admiralty

Island, Wilson Cove (5 UAM);  Admiralty Island (1 UAM);  57.0333,

-135.2417, Baranof Island, Silver Bay, near Sitka (3 UAM);  57.1500,

-135.5833, Baranof Island, Point Kristof (1 UAM);  57.2506, -

135.3836, Baranof Island, Nakwasina Sound; off Allan Point,(1

UAM);  57.2506, -135.3833, Baranof Island, Nakwasina Sound; off

Allan Point (1 UAM);  57.2733, -135.5717, Baranof Island, St John

Baptist Bay (2 UAM);  57.3517, -135.4667, Baranof Island, Fish Bay

(4 UAM);  57.9833, -135.3167, Baranof Island, Sandy Cove (1 UAM);

57.1217, -135.4583, Big Gavanski Island (1 UAM);  57.1433, -

135.4167, Big Gavanski Island (2 UAM);  57.4542, -135.5406, Big

Rose Island, Big Rose Island (3 UAM);  57.4383, -135.6217, Chichag-

of Island, Deep Bay (2 UAM);  57.1011, -135.4678, Crow Island (1

UAM);  57.1022, -135.4681, Gaganin Island/Crow Island (1 UAM);

57.1022, -135.4681, Gagarin Island (1 UAM);  57.1217, -135.4583,

Gagarin Island (6 UAM);  57.1117, -135.4017, Gavanski, Gavanski

Rocks (1 UAM);  57.1433, -135.4167, Gavanski (1 UAM);  57.1417,

-135.4167, Gavanski Island (3 UAM);  57.1667, -135.6250, Kruzof

Island, Mud Bay (1 UAM);  57.1867, -135.5600, Kruzof Island, Port

Krestof (2 UAM);  57.2750, -135.6833, Kruzof Island, Sukoi Inlet (3

UAM);  57.4192, -135.6025, Lesnoi Island (1 UAM);  57.1117, -

135.4283, Little Gavanski Island (2 UAM);  57.1233, -135.4333, Little

Gavanski Island (1 UAM);  57.1667, -135.5750, Magoun Island (1

UAM);  57.3333, -135.4350, Middle Island (1 UAM);  57.5167,

-134.5250, Smith Island (1 UAM);  56.9750, -135.3167, Sandy Cove

(1 UAM);  57.0178, -135.1672, Silver Bay/ Bear Cove (1 UAM);

57.0178, -135.1672, Silver Bay (1 UAM);  57.1217, -135.4583, Sigini-

ka (1 UAM);  57.1356, -135.5350, Hayward Strait (2 UAM);  57.1500,

-135.5667, Hayward Strait (2 UAM);  57.1667, -135.4500, Eastern

Bay (1 UAM);  57.1683, -135.5347, Degroff Bay (1 UAM);  57.1867,

-135.5550, Hayward Strait (1 UAM);  57.1867, -135.5717, Hayward

Strait (1 UAM);  57.1917, -135.8333 (1 UAM);  57.2344, -135.5189,

Between Olga and Neva Straight (1 UAM);  57.2500, -135.4683,

Nawkwasina Pass (2 UAM);  57.2500, -135.4750, Nawkwasina Pass

(1 UAM);  57.2667, -135.5733, Marine Cove (1 UAM);  57.2733,

-135.5717, Phillapino Cove [sic] (2 UAM);  57.2733, -135.5717,

Kackel Narrows (1 UAM);  57.2917, -135.5833, Saint John Bay (1

UAM);  57.3167, -135.6917 (1 UAM);  57.3689, -135.5847, Fish Bay

(1 UAM);  57.4000, -135.6317, Sergius Narrows (1 UAM). SUM-

DUM QUAD: 57.3167, -133.5000, Port Houghton (11 UAM). YA-

KUTAT QUAD: 59.4036, -139.4575, Situk (1 UAM);  59.5953,

-139.6583, between Fitzgerald Island and Gregson Island (1 UAM);

59.9972, -139.5500, Disenchantment Bay (3 UAM);  60, -139.5500,

Yakutat, Disenchantment Bay (13 UAM);  60, -139.5500, Yakutat,

Disenchantment Bay (2 UAM);  60.0083, -139.5056, Hubbard Glacier,

Disenchantment Bay (4 UAM);  60.0167, -139.5000, Hubbard Glacier

(2 UAM).
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OTHER COMMON NAMES. Northern Sea Otter.

TAXONOMY. Wilson et al. (1991) conducted a
reappraisal of Sea Otter taxonomy primarily
based on skull morphology from throughout the
species’ range and recommended three
subspecies be recognized, of which one occurs
throughout Alaska.
 Recent analyses of both mitochondrial and
nuclear DNA sequence data (Cronin et al., 1996,
2002) found substantial differences between the
three distinct Sea Otter stocks in Alaska (Gorbics
and Bodkin 2001): Southeast, Southcentral, and
Southwest. The range of the Southeast stock
extends from Dixon Entrance to Cape Yakataga.

Enhydra lutris kenyoni
Original Description. 1991. Enhydra lutris

kenyoni Wilson, J. Mammalogy, 72:33,
February 13.

Type Locality. Amchitka Island, Alaska.
Type Specimen. USNM 527045.

Range. Throughout the Aleutian Islands and
southward in the eastern Pacific to
Washington.

REVISIONS AND REVIEWS. Kenyon (1969),
Estes (1980), Wilson et al. (1991).

STATUS. CITES-Appendix II; IUCN-
Endangered; COSEWIC-Threatened. The
Southwest Alaska (Kodiak, Alaska Peninsula,
Aleutians) stock of Sea Otters, which have
experienced precipitous population declines in
recent years, was petitioned for listing as
threatened under ESA in 2004 (and sued on 1
June 2005 for delays in this effort). Sea Otters in
the Southeast Alaska stock are not listed under
the ESA (USFWS, 2002).

From the original 412 animals released into
Southeast Alaska waters starting in 1965, the
regional total had grown to more than 3500
animals in 1987 (Reeves et al., 1992) to 12,632
Sea Otters  in 2000 (USFWS, 2002). The current
population trend is uncertain (USFWS, 2002),
although the Glacier Bay population increased

Family Mustelidae Fischer, 1817

Sea Otter
Enhydra lutris (Linnaeus, 1758)
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185% (to 1590 animals) between 2000 and 2001
(Bodkin et al., 2001).

DISTRIBUTION. Sea Otters were once found
along most of the rim of the North Pacific from the
northern Japanese Archipelago to central Baja
California, including the Kuril, Commander,
Aleutian, and Pribilof islands (Reeves et al.,
1992). These animals almost were extirpated
from most of their former range, including
Southeast Alaska, by commercial hunting. In
Alaska, they were protected in 1899. Hunting for
Sea Otters by Natives has resumed in recent
years in Southeast Alaska (Reeves et al., 1992).
Gray (1915) reports five otters shot at Forrester
Island in the spring of 1899, three in 1903, and
one near Cape Pole, Kosciusko Island, in 1904.
He also reported three observed in Blake
Channel, between Wrangell Island and
mainland, in about 1910, and one observed at
Forrester Island in 1912.
 Sea otters were translocated to seven sites
in Southeast Alaska in the late 1960s (Burris and
McKnight, 1973) from Amchitka and Prince

William Sound stocks (Pitcher, 1989; Reidman
and Estes, 1991).

SPECIMENS. CRAIG QUAD: 55.5980, -133.6090, San

Lorenzo Islands, Hole in the Wall (3 UAM);  55.8880, -133.2430,

Tuxekan Island (2 UAM). DIXON ENTRANCE QUAD: 54.6417,

-132.4000, Barrier Islands, intertidal beach of northeasternmost island

(1 UAM). JUNEAU QUAD: 58.1760, -135.4720, Scraggy Island (8

UAM);  58.1333, -135.2710, Spasski Island (1 UAM). PETERS-

BURG QUAD: 56.7944, -132.8222, Mitkof Island, Frederick Sound

(1 UAM). PORT ALEXANDER QUAD: 56.6667, -134.2433, Kuiu

Island, Rowan Bay (10 UAM). PRINCE RUPERT QUAD: Tongass

(2 USNM, burial site, no date); SITKA QUAD: 57.0690, -135.4100,

Apple Island (1 UAM);  Baranof Island, Sitka (1 MVZ; collected

1906);  Baranof Island, Sitka, N coast of (6 KU, skins only, July 1896);

Baranof Island, Sitka (1 MCZ, no date); 57.1080, -135.4730, Crow

Island (6 UAM);  57.0980, -135.4870, Gagarin Island, Sitka Sound (7

UAM);  57.3230, -135.6630, Kane Islands (6 UAM);  57.0140, -

135.6360, Kruzof Island, Sitka Sound (1 UAM);  57.0430, -135.3667,

Smith Island (1 UAM);  57.0900, -135.4967, Bieli Rocks, Sitka Sound

(2 UAM);  57.1580, -135.5510, Rob Point (1 UAM);  57.1790, -

135.6080, Mud Bay (1 UAM);  57.1840, -135.5100, Krestoff Point

near Sitka (1 UAM);  57.2367, -135.5500, Neva Point, near Sitka (3

UAM);  57.2930, -135.5760, Saint John Baptist Bay, N of Sitka (9

UAM);  57.3043, -135.6901, Sukoi Inlet (1 UAM);  57.3610, -

135.7810, Salisbury Sound, N of Sitka (7 UAM);  57.5890, -136.1333,

between Ogden Passage and Khaz Bay (2 UAM);  57.6333, -136.1610,

Ogden Passage (4 UAM);  57.9190, -136.3760, Lisianski Strait (2

UAM);  57.9680, -136.2860, Lisianski Inlet (2 UAM). YAKUTAT

QUAD: 59.5980, -139.7610, Khantaak Island (6 UAM);  59.7320,

-139.8390, Yakutat Bay (1 UAM). SE ALASKA: (1 MVZ; collected

1893).

Wolverine
Gulo gulo (Linnaeus, 1758)

OTHER COMMON NAMES. Carcajou.

TAXONOMY. Kurtén and Rausch (1959)
demonstrated that New and Old World
wolverines are conspecific and recognized only
two subspecies of wolverines. All North
American populations were included in a single
race, G. g. luscus. Hall (1981), however,
recognized four North American races, of which
one occurs in Southeast Alaska.
 Tomasik and Cook (2005) found the
wolverines of Southeast Alaska genetically
distinctive, suggesting the possibility of limited
exchange between coastal and inland
populations.

Gulo gulo luscus
Original Description. 1776. [Ursus] luscus
Linnaeus, Syst. Nat., ed. 10, 1:47.
Type Locality. Hudson Bay.
Type Specimen. Not known to exist.
Range. Broadly distributed across Alaska,
Canada and the northwestern contiguous
United States.

REVISIONS AND REVIEWS. Pasitschniak-Arts
and Larivière (1995).

STATUS. IUCN-Vulnerable; COSEWIC-Special
concern.

DISTRIBUTION. Wolverines occur on the
mainland and are reported on several near-shore
islands in the Alexander Archipelago, specifically
Etolin, Fair, Kuiu, Kupreanof, Mitkof,
Revillagigedo, and Wrangell islands (ADFG,
1973; MacDonald and Cook, 1996).
 Heaton and Grady (2003) reported finding a
single molar fragment, dated late Pleistocene or
early Holocene, from a cave on Prince of Wales
Island that appeared to match only Gulo gulo.

SPECIMENS. BERING GLACIER: Yakataga, Sunshine

Point, Keliekh River (1 CAS). JUNEAU QUAD: Taku Inlet (2

USNM). KETCHIKAN QUAD: 55.7500, -131.5000, Revillagigedo

Island, Ketchikan area (1 UAM); Revillagigedo Island, Carroll Inlet (1

USNM). PETERSBURG QUAD: 56.7500, -133.0000, Fair Island,

Duncan Canal (1 UAM);  Mitkof Island (1 KU, 2 MSUM); 56.6167,

-132.3167, Stikine River, Pt Rothsay area, Government Slough (2

UAM). SKAGWAY QUAD: 59.2000, -135.2833, 8-10 miles up

Katzehin River (1 UAM);  59.2000, -135.2833, Katzehin River, 1 mile

from glacier (1 UAM). SUMDUM QUAD: 57.9167, -133.2167,
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OTHER COMMON NAMES. Northern River
Otter, Canadian River Otter, Land Otter, Prince
of Wales Island Otter.

TAXONOMY. The genus of New World river
otters was revised from Lutra to Lontra by van
Zyll de Jong (1972). Hall (1981) recognized 7
subspecies of river otter in North America; one
occurs in Southeast Alaska. Patterns of genetic
variation in eastern North America otters did not
concur with Hall’s subspecific designations
(Serfass et al., 1998). Reviews of the taxonomic
status of L. canadensis indicated that river otters
from Southeast Alaska are morphologically
distinct from interior river otters (van Zyll de Jong,
1972; Fagen, 1986), but specimens have not
been included in molecular genetic analyses.

Lontra canadensis mira
Original Description. 1935. Lutra

canadensis mira Goldman, Proc. Biol.
Soc. Washington, 48:185, November 15.

Type Locality. Kasaan Bay, Prince of Wales
Island, Alaska.

Type Specimen. USNM 127888.
Range. Southeast Alaska and coastal British

Columbia.

REVISIONS AND REVIEWS. Larivière and
Walton (1998).

STATUS. CITES-Appendix II; IUCN-Least
concern. The North American River Otter is a
Management Indicator Species of the Tongass
National Forest (Sidle and Suring, 1986; Kiester
and Eckhardt, 1994).

DISTRIBUTION. River otters are found along the
coastal and inland waters throughout Southeast
Alaska. Specimen are from a number of
mainland localities and the Alexander
Archipelago from Admiralty, Baranof, Chichagof,
Gavanski, Halleck, Krestof, Kruzof, Kuiu,
Kupreanof, Long, Marble, Prince of Wales,

North American River Otter
Lontra canadensis (Schreber, 1777)

Gilbert Bay, Port Snettisham (1 UAM). TAKU RIVER QUAD:

58.08333333, -133.31667, Prospect Creek, Port Snettisham (1 UAM).

YAKUTAT QUAD: bank of Alsek River, 8 mi. from Dry Bay Bar (1

AMNH); Yakutat (1 FMNH); Yakutat area (1 UCLA).
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Rapids, Revillagigedo, Shrubby, Warren,
Woronkofski, and Wrangell islands.

SPECIMENS. BERING GLACIER QUAD: Yakataga,

Kaliakh (sic) River, Sunshine Point (1 CAS). BRADFIELD CANAL

QUAD: 56.2333, -131.8833, Bradfield Canal, Marten Creek (1 UAM);

56.3500, -131.9833, Aaron Creek (3 UAM);  56.7000, -131.9333,

Stikine River, Ketili Creek (1 UAM);  Bradfield Canal (4 UAM).

CRAIG QUAD: Marble Island, Tokeen (1 USNM);  55.8928, -

133.8928, Warren Island (1 MVZ). DIXON ENTRANCE QUAD:

54.8711, -132.8033, Long Island, Howkan (7 MVZ). JUNEAU

QUAD: 58.1083, -135.4417, Chichagof Island, Hoonah (1 UAM);

Chichagof Island, Northern part of island (15 UAM);  58.3000, -

134.4000, Juneau, Aurora Boat Basin (1 UAM);  58.3000, -134.4167,

Egan Expressway (2 UAM);  58.3042, -134.4083, Juneau area (1

UAM);  58.3042, -134.4083, Juneau, 3 miles N on Eagan Highway (1

UAM);  58.3500, -134.6833, Auke Bay ferry terminal, Juneau (1

UAM);  Lynn Canal, Berners Bay (3 UAM). KETCHIKAN QUAD:

55.3333, -131.6333, Revillagigedo Island, Ketchikan (1 UAM);

55.5294, -131.9533, Cleveland Peninsula, Bond Bay (2 UAM). MT.

FAIRWEATHER QUAD: 58.9417, -136.1333, Gull Lake at

Wachusetts Inlet (1 UAM). PETERSBURG QUAD: Kuiu Island (1

PSM);  Kupreanof Island, Petersburg Creek (1 CMNH);  56.1500,

-133.4000, Prince of Wales Island, Dry Pass (6 UAM);  Prince of

Wales Island, between Shakan Bay and Dry Pass (7 UAM);  Shrubby

Island (2 USNM);  Woronkofski Island (2 UAM);  56.2833, -132.1667,

Wrangell Island (2 UAM);  56.5000, -132.3333, Wrangell Island, near

Wrangell (1 UAM);  Wrangell Island, Wrangell (1 CMNH). PORT

ALEXANDER QUAD: 56.7211, -134.3658, Kuiu Island,

Washington Bay (1 PSM); 56.5406, -134.0511, Kuiu Island (1 PSM);

Kuiu Island, Rowan Bay (1 CMNH). SITKA QUAD: 57.5333,

-134.25, Admiralty Island (1 MVZ);  Admiralty Island (4 CMNH);

57.0333, -135.2000, Baranof Island, Silver Bay (5 UAM);  57.2167,

-134.8667, Baranof Island, Hidden Falls (1 UAM);  57.3875, -

135.6083, Baranof Island, Schulze Head (1 UAM);  Baranof Island,

Sitka area (1 UAM);  Baranof Island, Aleutkina Bay, 4 mi SE Sitka (1

UAM);  Baranof Island, No Thorofare Bay, 4.5 mi SE Sitka (1 UAM);

Baranof Island, Deep Inlet, 5 mi S of Sitka (3 UAM);  Baranof Island,

Samsing Cove, 5 mi S of Sitka (1 UAM);  Baranof Island, Indian River

(1 UAM);  Baranof Island, Three Entrance Bay, 5.5 mi SW Sitka (1

UAM);  Baranof Island, Starrigavan Bay, 5.5 mi N Sitka (2 UAM);

Baranof Island, Katlian Bay, 8 mi N Sitka (1 UAM);  Baranof Island,

Nakwasina (7 UAM);  Baranof Island, Lisa Creek, Nakwasina Bay (1

UAM);  Baranof Island, Olga Strait (1 UAM);  Baranof Island, Kakul

Narrows, 25 mi NW Sitka (1 UAM);  Baranof Island, Fish Bay, 22 mi

NW Sitka (1 UAM);  Baranof Island, Peril Strait (1 UAM);   57.7833,

-134.9500, Chichagof Island, Tenakee Inlet (16 UAM);  57.8500,

-134.9833, Chichagof Island, Freshwater Bay (1 UAM);  57.9583,

-136.2250, Chichagof Island, Pelican (2 UAM);  58.2167, -135.5000,

Chichagof Island, Port Frederick (1 UAM);  Chichagof Island,

Lisianski Inlet, Pelican (2 UAM);  Chichagof Island, Lisianski Bay (2

UAM);  Chichagof Island, N side of island (1 UAM);  57.1333,

-135.4167, Gavanski Island, 6.5 mi NW Sitka (1 UAM);  57.2333,

-135.3833, Halleck Island, Allan Point (1 UAM);  Halleck or Krestof

Island, Olga Strait (5 UAM);  Krestof Island, DeGroff Bay (1 UAM);

Kruzof Island, Crab Bay, 10.5 mi NW Sitka (1 UAM);  Kruzof Island,

Dry Pass (2 UAM);  Kruzof Island, Kalinin Bay (3 UAM);  Kruzof

Island, Salisbury Sound (1 UAM);  Kruzof Island, Sukoi Inlet (1

UAM);  57.4042, -135.6278, Rapids Island, in Peril Strait between

Baranof and Chichagof islands (3 UAM). SKAGWAY QUAD:

Haines, 7 mi. SSE of, Chilkat Peninsula (1 KU);  Chilkat Lake (1

UCLA). YAKUTAT QUAD: 59.5000, -139.7500, Yakutat foreland

(1 UAM);  59.5833, -139.5167, Yakutat foreland (1 UAM).
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OTHER COMMON NAMES. Marten, Pine
Marten.

TAXONOMY. Cytochrome b data from Stone
and Cook (2002) suggested the genus Martes is
paraphyletic with respect to Gulo. If supported
with additional markers, this finding would indi-
cate the need for taxonomic revision of some
mustelid genera.
 Two species of martens were recognized in
North America based on skull (Figure 11) and
other morphological differences up until the mid-
dle of the 20th century when Wright (1953) re-
duced M. caurina to a subspecies of M.
americana based on possible intergradation be-
tween two populations in Montana (see the fol-
lowing account of M. caurina for further
discussion). Clark et al. (1987) followed Wright’s
revision and tentatively recognized eight subspe-
cies of American Marten that they divided into
two groups: “americana” (a continental group
comprising five subspecies) and “caurina” (a
western group comprising three subspecies).
Both Anderson (1970) and Hagmeier (1958),
however, had earlier pointed out that subspecies
designations were arbitrary because morpholog-
ical variation was clinal in some cases, discor-

dant in others (but see Dillon, 1961), and overall
based on too few samples. Hall (1981) continued
to recognize seven subspecies in the
“americana” group; one of these occurs in South-
east Alaska.

Martes americana actuosa
Original Description. 1900. Mustela

americana actuosa Osgood, N. Amer.
Fauna, 19:43, October 6.

Type Locality. Fort Yukon, Alaska.
Type Specimen. USNM 6043.
Range. Interior and Southeast Alaska,

northwestern Canada.
Remarks. Hall (1981) suggested the

occurrence of the subspecies kenaiensis
(Elliot, 1903) along the northern mainland
of Southeast Alaska, but admitted that the
limits of this taxon’s range beyond the
Kenai Peninsula was unknown.

REVISIONS AND REVIEWS. Clark et al. (1987),
Giannico and Nagorsen (1989), Hicks and Carr
(1995), Carr and Hicks (1997), Small et al.
(2003), Schoen et al. (2007).

American Marten
Martes americana (Turton, 1806)
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STATUS. IUCN-Least concern. Before game
laws early in the 20th century, marten numbers
in the region were greatly reduced by over
harvest (MacDonald and Cook, 1996). M.
americana is a Management Indicator Species of
the USDA Forest Service.

DISTRIBUTION. Natural populations of Ameri-
can Marten have been documented on the coast-
al mainland of Southeast Alaska and in the
Alexander Archipelago on Etolin, Kuiu, Kupre-
anof, Mitkof, Revillagigedo, Woewodski, and
Wrangell islands. Marten of unknown status and
affinity have also been reported from Gravina
Island (L. Carson, Ketchikan, pers. comm.), An-
nette Island (J. Moran, Metlakatla, pers. comm.),
and Zarembo Island (trapper reports in 2003-
2005; R. Lowell, ADFG, Petersburg, pers.
comm.; N. Dawson, pers. comm.).
 In 1934, American Marten from Behm Canal
and Thomas Bay on the mainland were success-
fully introduced on Prince of Wales Island and
Baranof Island. A recent record and several re-
ports of marten on Kosciusko (UAM specimen),
Marble, Orr, Tuxekan, Heceta, Dall, Suemez,
Long, and Sukkwan islands (various credible
reports between 1996-2005) may have been
derived from introduced stocks.

Between 1949 and 1952, American Marten
were successfully introduced on Chichagof Is-
land with stock taken from Baranof Island, Revil-
lagigedo Island, the Stikine River drainage,
Wrangell Island, Mitkof Island, and near Anchor-
age (Elkins and Nelson, 1954; Burris and McK-
night, 1973). Marten are documented on Kruzof,
Otstoia, Catherine, Partofschikof, and Yakobi
islands; all of these may be from unreported
transplants (MacDonald and Cook, 1996).

SPECIMENS. BERING GLACIER QUAD: Cape Yakataga

area (7 CAS). BRADFIELD CANAL QUAD: 56.1806, -131.8847,

Anan Creek (Anan Bay) (1 UAM);  56.2250, -131.5125, Bradfield

Canal (38 UAM); 56.2333, -131.4667, Bradfield Canal (13 UAM);

56.3500, -131.9833, Aaron Creek (26 UAM). CRAIG QUAD:

55.6892, -132.5403, Prince of Wales Island, North Thorne Bay (3

UAM);55.0000, -133.0000, Prince of Wales Island, Salmon Bay (1

UAM); 55.2333, -132.6667, Prince of Wales Island, Deer Bay (25

UAM); 55.2361, -132.6750, Prince of Wales Island, Deer Bay (2

UAM); 55.2478, -132.3236, Prince of Wales Island, Cholmondeley

Sound, west arm (5 UAM); 55.3167, -132.4500, Prince of Wales

Island, Polk Cr (1 UAM); 55.3167, -132.4833, Prince of Wales Island,

Polk Cr (3 UAM); 55.3167, -132.4500, Prince of Wales Island, Polk

Cr (37 UAM); 55.4000, -132.6333, Prince of Wales Island,

Twelvemile Arm (1 UAM); 55.4000, -132.9000, Prince of Wales

Island, Trocadero Cr (1 UAM); 55.4167, -132.4667, Prince of Wales

Island, Polk Inlet (89 UAM); 55.4167, -132.1333, Prince of Wales

Island, Polk Inlet (3 UAM); 55.4500, -132.0106, Prince of Wales

Island, Twelvemile Arm (25 UAM); 55.4611, -132.6917, Prince of

Wales Island, Harris Creek (2 UAM); 55.5167, -132.9833, Prince of

Wales Island, Klawock Lake (2 UAM); 55.7500, -132.4833, Prince of

Wales Island, Slide Cr (18 UAM); 55.7556, -132.4917, Prince of

Wales Island, Boy Scout Slide Cr (7 UAM); 55.9411, -132.9736,

Prince of Wales Island, Logjam Creek (1 UAM); Prince of Wales

Island, Stanley Creek (28 UAM); Prince of Wales Island, Thorne River

(8 UAM); Prince of Wales Island, Halfway House Road (1 UAM);

Prince of Wales Island, Stancy Cabin Road (1 UAM); Prince of Wales

Island, Boy Scout Lake, Salt Cr (2 UAM). JUNEAU QUAD:

57.7333, -135.3167, Chichagof Island, Crab Bay (1 UAM); 57.9561,

-135.7378, Chichagof Island (1 UAM); 57.9889, -135.6417, Chichagof

Island, Neka Bay to 8-fathom (6 UAM);58.0000, -136.0000, Chichag-

of Island, north end of island (53 UAM);58.0000, -135.7333, Chichag-

of Island, upper Port Frederick (10 UAM); 58.0153, -135.5611,

Chichagof Island, Seagull Creek (1 UAM); 58.0236, -135.6083,

Chichagof Island, Chimney Rock (2 UAM); 58.0417, -135.6333,

Chichagof Island, Neka Point (5 UAM); 58.0583, -135.4019, Chichag-

of Island, Gartina Creek, NE side of Island (2 UAM); 58.0600, -

135.2719, Chichagof Island, upper Spasski Creek, NE part of Island

(20 UAM);  58.0667, -135.0667, Chichagof Island, Whitestone Har-

bor, (10 UAM); 58.0792, -135.4778, Chichagof Island, Game Creek

(33 UAM); 58.0792, -135.2875, Chichagof Island, Game Creek (1

UAM); 58.0833, -135.2833, Chichagof Island, Spasski Creek, NE part

of Island (4 UAM); 58.0861, -135.4208, Chichagof Island, Gartina

Creek (19 UAM); 58.0875, -135.2875, Chichagof Island, Spasski

Creek, NE part of Island (49 UAM); 58.0944, -135.5750, Chichagof

Island, Humpback Creek, W. Port Frederick (1 UAM); 58.1083, -

135.4417, Chichagof Island, Hoonah (24 UAM); 58.1833, -135.5500,

Chichagof Island, Gallaghar Creek (1 UAM); 58.1847, -135.5500,

Chichagof Island, Halibut Creek; across from Halibut Island, Icy

Straits (20 UAM); 58.2000, -135.5833, Chichagof Island, Flynn Cove

(3 UAM); 58.3306, -134.4722, Salmon Creek (4 UAM); 58.3500,

-134.5000, Lemon Creek Trail (1 UAM); 58.3819, -134.6000, Mon-

tana Creek; Juneau mainland (1 UAM); 58.4167, -135.4333, Excursion

Inlet (4 UAM); 58.4369, -134.7500, 20 mile Glacier Hwy, Juneau

mainland (4 UAM); 58.4917, -134.7889, Amalga Harbor (2 UAM);

58.5000, -134.6667, Eagle River (1 UAM); 58.5750, -135.1583, St

James Bay; Chilkat Range (14 UAM); 58.5833, -134.8167, Yankee

Basin Trail; Juneau mainland (3 UAM); 58.5833, -134.8667, Bessie

Mine Trail (1 UAM); 58.5917, -134.9000, Bessie Mine Trail at Bessie

Creek; Juneau mainland (5 UAM); 58.6069, -134.8531, Bessie Creek,

Juneau Mainland (4 UAM); 58.7167, -135.0000, Berners Bay (8

UAM); 58.9167, -134.9167, Berners and Lace Rivers (9 UAM).

KETCHIKAN QUAD: 55.3333, -131.6333, Revillagigedo Island (1

UAM); 55.3417, -131.6458, Revillagigedo Island, Ketchikan area (1

UAM); 55.5833, -131.6667, Revillagigedo Island, Naha Bay (2

UAM); 55.6033, -131.6333, Revillagigedo Island, Loring (40 UAM);

55.6667, -131.7500, Revillagigedo Island, Naha Bay (1 UAM); Revil-

lagigedo Island, lower George Inlet (1 UAM); 55.0033, -131.0167,

House Rock area near Very Inlet (2 UAM); 55.0333, -130.9667, Kah

Shakes (1 UAM); 55.1000, -131.1500, southern tip Cleveland Peninsu-

la (1 UAM); 55.3167, -130.9000, Smeaton Bay (3 UAM); 55.4078,

-130.8819, Rudyerd Bay (32 UAM); 55.4875, -130.8833, Checats

Point (6 UAM); 55.6167, -131.9667, Helm Bay, Cleveland Peninsula

(50 UAM); 55.6208, -131.9667 (13 UAM); 55.6667, -131.7500, Naha,

(2 UAM). MT. FAIRWEATHER QUAD: 58.1917, -136.2167,

Chichagof Island, Idaho Inlet (8 UAM). PETERSBURG QUAD:

Etolin Island (1 UCLA, 1 USNM); 56, -133.4167, Kosciusko Island,

Tokeen Bay, Tenass Pass (12 UAM); 56.5167, -132.9167, Kupreanof

Island, Wrangell Narrows (1 UAM); 56.6833, -132.9333, Kupreanof

Island, South of Tonka Mt. (1 UAM); 56.6833, -132.9500, Kupreanof

Island, Tonka Float (1 UAM); 56.7167, -133.1333, Kupreanof Island,

Mitchell Creek (1 UAM); 56.7250, -132.9583, Kupreanof Island,

Tonka, W. Wrangell Narrows (1 UAM); 56.7250, -132.9583, Kupre-

anof Island, near Tonka along Narrows (1 UAM); 56.7333, -132.9667,

Kupreanof Island, Tonka (9 UAM); 56.7369, -132.9333, Kupreanof

Island, Wrangell Narrows (2 UAM); 56.7500, -133.5000, Kupreanof

Island (1 UAM); 56.8000, -133.2833, Kupreanof Island, Portage Bay

(1 UAM); 56.8125, -132.9917, Kupreanof Island, Petersburg Creek

(11 UAM); 56.8833, -132.9625, Kupreanof Island, Fivemile Creek (4

UAM); 56.9333, -133.1667, Kupreanof Island, Portage Bay road (5

UAM); 56.5000, -132.7667, Mitkof Island, 4.8 miles from Woodpeck-

er Cove Rd. (1 UAM); 56.5167, -132.7000, Mitkof Island, Blind

Slough (5 UAM); 56.5583, -132.7972, Mitkof Island, Summer Creek

(1 UAM); 56.5589, -132.7806, Mitkof Island, Greens Creek (1 UAM);

56.5833, -132.8333, Mitkof Island, Blind Slough (17 UAM); 56.6167,

-132.8167, Mitkof Island, Hatchery, Crystal fish (1 UAM); 56.6375,
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-132.9167, Mitkof Island, Blind Slough (7 UAM); 56.6667, -132.8333,

Mitkof Island, Cabin Creek drainage (35 UAM); 56.6917, -132.7611,

Mitkof Island, big Bear Creek (1 UAM); 56.7210, -132.9290, Mitkof

Island, Twin Creek (2 UAM); 56.7500, -132.8333, Mitkof Island (1

UAM); 56.7833, -132.8167, Mitkof Island, Frederick Road (2 UAM);

56.7944, -132.8222, Mitkof Island, Cabin Creek Rd. (14 UAM);

56.8028, -132.9667, Mitkof Island (11 UAM); Mitkof Island, Dry

Straits Road (2 UAM); 55.5333, -132.5167, Prince of Wales Island,

Twelvemile Arm (4 UAM); 56.0167, -132.8333, Prince of Wales

Island, Coffman Cove (1 UAM); 56.0667, -133.0833, Prince of Wales

Island, Whale Passage (1 UAM); 56.1000, -133.1833, Prince of Wales

Island, Naukiti main Rd, Neck Lake (47 UAM); 56.1000, -133.1167,

Prince of Wales Island, Whale Pass (1 UAM); 56.2000, -133.0667,

Prince of Wales Island, Exchange Cove (11 UAM); 56.2333, -

133.1000, Prince of Wales Island, Lava Cr (2 UAM); 56.3056, -

133.3458, Prince of Wales Island, Goose Creek (1 UAM); 56.3333,

-133.3000, Prince of Wales Island, Red Bay (8 UAM); 56.3542,

-133.6208, Prince of Wales Island, Point Baker (38 UAM); Prince of

Wales Island, Nahamia Creek (1 UAM); 56.5667, -133.0000, Woe-

wodski Island (5 UAM); 56.4667, -132.3333, Wrangell Island, Two

miles East of Wrangell (5 UAM); 56.0667, -133.0833, Whale Passage

(19 UAM); 57.0083, -132.9833, Thomas Bay (20 UAM). PORT

ALEXANDER QUAD: 56.2500, -133.6333, Baranof Island, Port

Alexander (4 UAM); 56.7500, -135.1667, Baranof Island (31 UAM);

56.9833, -135.2917, Baranof Island, Deep Inlet (3 UAM); 57.0000,

-135.2833, Baranof Island, Aleutkina Bay (1 UAM). SITKA QUAD:

57.0000, -135.2833, Baranof Island, Aleutkina Bay (1 UAM);

57.0417, -135.2000, Baranof Island, Herring Cove (1 UAM); 57.1333,

-135.3750, Baranof Island, Starrigavan Bay (2 UAM); 57.1500, -

135.3833, Baranof Island, Katlian Bay (8 UAM); 57.2500, -135.3417,

Baranof Island, Nakwasina (10 UAM); 57.2500, -135.5667, Baranof

Island (1 UAM); 57.2500, -135.5000, Baranof Island, Nakwasina Pass

(2 UAM); 57.2500, -135.6167, Baranof Island, Fish Bay (2 UAM);

57.2500, -135.3333, Baranof Island, Nakwasina Bay (6 UAM);

57.2667, -134.8333, Baranof Island, Kelp Bay (2 UAM); 57.3833,

-135.6167, Baranof Island, Fish Bay (37 UAM); 57.4333, -135.5583,

Baranof Island (1 UAM); 57.9667, -135.0000, Baranof Island (2

UAM);  Baranof Island, between Nakwasina & St John Bay (8 UAM);

57.3667, -134.8833, Baranof Island, Catherine “Island” (10 UAM);

57.4167, -135.0333, Baranof Island, Catherine “Island, Hanus Bay (1

UAM); 57.4000, -135.6500, Chichagof Island, Suloia Bay (2 UAM);

57.4583, -135.5500, Chichagof Island, Rose Channel (1 UAM);

57.5000, -135.5000, Chichagof Island (2 UAM); 57.5208, -135.5833,

Chichagof Island, 2 miles S Poison Cove, along Rose Channel (1

UAM); 57.5333, -135.9667, Chichagof Island, Falcon Arm (2 UAM);

57.5667, -135.5833, Chichagof Island, Ushk Bay (3 UAM); 57.7167,

-135.2167, Chichagof Island, Kadashan Bay, Tenakee Inlet (4 UAM);

57.7389, -135.1250, Chichagof Island, Corner Bay, Tenakee Inlet (7

UAM); 57.7417, -135.3167, Chichagof Island, Crab Bay, Tenakee

Inlet (13 UAM); 57.7667, -135.4167, Chichagof Island, Saltery Bay,

Tenakee Inlet (23 UAM); 57.7792, -135.1833, Chichagof Island, Indi-

an River (64 UAM); 57.7806, -135.2167, Chichagof Island, near

Tenakee Springs (10 UAM); 57.7833, -134.9500, Chichagof Island,

Tenakee Inlet; Ten Mile Creek (2 UAM); 57.8261, -135.3739,

Chichagof Island, Garden Point (1 UAM); 57.8417, -135.5167,

Chichagof Island, Seal Bay, Tenakee Inlet (4 UAM); 57.9000, -

135.5011, Chichagof Island, 10 mile Creek, N Tenakee Inlet (5 UAM);

57.9333, -135.1500, Chichagof Island, Seal Creek (1 UAM); 57.9500,

-136.2167, Chichagof Island (1 UAM); 57.9583, -136.2250, Chichagof

Island, Pelican (10 UAM); 57.9750, -135.6583, Chichagof Island, Salt

Lake Bay, Port Frederick (7 UAM); 57.9889, -135.6417, Chichagof

Island, north side of The Narrows (1 UAM); 57.9889, -135.6417,

Chichagof Island, west side of The Narrows (2 UAM); 57.1333,

-135.5500, Kruzof Island, Crab Bay (4 UAM); 57.1500, -135.5833,

Kruzof Island, Port Krestof (1 UAM); 57.1667, -135.6667, Kruzof

Island (8 UAM); 57.1667, -135.6000, Kruzof Island, Mud Bay (5

UAM); 57.1833, -135.4500, Kruzof Island, Ogla Strait (1 UAM);

Kruzof Island (2 UAM); 57.5625, -135.4458, Otstoia Island (1 UAM);

57.2500, -135.6000, Partofshikof Island (2 UAM); 57.1500, -

135.5500, Hayward Strait (Hayward Sound?) (7 UAM); 57.2500,

-135.5667 (3 UAM); 57.4583, -135.5500, Rose Channel (2 UAM);

57.5000, -135.2167, Peril Strait (27 UAM). SKAGWAY QUAD:

59.2000, -135.2833, Katzehin River (8 UAM). SUMDUM QUAD:

57.1000, -133.2333, Farragut Bay, mainland SE (18 UAM). YAKU-

TAT QUAD: 59.4417, -139.5500, old Situk Creek (1 UAM); 59.5000,

-139.5000, Yakutat area road system (21 UAM). ADFG MANAGE-

MENT UNITS: Unit 1, mainland (2 UAM);  Unit 1C, mainland (3

UAM); Unit 1A, mainland (2 UAM); Unit 4 (4 UAM).

Figure 11. Skulls of A) Martes caurina (UAM 48838 B) Martes
americana .
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OTHER COMMON NAMES. Named subspecies
include Queen Charlotte Marten, Vancouver
Island Marten, and Pacific Coast Marten.

TAXONOMY. Since 1890, when Merriam de-
scribed Martes caurina from coastal Washington,
the marten of North America have been consid-
ered to belong to two species: Martes americana
and M. caurina. A latter revision by Rhoads
(1902) supported Merriam’s contention. Subse-
quently, these two polytypic forms were synony-
mized under Martes americana by Wright (1953).
Recent mitochondrial DNA studies by Carr and
Hicks (1997), Demboski et al. (1999), Stone
(2000), Cook et al. (2001), and Stone et al.
(2002), and nuclear DNA studies by McGowan et
al. (1999) and Small et al. (2003) strongly sug-
gest that the “caurina” and “americana” groups
represent two distinct species, a view we follow
in these accounts, contrary to Wilson and Reeder
(2005).

Martes caurina
Original Description. 1890. Mustela caurina

Merriam, N. Amer. Fauna, 4:27, October 8.
Type Locality. Near Grays Harbor, Grays

Harbor Co., Washington.
Type Specimen. USNM 186450.
Range. Southeast Alaska southward along

the coast (including Haida Gwaii and
Vancouver islands) to California and
eastward to Wyoming, Montana and Idaho
(Hall, 1981; Stone et al., 2002).

The taxonomic status of named subspecies of
caurina remains unresolved. Clark et al. (1987)
included three subspecies of western marten
within the “caurina” group: caurina (Merriam,
1890), humboldtensis Grinnell and Dixon,
1926:411, and nesophila (Osgood, 1901). The
subspecies origens (Rhoads, 1902), sierrae
Grinnell and Storer, 1916, vancouverensis
Grinnell and Dixon, 1926, and vulpina
(Rafinesque, 1819) were considered synonyms
of caurina by Clark et al. (1987). Their
submergence of vulpina, the oldest named
taxon, was made without comment in regard to
date priority.

The subspecies nesophila was restricted by
Swarth (1911) and Hall (1981) to insular
populations on the Queen Charlotte Islands and
Kuiu Island in Southeast Alaska. Giannico and

Nagorsen (1989) demonstrated that this race is
strongly differentiated from other coastal
populations, but suggested that nesophila should
be applied only to the Queen Charlotte Islands
populations. Their analysis of skull morphology
of Southeast Alaska martens unfortunately
included only material from the mainland or from
island populations that were the result of
introductions of marten from mainland stocks.
They did not include material from Kuiu Island or
Admiralty Island, the only two island localities of
M. caurina in Southeast Alaska that were later
identified from mitochondrial and nuclear
molecular data by Stone and Cook (2002), Stone
et al. (2002), and Small et al. (2003).
 Preliminary findings from an expanded
genetic study comparing mitochondrial and
nuclear markers of martens from throughout
North America, suggest that each North Pacific
island population is distinctive and that Kuiu,
Admiralty, Queen Charlotte, and Vancouver
islands harbor a significant portion of the genetic
diversity reported for populations of M. caurina
throughout the species’ range (N. Dawson, pers.
com.). Admiralty and the Queen Charlottes have
unique genetic signatures found nowhere else.

REVISIONS AND REVIEWS. Hicks and Carr
(1995), Carr and Hicks (1997), Small et al. (2003).

STATUS. Marten are closely tied to old-growth
forests and may be heavily impacted by logging
activities (Buskirk, 1992; Buskirk and Ruggiero,
1994). Today, M. caurina, is extant on only two
islands in the Alexander Archipelago, although
several key islands have not been inventoried.
The Kuiu Island population of M. caurina is of
particular concern given past and projected
timber harvests. Excessive logging on this island
may contribute to the eventual extirpation of this
species from Southeast Alaska. M. caurina is
suspected to have had a much wider distribution
throughout the islands of the Alexander
Archipelago in the past. Koehler’s (2006)
assessment of molecular variation across the
distribution of the nematode, Soboliphyme
baturini, a parasite of mustelids, provides indirect
evidence that the range of M. caurina has
declined. Koehler (2006) recovered a unique
genetic signature for populations of this parasite
from Chichagof Island and that signature likely
reflects the extirpation of M. caurina from this

Pacific Marten
Martes caurina (Merriam, 1890)
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C

island. Extant populations of marten on
Chichagof Island are the result of repeated
human introductions of M. americana; events
also reflected in the genetic signatures of these
Chichagof nematodes.

DISTRIBUTION. Natural populations of Pacific
Marten in Southeast Alaska have been docu-
mented on Kuiu and Admiralty islands. Credible
but as yet undocumented reports of martens on
a number of outer islands (e.g., Dall, Heceta,
Long) may have been derived from introduced
M. americana stocks on Prince of Wales or could
possibly be remnants of insular M. caurina lin-
eages.

SPECIMENS. JUNEAU QUAD:  58.0917, -134.7750, Admi-

ralty Island, Hawk Inlet (7 UAM); 58.1667, -134.6667, Admiralty

Island, Youngs Bay (10 UAM); 58.1833, -134.5667, Admiralty Island,

Admiralty Cove Cabin (2 UAM); 58.1875, -134.5750, Admiralty

Island, Admiralty Cove (3 UAM); 58.1958, -134.5583, Admiralty

Island, Young Point (1 UAM); 58.2333, -134.7333, Admiralty Island

(4 UAM). PETERSBURG QUAD: Kuiu Island, Three Mile Arm (1

MVZ). PORT ALEXANDER QUAD: ; 56.5000, -134.2000, Kuiu

Island, Tebenkof Bay (62 UAM). SITKA QUAD: 57.8333, -

134.1667, Admiralty Island, upper Glass Peninsula (16 UAM);

57.9833, -134.3167, Admiralty Island, Swan Cove (9 UAM). SUM-

DUM QUAD: 57.4667, -133.9167, Admiralty Island, Gambier Bay (4

UAM); 57.7833, -134.0500, Admiralty Island (1 UAM); 57.7861,

-134.0500, Admiralty Island (1 UAM); 57.9125, -133.9917, Admiralty

Island, Twin Point area; Glass Peninsula (5 UAM); 58.0139, -

134.2611, Admiralty Island, W side Seymour Canal (1 UAM).
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OTHER COMMON NAMES. Pekan, Pennant's
Marten.

TAXONOMY. A range-wide revision that
includes the new Alaska material is needed. Hall
(1981) recognized three subspecies in North
America and indicated that one, M. p. pacifica,
occurs in southern Southeast Alaska. The
possibility that the Fishers recently discovered in
Southeast Alaska likely entered the region from
inland British Columbia along river corridors
would imply a closer affinity to the interior (rather
than coastal) subspecies, M. p. columbiana
(considered synonymous with M. p. pennanti by
Youngman, 1975). In a genetic assessment
based on mitochondrial DNA data of Fishers
from throughout its range, Drew et al. (2003)
found 12 haplotypes showing minimal sequence
divergence with limited correspondence to
subspecies designations.

REVISIONS AND REVIEWS. Powell (1981,
1993).

STATUS. IUCN-Least concern; BC-Blue
(vulnerable).

DISTRIBUTION. The occurrence of Fishers in
Southeast Alaska was confirmed by voucher
specimens collected from the Taku River in
1994, a young male in 1996 near Juneau, and a
mature female in 1997 from the Besi Creek area
about 40 km north of Juneau. From these and
other reports and sight records (MacDonald and
Cook, 1996; Barten, 2004c), it appears that this
species is a rare to uncommon visitor or resident
on the mainland of Southeast Alaska. This
species has been found as far north as
southeastern Yukon, Canada (Youngman, 1975)
and may be expanding its range. Genetic and
paleontological evidence suggest that Fishers
evolved in eastern North America and have
expanded westward to the Pacific coast since the
last glaciation (Graham and Graham, 1994;
Wisely et al., 2004).

SPECIMENS. JUNEAU QUAD: 58.5833, -134.8333, Juneau

(1 UAM); 58.6167, -134.9167, E of Sunshine Cove (1 UAM). TAKU

RIVER QUAD: 58.5500, -133.6833, Taku River, Canyon Island (1

UAM).

Fisher
Martes pennanti (Erxleben, 1777)

MacDonald and Cook—Mammals and Amphibians of Southeast Alaska
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OTHER COMMON NAMES. Juneau Weasel,
Short-tailed Weasel, Stoat, Tundra Weasel.

TAXONOMY. Hall (1944, 1951) recognized
seven subspecies in Alaska, five are endemic to
the Southeast region. Eger (1990) also
recognized seven subspecies in the state and
five in the Southeast region, but in her
assessment of geographic variation in 13
craniometric characters, she 1) identified the
Queen Charlotte endemic, M. e. haidarum, as
also occurring in the Alexander Archipelago on
neighboring Prince of Wales and Suemez
islands, and 2) neither examined specimens nor
included in her map the Beringian form, M. e.
arctica, from the northern portion of Southeast
Alaska.

Substantial geographic variation in the
mitochondrial cytochrome b gene has been
uncovered in Southeast Alaska with three
distinctive lineages detected (Fleming and Cook,
2002). Southeast Alaska is the only region in the
world where all three of these distinctive Ermine
converge. One lineage is restricted to the Prince
of Wales Archipelago and the Queen Charlotte
Islands and may provide a signal for the
hypothesized North Pacific Coastal refugium

during the Pleistocene. Another lineage has a
Holarctic distribution. In Southeast Alaska, it
occurs only on Admiralty Island and near
Yakutat, then into Yukon Territory, westward
across Alaska, Siberia and into Europe. The third
lineage is endemic to North America and occurs
from the Pacific Ocean eastward across North
America to the East Coast (Fleming and Cook,
2002). In Southeast Alaska this lineage has been
found on Baranof and Chichagof islands and
along the mainland and nearshore islands.
 Whether these three lineages represent
three distinct species needs to be critically
evaluated.

Mustela erminea alascensis
Original Description. 1896. Putorius

richardsoni alascensis Merriam, N. Amer.
Fauna, 11:12, June 30.

Type Locality. Juneau, Alaska.
Type Specimen. USNM 74423.
Range. Mainland Southeast Alaska between

from Lynn Canal south to Portland Canal.

Mustela erminea arctica
Original Description. 1896. Putorius arcticus

Merriam, N. Amer. Fauna, 11:15, June 30.

Ermine
Mustela erminea Linnaeus, 1758
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Type Locality. Point Barrow, Alaska.
Type Specimen. USNM 14062/23010.
Range. Nearly all of Alaska south along the

Gulf Coast to Glacier Bay (Hall, 1951).

Mustela erminea celenda
Original Description. 1944. Mustela erminea

celenda Hall, Proc. Biol. Soc. Washington,
57:38, June 28.

Type Locality. Kasaan Bay, Prince of Wales
Island, Alaska.

Type Specimen. USNM 130987.
Range. Prince of Wales, Long, and Dall

islands, Alexander Archipelago.

Mustela erminea initis
Original Description. 1944. Mustela erminea

initis Hall, Proc. Biol. Soc. Washington,
57:37, June 28.

Type Locality. Saook Bay, Baranof Island.
Type Specimen. MVZ 289.
Range. Baranof and Chichagof islands,

Alexander Archipelago.

Mustela erminea salva
Original Description. 1944. Mustela erminea

salva Hall, Proc. Biol. Soc. Washington,
57:39, June 28.

Type Locality. Mole Harbor, Admiralty
Island, Alaska.

Type Specimen. MVZ 74641.
Range. Admiralty Island.

Mustela erminea seclusa
Original Description. 1944. Mustela erminea

seclusa Hall, Proc. Biol. Soc. Washington,
57:39, June 28.

Type Locality. Port Santa Cruz, Suemez
Island, Alaska.

Type Specimen. MVZ 31232.
Range. Known only from type locality.

REVISIONS AND REVIEWS. King (1983), Eger
(1990).

STATUS. ESA-Candidate as M. e. seclusa;
COSEWIC-Threatened and BC-Red
(endangered or threatened) as M. e. haidarum.

DISTRIBUTION. Mustela erminea, a Holarctic
species, is widely distributed throughout
Southeast Alaska, occurring along the entire
mainland coast and probably on most of the
islands in the Alexander Archipelago. Islands
where Ermine are documented are as follows:
Admiralty, Annette, Baranof, Chichagof, Dall,

Douglas, El Capitan, Etolin, Heceta, Kuiu,
Kupreanof , Long, Mitkof, Prince of Wales,
Revillagigedo, Suemez, Wrangell, and Zarembo.
Fay and Sease (1985) mention ermine taken on
smaller islands adjacent to Prince of Wales.

SPECIMENS. BERING GLACIER QUAD: Cape Yakataga

area (6 CAS). BRADFIELD CANAL QUAD: 56.2067, -131.7234,

Bradfield Canal,(2 UAM);  56.2206, -131.4736, Tyee (1 UAM).

CRAIG QUAD: Dall Island, Sea Otter Harbor (1 LACM);  55.9339,

-133.3181, El Capitan Island, Turner Creek (1 UAM);  55.7167,

-133.4167, Heceta Island, Crooked Hook Lake (1 UAM);  55.7681,

-133.5897, Heceta Island, 2 mi S Port Alice (1 UAM);  55.8031,

-133.5914, Heceta Island, Port Alice (1 UAM);  55.1000, -132.1500,

Prince of Wales Island, center of island (3 UAM);  55.1000, -132.1500,

Prince of Wales Island, Duke Creek (1 UAM);  55.1000, -132.1500,

Prince of Wales Island, Lower Steelhead Creek (1 UAM);  55.1000,

-132.1500, Prince of Wales Island, Bennett Creek, Big Salt Rd. (1

UAM);  55.1000, -132.1500, Prince of Wales Island, Lower Steelhead

Creek (3 UAM);  55.6167, -132.5500, Prince of Wales Island, Lake

Ellen (1 UAM);  55.6167, -133.0000, Prince of Wales Island, Big Salt

Creek (3 UAM);  55.6319, -132.9075, Prince of Wales Island (3

UAM);  55.6686, -132.5075, Prince of Wales Island, Thorne Bay (4

UAM);  55.6833, -132.4500, Prince of Wales Island, Boy Scout Lake

(1 UAM);  55.7667, -132.0000, Prince of Wales Island, North Thorn

Falls (1 UAM);  Prince of Wales Island, Sandy Beach Road, 28 m from

Slide Creek (1 UAM);  55.2753, -133.2775, Suemez Island, Port

Refugio (1 UAM);  Suemez Island, Port Santa Cruz (1 MVZ). DIXON

ENTRANCE QUAD: 54.8708, 132.8014, Long Island, Howkan (1

FMNH). JUNEAU QUAD: 58.1000, -134.3167, Admiralty Island,

head of Seymour Canal (1 UAM);  58.1833, -134.5667, Admiralty

Island, Admiralty Cove Cabin (2 UAM);  58.1875, -134.5750, Admi-

ralty Island, Admiralty Cove (1 UAM);  57.8667, -135.7667, Chichag-

of Island (1 UAM);  58.0667, -135.4667, Chichagof Island, Game &

Sparske Creek (1 UAM);  58.0833, -135.4167, Chichagof Island,

Gartina Creek (1 UAM);  58.0861, -135.4208, Chichagof Island,

Gartina Creek (1 UAM);  58.1000, -135.4333, Chichagof Island, W

side port Frederick near Hoonah (1 UAM);  Chichagof Island, Neka

River (2 UAM);  Chichagof Island (1 UAM);  58.2583, -134.2750,

Douglas Island, 5 mi N Douglas Highway (1 UAM);  58.2839, -

134.5203, Douglas Island (1 UAM);  58.2740, -134.6457, Peterson

Creek (2 UAM);  58.3000, -134.4000, Sunshine Cove Creek, Juneau

mainland (1 UAM);  58.3000, -134.4000, Bridget Creek, Juneau main-

land (1 UAM);  58.3042, -134.4083 (1 UAM);  58.3306, -134.4722,

Salmon Creek (7 UAM);  58.3333, -134.4667, Salmon Creek trail, 3

miles north of Juneau (2 UAM);  58.3500, -134.5000, Lemon Creek

Trail (1 UAM);  58.3819, -134.6000, Montana Creek, Juneau mainland

(2 UAM);  58.3839, -134.6561, Spaulding Meadows (8 UAM);

58.4000, -134.6000, Montana Creek (1 UAM);  58.4000, -134.6167,

Juneau Mainland (1 UAM);  58.4167, -134.7472 (1 UAM);  58.4369,

-134.7500, 20 mile Glacier Hwy, Juneau mainland (1 UAM);  58.4833,

-134.7833, Peterson Creek, mile 25 N Glacier Hwy. (1 UAM);

58.4917, -134.7889, Amalga Harbor, Juneau mainland (1 UAM);

58.5833, -134.8167, Yankee Basin Trail, Juneau mainland (1 UAM);

58.5833, -134.9000, Bessie Creek (8 UAM);  58.5833, -134.8833,

Bessie Mine Trail (1 UAM);  58.5983, -134.8717, Bessie Creek (2

UAM);  58.6167, -134.9167, Bessie Creek, above Yankee Creek (1

UAM);  58.6167, -135.9333, Juneau Mainland, above Yankee Cove (2

UAM);  58.6333, -134.9000, Davies Creek Drainage (1 UAM);

58.6500, -134.9000, south of Cowee Creek, Juneau mainland (2

UAM);  58.6656, -134.8592 (2 UAM);  58.6667, -134.9333, Echo

Cove, Juneau mainland (1 UAM);  58.7881, -134.9356 (1 UAM).

KETCHIKAN QUAD: 55.3333, -131.5000, Revillagigedo Island,

lower George Inlet (1 UAM);  55.4894, -131.5986, Revillagigedo

Island, Lake Harriet Hunt (1 UAM);  55.6000, -131.6333, Revillagige-

do Island, Loring Beach fringe (1 UAM);  55.6025, -131.6361, Revil-

lagigedo Island, Loring Beech Fringe (1 UAM);  55.6167, -131.9667,

Helm Bay, Cleveland Peninsula (5 UAM). PETERSBURG QUAD:

56.1867, -132.6328, Etolin Island (1 UAM);  56.2211, -132.5089,

Etolin Island (2 UAM);  56.6445, -133.7210, Kuiu Island, Rocky Pass,

Devil’s Elbow (1 MSB);  56.3777, -133.4410, Kuiu Island, 1 mi.le S.

of Devil’s Elbow cabin (1 MSB);  56.7167, -132.9500, Kupreanof
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Island, Tonka road system (1 UAM);  56.5333, -132.7333, Mitkof

Island, Blind Slough (2 UAM);  56.6182, -132.8498, Mitkof Island,

Blind Slough (2 UAM);  56.6183, -132.6197, Mitkof Island (4 UAM);

56.6667, -132.8333, Mitkof Island, Cabin Creek Rd. (22 UAM);

56.7394, -132.7664, Mitkof Island, Cabin Creek Road (19 UAM);

56.8028, -132.9667, Mitkof Island (8 UAM);  Mitkof Island, near

Sandy Beach Park (1 UAM);  56.0167, -132.8333, Prince of Wales

Island, Coffman Cove (1 UAM);  56.1153, -133.1208, Prince of Wales

Island, 0.5 mi upstream from lower 108 bridge, Whale Pass (1 UAM);

56.2667, -132.2000, Wrangell Island, McCormick Creek (2 UAM);

56.2833, -132.1667, Wrangell Island (1 UAM);  56.3167, -132.2833,

Wrangell Island, Wrangell (1 UAM);  56.3183, -132.3083, Wrangell

Island, 2 mi S McCormick Creek, N side of Main Line Rd. (1 UAM);

56.4799, -132.1645 (3 UAM); 56.3558, -132.8358, Zarembo Island,

St. Johns Harbor (1 MVZ). PRINCE RUPERT QUAD: 55.1041,

-131.3587, Annette Island, Crab Bay (1 MSB). PORT ALEXAN-

DER QUAD: 56.9008, -135.3242, Baranof Island (1 UAM). SITKA

QUAD: 57.9667, -134.0833, Admiralty Island, Glass Peninsula oppo-

site South Island (1 UAM);  57.5000, -135.5000, Chichagof Island (1

UAM). SKAGWAY QUAD: 59.4566, -135.3291, Dyea Road, 1 mile

W of Skagway (1 UAM);  59.6161, -135.1383, White Pass (1 UAM).

SUMDUM QUAD: 57.9122, -133.9917, Admiralty Island, Twin

Point, Glass Peninsula (4 UAM);  57.1000, -133.2333, Farragut Bay,

mainland SE (1 UAM);  57.1697, -133.2531, Farragut Bay North Arm

(1 UAM). YAKUTAT QUAD: 59.4333, -139.5667, Yakutat, Lower

Situk Road (1 UAM);  59.4667, -139.6167, Tawah Creek (1 UAM);

59.4667, -139.6000, Tawah Creek (2 UAM);  59.5139, -139.7722,

Summit Lake (1 UAM);  59.5500, -139.7333, Yakutat, Lower Situk

Road (4 UAM).

Least Weasel
Mustela nivalis Linnaeus, 1766

OTHER COMMON NAMES. Alaskan Least
Weasel.

TAXONOMY. Hall (1981) recognized M. n.
eskimo as the only one of four Nearctic
subspecies occurring in Alaska. However, the
widely distributed race, M. n. rixosa, has been
reported close to Southeast Alaska from Atlin,
British Columbia (Hall, 1981).

REVISIONS AND REVIEWS. Reichstein (1957),
Sheffield and King (1994), van Zyll de Jong
(1992).

STATUS. IUCN-Least concern.

DISTRIBUTION. Sightings (but no specimens) of
Least Weasel have been reported in the Glacier
Bay area (MacDonald and Cook, 1996). We are
not aware of any substantiated records of this
species in Southeast Alaska.

SPECIMENS.  None.

American Mink
Neovison vison (Schreber, 1777)

OTHER COMMON NAMES. Mink, Island Mink.

TAXONOMY. Placement of vison in the genus
Neovison follows Wozencraft (2005), Abramov
(1999) and others. Of the 15 subspecies listed by
Hall (1981), 2 occur in Southeast Alaska.

Neovison vison energumenos
Original Description. 1896. Putorius vison

energumenos Bangs, Proc. Boston Soc.
Nat. Hist., 27:5, March.

Type Locality. Sumas, British Columbia.
Type Specimen. MCZ B3555.
Range. Western Canada, mainland

Southeast Alaska to California and New
Mexico.

Neovison vison nesolestes
Original Description. 1909. Lutreola vison

nesolestes Heller, Univ. California Publ.
Zool., 5:259, February 18.

Type Locality. Windfall Harbor, Admiralty
Island, Alaska.

Type Specimen. MVZ 201.
Range. Alexander Archipelago of Southeast

Alaska.

REVISIONS AND REVIEWS. Youngman (1982),
Abramov (1999), Larivière (1999), Kurose et al.
(2000).

STATUS. IUCN-Least concern.

DISTRIBUTION. Mink occur on the mainland
and probably on most of the islands in the
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Alexander Archipelago. Mink have been
documented on the following islands: Admiralty,
Anguilla, Baranof, Bluff, Butterworth, Castle,
Chichagof, Coronation, Echo, Etolin, Gravina,
Inian, Kruzof, Kuiu, Kupreanof, Long, Mitkof,
Peratrovich, Prince of Wales, Revillagigedo,
Shrubby, Suemez, Thorne, Woewodski,
Wrangell, and Zarembo.
 Ranch mink were introduced to Strait Island
in 1956 from stock raised at the once-active
Petersburg Fur Farm. Their status is unknown
(Burris and McKnight, 1973).

SPECIMENS. BERING GLACIER: Cape Yakataga (1 CAS).

BRADFIELD CANAL QUAD: 56.0667, -131.9667, Mainland

Frosty Bay (4 UAM);  56.1667, -132.0000, Bradfield Canal (mainland)

(3 UAM);  56.2333, -131.4667, Bradfield Canal (1 UAM); Stikine

River, Hot Springs (1 USNM). CRAIG QUAD: 55.6667, -133.5833,

Anguilla Island (1 UAM);  55.9178, -134.32, Coronation Island, Egg

Harbor (3 MVZ); 55.5818, -133.1083, Peratrovich Island (7 UAM);

55.3500, -133.6000, Prince of Wales Island (6 UAM); 55.4000, -

132.9000, Prince of Wales Island, Trocadero Cr. (1 UAM); 55.5333,

-132.5167, Prince of Wales Island, Twelvemile arm on saltwater (1

UAM); 55.5333, -133.0167, Prince of Wales Island, Halfmile Creek (1

UAM); 55.5500, -133.1000, Prince of Wales Island, Bennett Creek, 1

mile outside of Klawock (2 UAM); 55.5500, -133.0833, Prince of

Wales Island, Klawok; Big Salt Rd (1 UAM); 55.6167, -133.0000,

Prince of Wales Island, Big Salt (3 UAM); 55.6833, -132.8500, Prince

of Wales Island, Control Creek (1 UAM);  Prince of Wales Island,

Lower Steelhead Cr (2 UAM); 55.5000, -133.0000 (1 UAM);  55.5500,

-133.0833, Prince of Wales Island, Klawock Hatchery (1 UAM);

55.2786, -133.4314, Suemez Island, Port Santa Cruz (1 MVZ);

55.7333, -132.2000, mouth of Union Bay (1 UAM); 55.7333, -

132.2500, Bear Creek, Meyers Chuck (1 UAM); 55.7500, -132.0000,

Union Bay, Cleveland Peninsula (1 UAM). DIXON ENTRANCE

QUAD: 54.8711, -132.8033, Long Island, Howkan (5 MVZ). JU-

NEAU QUAD: 58.1833, -134.5667, Admiralty Island, Admiralty

Cove Cabin (1 UAM);  Admiralty Island, Oliver Inlet (2 MVZ);

58.0583, -135.7875, Chichagof Island, Port Frederick, Neka R (12

UAM);  58.1083, -135.4417, Chichagof Island, south of Hoonah (1

UAM);  58.1847, -135.5500, Chichagof Island, Halibut Creek across

from Halibut Island, Icy Straits (1 UAM);  58.0792, -135.4778, lower

Game Creek (1 UAM);  58.2740, -134.6457, Peterson Creek (2 UAM);

58.3000, -134.4000, Gastineau Channel (1 UAM);  58.3042, -134.4083

(2 UAM);  58.4369, -134.7500, 20 mile Glacier Hwy, Juneau mainland

(2 UAM);  58.5833, -134.8833, (Bessie) or (Beggie) Creek (4 UAM);

58.6167, -134.9167, Bessie Creek, above Yankee Cove (1 UAM);

58.6500, -134.8167, Sunshine Cove Creek (1 UAM);  58.6500, -

134.8167, Bridget Creek (1 UAM);  58.6708, -134.9333, Echo Cove (7

UAM);  58.8667, -134.8833, Eagle River (1 UAM);  Auke Bay (1

UAM);  Cowee Creek (1 UAM). KETCHIKAN QUAD: 55.3250,

-131.6583, Gravina Island, Clam Cove (6 UAM);  55.2994, -131.4778,

Revillagigedo Island (1 UAM);  55.3250, -131.5222, Revillagigedo

Island, Herring Cove (1 UAM);  55.3333, -131.6333, Revillagigedo

Island (1 UAM);   55.3417, -131.6458, Revillagigedo Island, Ketchi-

kan area (36 UAM);  55.3783, -131.3219, Revillagigedo Island, Gnat

Cove, Carroll Inlet (1 UAM);  55.4306, -131.2547, Revillagigedo

Island, Shoal Cove (6 UAM);  55.4558, -131.3150, Revillagigedo

Island, Island Point, Carroll Inlet (2 UAM);  55.4728, -131.3114,

Revillagigedo Island, Carroll Inlet, near Marble Creek (9 UAM);

55.5825, -131.3517, Revillagigedo Island, head of Carroll Inlet (1

UAM);  55.5833, -131.3333, Revillagigedo Island (1 UAM);  55.6000,

-131.6333, Revillagigedo Island, Loring Beach fringe (14 UAM);

55.7500, -131.5000, Revillagigedo Island (2 UAM);  55.7667, -

131.7000, Revillagigedo Island, Neets Bay (4 UAM);  55.6167, -

131.9667, Helm Bay, Cleveland Peninsula (14 UAM); Boca de Quadra

(2 MVZ). MT. FAIRWEATHER QUAD: 58.2500, -136.3167, Inian

Island (9 UAM). PETERSBURG QUAD: Bluff Island, Snow Pas-

sage (2 USNM); Echo Island, Kashevarof Passage (3 USNM);

56.1667, -132.2500, Etolin Island, Whaletail Cove (1 UAM); Kuiu

Island, Three Mile Arm (19 MVZ); 56.2333, -133.9000, Kuiu Island,

Louise Cove (37 UAM); 56.7167, -132.9500, Kupreanof Island, Tonka

road system (1 UAM); 56.7500, -133.5000, Kupreanof Island (2

UAM);  56.8125, -132.9917, Kupreanof Island, Petersburg Creek (2

UAM);  56.6333, -132.9167, Mitkof Island, Blind Slough (1 UAM);

56.6667, -132.8333, Mitkof Island, Cabin Creek Rd. (21 UAM);

56.7500, -132.8333, Mitkof Island (48 UAM);  56.8028, -132.9667,



   CARNIVORA: Procyonidae   98

Family Procyonidae Gray, 1825

Raccoon
Procyon lotor (Linnaeus, 1758)

OTHER COMMON NAMES. Northern Raccoon.

TAXONOMY. Raccoons were introduced to
Southeast Alaska from an Indiana population
(Scheffer, 1947) representing the subspecies P.
l. lotor (Hall, 1981).

REVISIONS AND REVIEWS. Lotze and
Anderson (1979).

STATUS. IUCN-Least concern. The Raccoon is
an island exotic in Southeast Alaska.

DISTRIBUTION. Raccoons are native to the
southern coast of British Columbia, including
Vancouver Island  (Nagorsen, 1990). Raccoons
from Vancouver Island were introduced to Haida
Gwaii (Queen Charlotte Islands) in the early
1940s and have subsequently spread the full
length of the two major islands of the archipelago
and to at least 35 smaller associated islands
(Hartman and Eastman, 1999).

 In Southeast Alaska, eight melanistic
Raccoons from Indiana were released on Singa
Island, Sea Otter Sound, in October 1941,
spreading to nearby El Capitan and other nearby
islands (Scheffer, 1947; Burris and McKnight,
1973). Raccoons (all melanistic) still occurred on
El Capitan Island as of June 1999, with recent
reports of a black Raccoon near Staney Creek,
Prince of Wales Island, and another, also
melanistic, in the Shakan Strait area, Kosciusko
Island (S. Geraghty, pers. comm.).
 Raccoons of unknown origin were released
or escaped on Japonski Island near Sitka in
1950, with a few eventually spreading to nearby
Baranof Island (Elkins and Nelson, 1954; Burris
and McKnight, 1973). Individuals were
occasionally observed around the dump at the
Sitka airport on Japonski Island up until the early
1970s (MacDonald and Cook, 1996).

SPECIMENS.  None.

Mitkof Island (1 UAM);  56.9167, -132.8333, Mitkof Island (26

UAM);55.0000, -133.0000, Prince of Wales Island, Lake Bay (8

UAM);55.0000, -133.0000, Prince of Wales Island, Salmon Bay (10

UAM);55.0000, -133.0000, Prince of Wales Island, Whale Pass (69

UAM);  55.5333, -132.5167, Prince of Wales Island, Twelvemile Arm

(5 UAM);  56.0167, -132.8333, Prince of Wales Island, Coffman Cove

(2 UAM);  56.1000, -133.1167, Prince of Wales Island, 0.5 mi above

108 bridge at Whale Pass (1 UAM); 56.1000, -133.1667, Prince of

Wales Island, Neck Lake (1 UAM);  56.1500, -133.2000, Prince of

Wales Island, Twin Island Lake (1 UAM);  56.2000, -133.0667, Prince

of Wales Island, Exchange Cove (1 UAM); 56.2333, -133.1000, Prince

of Wales Island, mouth of Lava Creek (1 UAM); 55.0000, -133.0000,

Prince of Wales Island, Point Baker (2 UAM);  Shrubby Island (4

USNM); Thorne Island (2 USNM); 56.6667, -133.0000, Woewodski

& Butterworth Islands (27 UAM);  56.2667, -132.2000, Wrangell

Island, Wrangell Island vicinity (17 UAM);  56.2833, -132.1667,

Wrangell Island, main island, Wrangell Island (30 UAM);  56.5000,

-132.3333, Wrangell Island, lower Zimovia Straits (2 UAM);  56.5000,

-132.3333, Wrangell Island, Wrangell Narrow (Forks) (3 UAM);

56.7500, -132.5833, Wrangell Island, Wrangell Narrows (1 UAM);

56.9167, -132.8333, Wrangell Island, Skogges Creek to Mt Point

Beacon, Wrangell Narrows (5 UAM);  56.9167, -132.8333, Wrangell

Island, Wrangell Narrows (7 UAM);  56.7500, -132.9167, Wrangell

Narrows (1 UAM); Zarembo Island (1 USNM). SITKA QUAD:

Baranof Island, Sitka area (1 UAM);  57.1500, -135.3833, Baranof

Island, Katlian Bay (1 UAM);  Baranof Island, Kelp Bay (6 UAM);

Baranof Island (36 UAM);  57.5000, -135.5000, Chichagof Island, W

side of Island (11 UAM);  57.7417, -135.3167, Chichagof Island, Crab

Bay, Tenakee Inlet (1 UAM);  57.1667, -135.6667, Kruzof Island (4

UAM). SUMDUM QUAD: 57, -133.0000, Castle Island, Duncan

Canal (13 UAM);57.0000, -133.0000, Kupreanof Island, Keku Strait

(below Eagle Island), Lower Rocky Pass (3 UAM);  57.1000, -

133.2333, Farragut Bay, mainland SE (6 UAM). TAKU RIVER

QUAD: Taku River (1 MVZ). YAKUTAT QUAD: 59.5139, -

139.7722, Yakutat area, Summit Lake (1 UAM);  59.5500, -139.7333,

Yakutat, Lower Situk Road (1 UAM).
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OTHER COMMON NAMES. American Moose.

TAXONOMY. Differences in karyotype and
anatomical features (Boyeskorov, 1999)
suggested that moose found from the Yenisei
River in central Siberia eastward into North
America are specifically distinct from Alces alces
of western Eurasia, a view followed and
elaborated on by Grubb (2005).  Recent genetic
data suggest that moose did not appear in North
America until about 15,000 years ago
(Hundertmark et al., 2002). In Southeast Alaska,
the British Columbia subspecies A. a. andersoni
makes contact with the Alaska subspecies, A. a.
gigas, on the mainland in the vicinity of the Taku
River (Klein, 1965; Hundertmark et al., 2006).

Alces americanus andersoni
Original Description. 1950. Alces americana

andersoni Peterson, Royal Ontario Mus.
Zool., Life Sci. Occas. Pap., 9:1, May 25.

Type Locality. Sec/ 27, T. 10. R. 16,
Sprucewood Forest Reserve, 15 mi. E.
Brandon, Manitoba.

Type Specimen. ROM 20068.
Range. Eastern Yukon Territory, central

British Columbia and Southeast Alaska,
eastward to Michigan.

Alces americanus gigas
Original Description. 1899. Alces gigas

Miller, Proc. Biol. Soc. Washington, 13:57,
May 29.

Type Locality. N side Tustumena Lake,
Kenai Peninsula, Alaska.

Type Specimen. USNM 86166.
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Key to the Hoofed Mammals of Southeast Alaska

1. �  Permanent horns (not antlers) present in both sexes …………………….......... .………….…… 2

�  Males with deciduous, branched antlers, females antlered or antlerless ….......... ........................ 3

2. �  Horns shiny black, round in cross section, smooth and sharply pointed ……..........… Mountain

Goat, Oreamnos americanus
�  Horns pale, yellowish-brown and either oval in cross-section, short and curved slightly back with

blunt tips, or triangular in cross-section, massive, ridged, and curled into a tapered spiral …..........

.................................................................................................................. Dall’s Sheep, Ovis dalli

3. �  Upper canines absent ….........................................................................................................…… 4

�  Upper canines present …................................................................................................................ 5

4. �  Antlers strongly palmate and extending sideways; length of skull more than 500 mm; nasal bones

relatively short ……………………….........................................…… Moose, Alces americanus
�  Antlers not palmate and extending upwards from head; skull less than 500 m; nasal bones rela-

tively long ….......................................................................... Mule Deer, Odocoileus hemionus

5. �  Antlers semipalmate; vomer divides the posterior nares; canines small, pointed and usually do not

project below the premaxilla ………………….................…..…… Caribou, Rangifer tarandus
�  Antlers massive, round in cross-section; vomer does not divide the posterior nares; canines squat,

rounded and project well below the premaxilla …............................ Wapiti, Cervus canadensis

Order Artiodactyla Owen, 1848
Family Cervidae Goldfuss, 1820

Moose
Alces americanus (Clinton, 1822)
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Range. Alaska, Yukon Territory, and
northwestern British Columbia.

REVISIONS AND REVIEWS. Peterson (1952),
Franzmann (1981), Geist (1998), Boyeskorov
(1999).

STATUS. IUCN-Least concern.

DISTRIBUTION. Moose began moving into
Southeast Alaska from interior British Columbia
via trans-coastal river corridors around the turn
of the 20th century (Klein, 1965), with many of the
populations becoming established in the early to
mid 1900s. Moose continue to expand their
range in Southeast Alaska and coastal British
Columbia (Darimont et al., 2005; Hundertmark et
al., 2006).
 The Moose population in southern
Southeast Alaska is localized in the Unuk River
drainage. Moose were introduced to the
Chickamin River drainage in 1963-64 but none
has been seen there in recent years (Porter,
2004a). Moose are occasionally reported from
Revillagigedo Island, Cleveland Peninsula, along
the south end of the mainland near Portland
Canal, and Hyder (MacDonald and Cook, 1996;
Porter 2004a). A Moose population of unknown
size and composition now inhabits the central
portion of Prince of Wales Island (Porter, 2004a).

 Moose populations found along the central
mainland are concentrated near Thomas Bay
and along the Stikine River. Small numbers also
occur around Virginia Lake, Mill Creek, and
Aaron Creek (Lowell, 2004a).
 Farther up the coast, Moose occur along the
Taku, Whiting, and Speel rivers. In recent years
Moose and their sign have been seen regularly
in the Port Houghton area (Barten, 2004a).
Moose in the Berners Bay area are the result of
transplants there in 1958 and 1960 (Burris and
McKnight, 1973). Moose were first documented
east of Lynn Canal in 1962 on the Barlett River,
in the Chilkat Mountain range in 1963, the
Endicott River and St. James Bay in 1965, and in
the Gustavus Forelands in 1968 (Barten, 2004a).
These animals probably originated from the
Chilkat Valley population nears Haines, where
Moose were first seen around 1930 (Barten,
2004a). Moose were first documented along the
lower Alsek River in the late 1920s or early
1930s, and slowly expanded their range
westward into the Yakutat and Malaspina
forelands including Icy Bay (Barten, 2004b).
Moose in the Cape Yakataga area arrived there
in the mid-1970s from the eastward expansion of
the Prince William Sound population, which
originated from translocations during 1949-1958
of calves from the Kenai Peninsula, Anchorage,
and Matanuska-Susitna area (Crowley, 2004).
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 Moose also have expanded their range into
the Alexander Archipelago and now appear to be
well distributed on Wrangell, Mitkof, and
Kupreanof islands. Their numbers also appear to
be increasing on Etolin, Zarembo, and Kuiu
islands (Lowell, 2004b). There are occasional

reports of moose on Chichagof Island
(MacDonald and Cook, 1996).

SPECIMENS. PETERSBURG QUAD: 56.6667, -133.7333,

Horseshoe Island, Rocky Pass (1 UAM);  56.6667, -132.8333, Mitkof

Island, milepost 11.5 Mitkof highway (1 UAM). YAKUTAT QUAD:

59.41667, -139.0833, Yakutat Forelands, Ahrnklin River (1 UAM);

59.5399, -139.3691, Yakutat area (1 PSM).

Wapiti
Cervus canadensis Erxleben, 1777

OTHER COMMON NAMES. Elk, Red Deer.

TAXONOMY. Many authors now consider all
New and Old World Wapiti and Red Deer to be a
single species, Cervus elaphus (Bryant and
Maser, 1982). Morphologic (Geist 1998) and
molecular (Randi et al. 2001) analyses indicate
that the Wapiti from North America and eastern
Asia be recognized as specifically distinct (C.
canadensis) from the Red Deer of western
Eurasia (C. elaphus). Baker et al. (2003) agreed
with this conclusion. Further analyses of mtDNA
(cytochrome b) sequence data by Ludt et al.
(2003) of Red Deer from across their range were
consistent with the existence of two different
species with three subspecies in Asia and North
America (Wapiti or Eastern Red Deer), and at
least four subspecies in Eurasia (Red Deer or
Western Red Deer)
 Up to six subspecies have been described
in North America (Bryant and Maser, 1982). The
Wapiti translocated to Etolin Island in Southeast
Alaska from Oregon were from C. c. roosevelti
and C. c. nelsoni stocks (Lowell, 2004c).

REVISIONS AND REVIEWS. Bryant and Maser
(1982), Schonewald-Cox et al. (1985), Dolan
(1988), Geist (1998).

STATUS. The Elk or Wapiti is an exotic species
in Southeast Alaska.

DISTRIBUTION. Wapiti was a member of
Alaska's large mammal fauna into the early
Holocene (Guthrie, 1966). There is no evidence,

however, that this species ever occurred in
Southeast Alaska.
 There have been a number of attempts to
introduce Wapiti to Southeast Alaska (Burris and
McKnight, 1973), beginning in 1926 and 1927
with the release of seven animals (from the state
of Washington) on Kruzof Island.
 Three attempts were made to introduce
Wapiti to Revillagigedo Island, the first in 1937
(Washington stock), then again in 1963 and 1964
(from the Afognak Island herd which was
originally from Washington). Animals were also
released on Gravina Island in 1962, and on
Annette Island in 1963, both from Afognak or
Raspberry Island stocks. Like all of the previous
attempts, these failed.
 Fifty Wapiti from two areas in Oregon were
released on Etolin Island in 1987 (Burris and
McKnight, 1973). Since then, the Etolin
population has continued to increase and extend
its range by establishing a breeding population
on nearby Zarembo Island. By June 2003, the
number of Wapiti on both of these islands was
estimated at 350-450 animals (Lowell, 2004c).
Wapiti sightings have been reported from Bushy,
Deer, Kupreanof, Mitkof, Prince of Wales, and
Wrangell islands and the Cleveland Peninsula,
raising concerns about potential negative effects
that the increasing Wapiti population may have
on the native Sitka Black-tailed Deer (Kirchhoff
and Larsen, 1998; Lowell, 2004c).

SPECIMENS. PETERSBURG QUAD: 56.0583, -132.5833,

Etolin Island (1 UAM).
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OTHER COMMON NAMES.  Black-tailed Deer,
Sitka Deer, Sitka Black-tailed Deer.

TAXONOMY. Mule and black-tailed deer are
considered a single species (Anderson and
Wallmo 1984); however, Cronin (1991, 1992)
surveyed mitochondrial variation in this species
and reported a distinctive coastal form. From 8 to
11 subspecies have been proposed (Cowan,
1936, 1956; Hall, 1981; Wallmo, 1981); one
occurs in Southeast Alaska.

Odocoileus hemionus sitkensis
Original Description. 1898. Odocoileus

columbianus sitkensis Merriam, Proc. Biol.
Soc. Washington, 12:100, April 30.

Type Locality. Sitka, Alaska.
Type Specimen. USNM 74383.
Range. Southeast Alaska and northern

coastal British Columbia.

REVISIONS AND REVIEWS. Cowan (1936,
1956), Wallmo (1981), Anderson and Wallmo
(1984), Schoen and Kirchhof (2007).

STATUS. IUCN-Least concern. The Sitka Black-
tailed Deer is an exotic species north of Icy Strait

and a Management Indicator Species of the
Tongass National Forest (Sidle and Suring,
1986).

DISTRIBUTION. Sitka Black-tailed Deer are
found throughout most of Southeast Alaska and
are most numerous on islands in the Alexander
Archipelago. Deer seem to have little trouble
crossing wide expanses of coastal waters. As a
result, they occur on nearly every island in the
archipelago except remote Forrester Island
(MacDonald and Cook, 1996).
 ADFG (1973) reported a record of the larger
interior subspecies, O. h. hemionus, taken from
the Stikine River, and J. Baichtal (pers. comm.)
reported one sighted near Hyder in 1991.
 Deer were unknown on the mainland north
of Cape Spencer until 1934 when 12 deer from
Rocky Pass were translocated to islands in
Yakutat Bay (Burris and McKnight, 1973). A
small population of deer still persists on islands
and along the eastern mainland of Yakutat Bay
(Barten, 2005).
 Attempts during the 1950s to establish deer
populations near Skagway eventually failed, but
proved successful on Sullivan Island in upper
Lynn Canal.

Mule Deer
Odocoileus hemionus (Rafinesque, 1817)
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OTHER COMMON NAMES. Reindeer.

TAXONOMY. Banfield (1961) recognized one
Holarctic species for both Caribou and Reindeer,
Rangifer tarandus. Populations in adjacent
British Columbia are considered the woodland
form, R. t. caribou, by Hall (1981), Shackleton
(1999), and others.

Rangifer tarandus caribou
Original Description. 1788. [Cervus

tarandus] caribou Gmelin, Syst. nat., ed.
13, 1:177.

Type Locality. Quebec City, Quebec.
Type Specimen. None designated.
Range. Extreme east-central Alaska (upper

Chisana and White rivers; Zittlua et. al.,
2000; Gardner, 2003) and adjacent
southern Yukon Territory and
northwestern British Columbia to
Newfoundland.

REVISIONS AND REVIEWS. Banfield (1961),
Geist (1998), Shackleton (1999).

STATUS. IUCN-Least concern; COSEWIC-
Special concern (northern mountain population
of R. t. caribou).

DISTRIBUTION. Caribou rarely occur on the
northern mainland of Southeast Alaska, with
reports of single animals observed near Haines
(in about 1990) and Glacier Bay (in the late
1950s and in 1967) (MacDonald and Cook,
1996). Caribou may have occurred more
regularly in the Haines area in the early 20th
Century (Murie, 1935).
 Caribou bones have been reported from
pre- and post-glacial cave deposits in the
Alexander Archipelago (Heaton and Grady,
2003). Like several other mammals that have
been examined (e.g., Ermine), Caribou
populations in the Alexander Archipelago may
have had close affinities with populations in the
Haida Gwaii (Queen Charlotte Islands). The
Dawson Caribou (R. t. dawsoni) went extinct on
Haida Gwaii by the early 1900s (Nagorsen, 1990;
Byun et al., 2002).

SPECIMENS.  None.

Caribou
Rangifer tarandus (Linnaeus, 1758)
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SPECIMENS. CRAIG QUAD: 55.8794, -134.2461,

Coronation Island (1 MVZ); 55.7167, -133.5500, Heceta Island, Bald

Mountain (2 UAM); 55.7833, -133.6333, Heceta Island, Cone Peak (1

UAM); 55.7892, -133.4722, Heceta Island (1 UAM); 55.7981, -

133.5881, Heceta Island, Port Alice (2 UAM); 55.8156, -133.5789,

Heceta Island, Mint Lake (1 UAM); 55.8203, -133.5769, Heceta

Island, Port Alice area (1 UAM); 55.8244, -133.5775, Heceta Island,

Port Alice area (1 UAM); Heceta Island, Warm Creek Inlet, Chuck

Lake area (2 UAM); Heceta Island, Butterball Lake (1 UAM); Heceta

Island, Cone Peak (1 UAM); 55.8667, -132.3667, Onslow Island (1

UAM); Prince of Wales Island (4 USNM, 1 CAS, 2 MVZ); 55.2667,

-133.3000, Suemez Island, Port Refugio (1 UAM); 55.9830, -

134.1060, unnamed island, northern-most (1 UAM); Warren Island (2

MVZ). DIXON ENTRANCE QUAD: Long Island, Howkan (1

CAS). JUNEAU QUAD: 58.2500, -134.2667, Douglas Island, N side

of Island (1 UAM); Pleasant Island (4 CMNH). KETCHIKAN

QUAD: Bell Island (1 CMNH); 55.4667, -131.7833, Revillagigedo

Island, Clover Pass (1 UAM); 55.7500, -131.5000, Revillagigedo

Island, Ketchikan (2 UAM); 55.3167, -130.9000, Smeaton Bay (1

UAM). MT. FAIRWEATHER QUAD: Inian Is. (3 UCLA).

PETERSBURG QUAD: Etolin Island (1 MVZ); Kuiu Island (3

MVZ); 56.7500, -133.5000, Kupreanof Island (2 UAM); 56.6333,

-132.9167, Mitkof Island, Blind Slough (1 UAM); 56.6667, -132.6333,

Mitkof Island, Ideal Cove (1 UAM). 56.1833, -132.0000, Wrangell

Island, Fools Inlet (1 UAM); 56.9089, -132.6344, Zarembo Island (1

UAM). PRINCE RUPERT QUAD: 54.9833, -130.9333, Very Inlet

(1 UAM). SITKA QUAD: 57.3833, -134.4000, Admiralty Island,

Hood Bay (4 UAM); 57.4333, -134.5500, Admiralty Island, Hood Bay

(6 UAM); Admiralty Island, Eliza Harbor (1 MVZ); Admiralty Island,

Windfall Harbor (2 MVZ); 57.0167, -135.2333, Baranof Island,

Birdsnest Bay (1 UAM); 57.0500, -135.3333, Baranof Island, 2.5 mi

Halibut Point Road (2 UAM); 57.2500, -135.5000, Baranof Island,

Nakwasina Bay (2 UAM); 57.2667, -134.8333, Baranof Island, Kelp

Bay (1 UAM); Baranof Island (1 UAM); Baranof Island (16 USNM);

Chichagof Island (1 USNM, 2 AMNH, 8 MVZ, 1 CMNH); Chichagof

Island, Freshwater Bay (8 MVZ); Kruzof Island (1 USNM, 1

UWBM);58.0000, 136.5000, Yakobi Island (3 AMNH). SUMDUM

QUAD: 57.4667, -133.9167, Admiralty Island, Gambier Bay (2

UAM); Farragut Bay (1 CMNH). SE ALASKA: (2 UAM).

David Klein, in addition to his pioneering work on

wolves and deer on Coronation Island (Klein, 1996),

further clarified patterns of mammalian diversity across

the region (Klein, 1965) that were first outlined by Harry

Swarth (1936) (1987 photograph courtesy of T. Hanley).
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OTHER COMMON NAMES. None.

TAXONOMY. Hall (1981) recognized O. a.
columbiae as the subspecies occurring in
Southeast Alaska; however, Cowan and
McCrory (1970) concluded that the small amount
of geographic variation in cranial characters of
this species did not warrant subspecific
designation.

Oreamnos americanus columbiae
Original Description. 1904. Oreamnos

montanus columbianus J. A. Allen, Bull.
Amer. Mus. Nat. Hist., 20:20, February 10.

Type Locality. Shesley Mountains, British
Columbia.

Type Specimen. AMNH 19838.
Range. Northwestern Canada and Southeast

Alaska.

REVISIONS AND REVIEWS. Rideout and
Hoffmann (1975).

STATUS. IUCN-Least concern. The Mountain
Goat is an exotic species in the Alexander
Archipelago and a Management Indicator
Species of the Tongass National Forest (Sidle
and Suring, 1986; Kiester and Eckhardt, 1994*).

DISTRIBUTION. Mountain Goats are found in
suitable habitat along the entire mainland coast
of Southeast Alaska. The only island record of
natural occurrence is a single individual
observed on Wrangell Island for several years
(Klein, 1965). The highest counts of Mountain
Goats have been made in the vicinities of Tracy
Arm and the Peabody Mountains, southeast of
Ketchikan (ADFG, 1973).
 Mountain Goats were successfully
introduced on Baranof Island in 1923 (Burris and
McKnight, 1973), where they continue to thrive
and expand their range across the island
(Mooney, 2004). Transplant attempts on
Chichagof Island in 1954 and 1955 were failures
(Burris and McKnight, 1973; L. Johnson, pers.
comm., 1994). A successful transplant of
Mountain Goats to Revillagigedo Island occurred

Family Bovidae Gray, 1821

Mountain Goat
Oreamnos americanus (de Blainville, 1816)
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in 1983 at Swan Lake (Smith and Nichols, 1984)
and in 1991 at upper Mahoney Lake (Porter,
2004b). The Swan Lake population now
numbers about 120-160 animals, and the upper
Mahoney Lake population is estimated at 100-
140 animals and is expanding (Porter, 2004b).
 Mountains goats from the Whiting River
were reintroduced to Mount Juneau in 1989 to
enhance numbers near Juneau. By 1992, none
of these individually marked goats remained in
the area (Barten, 2004d).

SPECIMENS. BERING GLACIER QUAD: Cape Yakataga

(1 CAS). JUNEAU QUAD: 58.2500, -134.2500, Juneau, ridge b/w

headwaters Sheep Cr, Gastineau Channel (1 UAM); 50 miles S. Juneau

(2 CAS). KETCHIKAN QUAD: 55.1667, -130.6667, Boca de

Quadra, mainland southeast of Ketchikan (1 UAM);  Rudyerd Bay (3

UCLA); Boca de Quadra (1 MVZ). MT. FAIRWEATHER QUAD:

58.0000, -136.0000, Chichagof Island (1 UAM). SKAGWAY

QUAD: 20 miles from Skagway (1 USNM);  near Skagway (1 FM-

NH). SUMDUM QUAD: Tracy Arm, (1 AMNH); Endicott Arm (1

USNM). TAKU RIVER QUAD: Taku River near Canada Border (1

USNM).

Dall’s Sheep
Ovis dalli Nelson, 1884

The White Pass and Yukon Railway at Tunnel Mountain crosses the Coast

Range into British Columbia near White Pass (courtesy of the Anchorage

Museum at Rasmuson Center, John Urban Collection, b64-1-75).

MacDonald and Cook—Mammals and Amphibians of Southeast Alaska

OTHER COMMON NAMES. Dall Sheep, Stone
Sheep, Thinhorn Sheep.

TAXONOMY. Three subspecies of O. dalli are
generally recognized (Cowan, 1940; Hall, 1981),
with one, O. d. dalli, occurring throughout Alaska
and extreme northwestern British Columbia. The
British Columbia form, O. d. stonei, may,
however, be the subspecies that occurs
marginally in the Haines area (Shackleton,
1999). Worley et al. (2004) provided some
support in nuclear DNA for the classification of
Dall’s sheep into the subspecies stonei and dalli.
However, according to Loehr et al. (2006),
mtDNA and the clinal nature of color morphology
did not support this grouping.

REVISIONS AND REVIEW. Cowan (1940),
Bowyer and Leslie (1992).

STATUS. IUCN-Least concern.

DISTRIBUTION.  Dall's Sheep are found
adjacent to Southeast Alaska in British Columbia
on the drier western slopes of the Saint Elias
Mountains and the Coast Mountains north of
Haines and Skagway (Klein, 1965; Nichols,
1978).
 The occurrence of Dall's Sheep in
Southeast Alaska is based on a lone female
collected from the Kelsall River Valley, northwest
of Haines, by Alaska Department of Fish and
Game biologists (R. Flynn, pers. comm., 1994;
specimen not located). Sheep are seen
occasionally near the Kelsall River in the vicinity
of Mount Raymond (MacDonald and Cook,
1996).
 Three O. dalli skulls collected by Allen E.
Hasselborg for the MVZ are reported to be from
Southeast Alaska, but the exact locality is not
documented.

SPECIMENS. SE ALASKA (3 MVZ).
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Key to the Whales of Southeast Alaska

1. �  Baleen plates in mouth (no adult teeth); paired blow-holes ………….....................................…… 2

�  Teeth present in adults (sometimes buried in gums); single blow-hole …....................................... 8

2. �  Throat grooves present; baleen plates narrow and short, mouth straight…………......................… 3

�  Throat grooves absent; long, wide baleen plates in huge arched mouth …............... North Pacific

Right Whale, Eubalaena japonica

3. �  Throat grooves numerous, small dorsal fin ………………......................................……………… 4

�  Two to four short throat grooves, no dorsal fin …................ Gray Whale, Eschrichtius robustus

4. �  Flippers very long (to nearly one-third of body length)…………................… Humpback Whale,

Megaptera novaeangliae
�  Flippers relatively short …................................................................................................................ 5

5. �  Total length less than 11 m; white band across flipper ……….......…… Common Minke Whale,

Balaenoptera acutorostrata
�  Total length greater than 12 m; flipper lacking white band …......................................................... 6

6. �  Body huge (up to 30 m long), mottled blue-gray above, paler below; dorsal fin small, set far back

on body; head broad, U-shaped………........................…… Blue Whale, Balaenoptera musculus
�  Body smaller; dorsal fin more prominent and forward on body; head acutely pointed …...........… 7

7. �  Jaw black on left side, white on right; 55-100 long ventral throat grooves  …….…… Fin Whale,

Balaenoptera physalus
�  Dark gray on both sides of body, often with oval-shaped scars; 32-60 short ventral throat grooves

….........................................................................................….. Sei Whale, Balaenoptera borealis

8. �  Tip of lower jaw well behind foremost limit of the head ……….............................................…… 9

�  Tip of lower jaw in front of the limit of the head and at about the same limit as the tip of the snout

…...................................................................................................................................................... 10

9. �  Length of animal greater than 7 m …….........................……… Sperm Whale, Physeter catadon
�  Length of animal less than 5 m ….............................….. Pygmy Sperm Whale, Kogia breviceps

10. �  Top fin absent, adults all white in color ……...................……… Beluga, Delphinapterus leucas
�  Top fin present, color not as above …............................................................................................ 11

11. �  Teeth confined to lower jaw or apparently absent ……….....................................................…… 12

�  Teeth in upper and lower jaws….................................................................................................... 15

.

12. �  Top fin large, near the middle of the body. Teeth 2-7 pairs, at the front of the lower jaw …............

….........................................................................................… Risso’s Dolphin, Grampus griseus
�  Top fin considerably behind the middle of the body. Front end of jaws narrow. Two grooves on the

throat. 1-2 pairs of teeth in the lower jaw of the males, usually concealed in females ….............. 13

13. �  Animal up to 8 m in length. Distance from tip of snout to blowhole 1/10 to 1/8 of the total length.

“Forehead” not especially prominent. One pair of teeth at the tip of the lower jaw (concealed in fe-

males) …........................................................…… Cuvier’s Beaked Whale, Ziphius cavirostris
�  Animal smaller, not exceeding 6 m in length. Beak long …........................................................... 14
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OTHER COMMON NAMES. Black Right Whale,
Right Whale, Black Whale, Pacific Right Whale.

TAXONOMY. Rice (1998) and others consider
the right whale congeneric with the Bowhead
Whale (Balaena mysticetus) and that all the
world’s right whale populations are conspecific
as Balaena glacialis. Northern and Southern
Hemisphere populations would be separated into
two subspecies, B. g. glacialis and B. g. australis,
respectively.

Eubalaena japonica
Original Description. 1818. Balaena

japonica Lacépède, Mém. Mus. Hist. Nat.,
Paris, 4:469.

Type Locality. Japan.
Type Specimen. None designated.

REVISIONS AND REVIEWS. Rice (1998),
Angliss and Outlaw (2005), Mead and Brownell
(2005).

MacDonald and Cook—Mammals and Amphibians of Southeast Alaska

14. �  One pair of large, flattened, triangular teeth located far back on the lower jaw that protrude above

the gumline in adult males. Average adult 10-11 m in length. Bulbous forehead …...........…………

.......................................................................Stejneger’s Beaked Whale, Mesoplodon stejnegeri
�  Two pairs of teeth located at the tip of the lower jaw in both sexes.  Average adult 5 m in length.

Forehead not bulbous  …..…....................................... Baird’s Beaked Whale, Berardius bairdii

15. �  Animal between 4.6 and 10 m in length .…...........................................................................…… 16

�  Animal seldom exceeding 3.7 m in length, more usually less than 2.74 m …............................... 18

16. �  “Forehead” not prominent. 20-26 pairs of teeth in upper and lower jaws. Prominent top fin, point-

ed and sometimes leaning anteriorly. Color conspicuously black and white ................. Killer

Whale, Orcinus orca
�  “Forehead” swollen and overhanging the tip of a very short beak. 7 to 12 pairs of teeth in both the

upper and lower jaws. Color basically black or dark brown. ………......................................…… 17

17. �  Head blunt with high forehead; front margins of flippers without distinctive hump; falcate dorsal

fin broad-based, low-profiled and positioned far forward on body; teeth in upper jaw, if present,

confined to anterior half of rostrum ………...............… Short-finned Pilot Whale, Globicephala
macrorhynchus

�  Head rounded, not blunt; front margins of flippers with distinctive hump; falcate dorsal fin tall,

erect and positioned midway on body; teeth in upper jaw not confined to anterior half of rostrum

…................................................................................. False Killer Whale, Pseudorca crassidens

18. �  Dorsal fin tall and hooked. Flippers relatively large. Teeth curved and sharply pointed ..... Pacific

White-sided Dolphin, Lagenorhynchus obliquidens
�  Doral fin smaller and triangular. Flippers small. Teeth spade-like …............................................ 19

19. �  Black body with white belly and flanks, often with white on trailing edge of dorsal fin and flukes

…............................................................................................ Dall’s Porpoise, Phocoenoides dalli
�  Body dark gray or black on back with lighter sides and near white belly …...... Harbor Porpoise,

Phocoena phocoena

Order Cetacea Brisson, 1762
Family Balaenidae Gray, 1821

North Pacific Right Whale
Eubalaena japonica (Lacépède, 1818)
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STATUS. CITES-Appendix I; U.S. ESA-
Endangered; IUCN-Endangered; COSEWIC-
Endangered. Right whales were given worldwide
protection in 1935. Global numbers have been
estimated at 500-900 (Martin, 1990); however,
Angliss and Outlaw (2005) concluded that a
reliable estimate is currently not available.
 There have been several recent sightings,
beginning in 1996, of right whales in the Bering
Sea and one (in 1998) in the Gulf of Alaska south
of Kodiak. One sighting from Bristol Bay in 2002
included a calf, the first confirmed sighting of a
young animal since 1900 (Angliss and Outlaw,
2005).
 The National Marine Fisheries Service was
petitioned on 4 October 2000 to designate critical
habitat in the southeast portion of the Bering Sea
near Bristol Bay. On 14 June 2005, the NMFS

was ordered to designate critical habitat for the
North Pacific populations.

DISTRIBUTION. North Pacific Right Whales
were once widely distributed and common from
north temperate to tropical waters of the North
Pacific. By the early 1900s, their numbers had
been greatly reduced by commercial whaling.
The Gulf of Alaska (including the outside waters
off Southeast Alaska) and the Bering Sea were
historic summer feeding areas for this migratory
species, and these were the last areas to suffer
overexploitation (Gilmore, 1978).

SPECIMENS.  None.

Family Balaenopteridae Gray, 1864

Common Minke Whale
Balaenoptera acutorostrata Lacépède, 1804

OTHER COMMON NAMES. Northern Minke
Whale, Davidson's Whale, Lesser Rorqual, Little
Piked Whale, Piked Whale, Pikehead,
Sharpheaded Finner Whale.

TAXONOMY. The taxonomy of the Minke Whale
has long been problematic, with recent studies
suggesting the existence of multiple species
(Wada and Numachi, 1991). Two subspecies are
generally recognized in the Northern
Hemisphere. The subspecies of the North Pacific
is B. a. scammoni (Rice, 1998). The long-used
name B. a. davidsoni for this North Pacific race
was found preoccupied by Deméré (1986).

Balaenoptera acutorostrata scammoni
Original Description. 1986. Balaenoptera

acutorostrata scammoni Deméré, Marine
Mammal Science 2:277-298.

Type Locality. Admiralty Inlet, Puget Sound,
Washington.

Type Specimen. USNM 12177.
Range. North Pacific Ocean.

REVISIONS AND REVIEWS. Stewart and
Leatherwood (1985).

STATUS. CITES-Appendix I; IUCN-Near
threatened; COSEWIC-Not at risk. The Northern
Hemisphere population was estimated to total
about 125,000 animals (Martin, 1990). The North
Pacific stock was estimated by Wada (1976) at
9000 individuals. Small numbers of Minke
Whales were harvested by commercial whalers
near British Columbia in the early 1900s
(Stewart, 1999). All commercial hunting was
stopped in 1986 (but see Baker et al., 2000).

DISTRIBUTION. The Common Minke Whale is
found from the polar ice-edge to the tropics in all
the world's oceans. Minke whales are relatively
common in the Bering and Chukchi Seas and in
the inshore waters of the Gulf of Alaska, but are
less abundant  in other parts of the eastern
Pacific (Leatherwood et al., 1988; Mizroch,
1992). Two stocks of Minke Whales are
recognized in U.S. waters: 1) Alaska (migratory),
and 2) California/Washington/Oregon (non-
migratory) (Dorsey et al., 1990).

SPECIMENS. PETERSBURG QUAD: Pearl Island (1 US-

NM).
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Blue Whale
Balaenoptera musculus (Linnaeus, 1758)

Sei Whale
Balaenoptera borealis Lesson, 1828

OTHER COMMON NAMES. Pollack Whale,
Rudolphi's Rorqual, Sardine Whale, Japan
Finner.

TAXONOMY. Tomilin (1946) distinguished two
subspecies for Northern Hemisphere and
Southern Hemisphere populations. B. b. borealis
is the northern race.

Balaenoptera borealis borealis
Original Description. 1828. Balaenoptera

borealis Lesson, Histoire naturelle … des
mammiferes et des oiseaux découverts
depuis 1788, cétacés, p. 342.

Type Locality. Gromitz, Lubeck Bay,
Schleswig-Holstein, Germany.

Type Specimen. None designated.
Range. Northern Hemisphere.

REVISIONS AND REVIEWS. Gambell (1985a).

STATUS. CITES-Appendix I; ESA-Endangered;
IUCN-Endangered; COSEWIC-Endangered.
The North Pacific population is roughly estimated
at 13,000 whales in 1974, down from about
63,000 in 1963. They were given full protection in
1978-79 (Martin, 1990).

DISTRIBUTION. Sei Whales are found in most
oceans and seas of the world, but generally
avoid polar waters (Martin, 1990). A pelagic
species, Sei Whales migrate seasonally between
northern latitudes to feed and southern latitudes
to breed. During the summer months, sei whales
occur from California to the Gulf of Alaska,
including the deeper waters off Southeast Alaska
(Wynne, 1993).

SPECIMENS.  None.

OTHER COMMON NAMES. Blue Rorqual,
Sulphur-bottom Whale.

TAXONOMY. Three subspecies of B. musculus
are currently recognized (Rice, 1998); one, B. m.
musculus, occurs in the waters of the North
Pacific, including Southeast Alaska.

Balaenoptera musculus musculus
Original Description. 1758. [Balaena]

musculus Linnaeus, Syst. Nat., ed. 10,
1:76.

Type Locality. Firth of Forth, Scotland
Type Specimen: Not known to exist.
Range. Northern Hemisphere.

REVISIONS AND REVIEWS. Yochem and
Leatherwood (1985).

STATUS. CITES-Appendix I; ESA-Endangered;
IUCN-Endangered; COSEWIC-Endangered.
Roughly 15,000 remain worldwide and about
3500 inhabit the North Pacific (Mate et al., 1999).
Although Blue Whales have been protected
since 1966, they are seldom observed in Alaska

waters. The sighting and non-lethal skin and
blubber sampling of several Blue Whales by
researchers on board a NOAA vessel about 100
nautical miles southeast of Prince William Sound
in July 2004 is the first confirmed report of this
species in Alaska waters in three decades (AP
writer D. Joling in Fairbanks Daily News-Miner on
28 July 2004).

DISTRIBUTION. Blue Whales have been found
throughout every ocean, from the equator to the
polar regions (Martin, 1990). In the eastern North
Pacific, Blue Whales move in the summer
months into the immediate offshore waters from
central California to the Gulf of Alaska, including
Southeast Alaska and Haida Gwaii (Queen
Charlotte Islands), and the Aleutian Chain.  They
rarely enter the Bering Sea, but have
occasionally been observed as far north as the
Chukchi Sea (Rice, 1978).

SPECIMENS. SE ALASKA: possibly Wrangell or Shaken (2

UWBM).

MacDonald and Cook—Mammals and Amphibians of Southeast Alaska
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OTHER COMMON NAMES. Common Finback
Whale, Common Rorqual, Finback Whale,
Herring Whale, Razorback Whale.

TAXONOMY. Two poorly-defined subspecies
are recognized, with the name Balaenoptera
physalus physalus applied to all Northern
Hemisphere stocks (Rice, 1998).

Balaenoptera physalus physalus
Original Description. 1758. [Balaena]

physalus Linnaeus, Syst. Nat., ed. 10, 1:75.
Type Locality. Spitzbergen seas.
Type Specimen. Not known to exist.
Range. North Pacific and North Atlantic

oceans.

REVISIONS AND REVIEWS. Gambell (1985b),
Rice (1998).

STATUS. CITES-Appendix I; ESA-Endangered;
IUCN-Endangered; COSEWIC-Threatened.
According to Martin (1990), Northern
Hemisphere Fin Whales today number about
20,000 animals, down from about 58,000

animals prior to their overexploitation between
the late 1950s and the early 1960s. Angliss and
Outlaw (2005) concluded that reliable
information on trends in abundance for the
Northeast Pacific stock of Fin Whales is currently
not available, and that there is no indication
whether recovery of this stock is taking place.

DISTRIBUTION. The Fin Whale occurs in every
ocean. Unlike the Gray Whale, the Fin Whale is
highly pelagic and is rarely observed in inshore
coastal waters. It migrates between low latitudes
in winter and high latitudes in summer. Its
summer range in the eastern North Pacific
extends from the Aleutian Islands, through the
Gulf of Alaska (including offshore Southeast
Alaska), south to California (Martin, 1990;
Nagorsen, 1990). Some individuals remain in
North Pacific waters as far north as the Aleutians
throughout the year (Rearden, 1981).

SPECIMENS. SITKA QUAD: Admiralty Island, Tyee (2 AM-

NH).

Humpback Whale
Megaptera novaeangliae (Borowski, 1781)

OTHER COMMON NAMES. None.

TAXONOMY. Monotypic, with no subspecies
currently recognized (Clapham and Mead, 1999).

Megaptera novaeangliae
Original Description. 1781. Balaena novae

angliae Borowski, Gemeinnüzztige
Naturgeschichte des Thierreichs …
2(1):21.

Type Locality. Coast of New England.
Type Specimen. Not known to exist.

REVISIONS AND REVIEWS. Winn and Reichley
(1985), Clapham and Mead (1999).

STATUS. CITES-Appendix I; ESA-Endangered;
IUCN-Vulnerable; COSEWIC-Threatened. Due
to extensive overexploitation of this species, the

North Pacific Humpback Whales have gone from
an estimated 15,000 to about 2000 animals
(Martin, 1990). North Pacific whales were given
full protection in 1966 and appear to be making a
strong recovery (Clapham, 1999). Calambokidis
et al. (1997) estimated the current North Pacific
population at 6,000-8,000 animals. Straley et al.
(2002) estimated that the annual abundance of
Humpback Whales in Southeast Alaska was
minimally 961 animals. There are indications that
Humpback Whale populations in Southeast
Alaska may be approaching carrying capacity
(Angliss and Lodge, 2004).
 NMFS is considering whether the Southeast
Alaska feeding area of Humpback Whales, and
possibly other feeding areas in the North Pacific,
should be formally designated as separate
stocks under the Marine Mammal Protection Act
(Angliss and Outlaw, 2005).

Fin Whale
Balaenoptera physalus (Linnaeus, 1758)
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DISTRIBUTION. Humpback Whales are
worldwide in distribution, with discrete Northern
Hemisphere and Southern Hemisphere
populations. In the North Pacific from spring
through autumn, the largest concentrations are
found in the Bering Sea and the eastern
Aleutians, Prince William Sound, and in
Southeast Alaska (Rearden, 1981; Nagorsen,
1990). Home (1973) considered the Humpback
Whale the most commonly observed whale in
Glacier Bay between May and September, with
occasional sightings at other times of the year.
 Winter and spring populations of the
Hawaiian Islands migrate to northern British
Columbia, Southeast Alaska, and Prince William
Sound west to Kodiak and are referred to as the

Central North Pacific stock. This is one of three
populations currently recognized within the U.S.
Exclusive Economic Zone (Angliss and Outlaw,
2005). There appears to be very little interchange
between Humpback Whale feeding areas in
Southeast Alaska and the Prince William Sound,
Kodiak, and Shumagin Islands feeding areas to
the north (Angliss and Outlaw, 2005).

SPECIMENS. CRAIG QUAD: 55.2833, -133.2667, Suemez

Island, Ulloa Channel (1 UAM). PORT ALEXANDER QUAD:

56.3833, -134.6417, Baranof Island, Little Port Walter (1 UAM).

SITKA QUAD: 57.4097, -134.5161, Admiralty Island, Hood Bay, 2

mi south of Distant Point (1 UAM); Chichagof Island (1 USNM);

57.0411, -135.3275, Kutkan Island, Sitka Sound (1 CAS); Sitka Bay (3

USNM).

Family Eschrichtiidae Ellerman and Morrison-Scott, 1951

Gray Whale
Eschrichtius robustus (Lilljeborg, 1861)

OTHER COMMON NAMES. California Gray
Whale.

TAXONOMY. Hall (1981) considered the name
gibbosus had priority over robustus (also see
Barnes and McLeod, 1984). No subspecies are
currently recognized (Rice, 1998).

Eschrichtius robustus
Original Description. 1861. Balaenoptera

robusta Lilljeborg, Förh. Skand. Naturf.
Ottende Møde, Kjöbenhavn, for 1860,
8:602.

Type Locality. Sweden.
Type Specimen. None designated.

REVISIONS AND REVIEWS. Jones et al.
(1984), Rice (1998, 1999).

STATUS. CITES-Appendix I; ESA-North Pacific
population delisted in 1994 (Federal Register,
59:31094); IUCN-Conservation dependent (NE
Pacific stock); COSEWIC- Special concern.
Since their protection, the eastern North Pacific
population of Gray Whales has recovered to
pre-exploitation abundance. The most recent
count (1998) estimated 26,600 animals (Rugh et
al., 1999; Angliss and Outlaw, 2005).

DISTRIBUTION. The Gray Whale is now
restricted to the North Pacific Ocean. Two
populations are recognized, one in the western
Pacific, from Korea to the Sea of Okhotsk, and
one in the eastern Pacific, from Mexico to the
Bering, Chukchi, and Beaufort seas in the north
(Martin, 1990). North Atlantic populations were
hunted to extinction by the 1700s (Nagorsen,
1990).
 Gray Whales migrate annually along the
eastern Pacific coast between their summer
feeding grounds in the northern Bering and
Chukchi Seas and their wintering grounds in
Mexico. Gray Whales are occassionally reported
feeding in the summer in offshore waters from
Southeast Alaska southward to California
(Angliss and Outlaw, 2005).

SPECIMENS.  None.
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OTHER COMMON NAMES. Blackfish, Pacific
Pilot Whale, Short-finned Blackfish.

TAXONOMY. Globicephala macrorhynchus
sometimes is included with G. melaena (now G.
melas), the long-finned pilot whale (see Van
Bree, 1971). No subspecies are recognized
(Rice, 1998), but see Gaskin (1982), Mitchell
(1975), and Stacey and Baird (1993).

Globicephala macrorhynchus
Original Description. 1846. Globicephalus

macrorhynchus Gray, in The zoology of
the voyage of H.M.S. Erebus and Terror …
, 1(Mamm.):33.

Type Locality. South Seas.
Type Specimen. Not known to exist.

REVISIONS AND REVIEWS. Stacey and Baird
(1993), Rice (1998).

STATUS. CITES-Appendix II; IUCN-Conserva-
tion dependent; COSEWIC-Not at risk. This spe-
cies virtually disappeared from the west coast of

the U.S. between 1984 and 1992 following a
strong El Niño event in 1982-83. Since then
sightings (or mortalities) have remained rare
(Carretta et al., 2005).

DISTRIBUTION. Short-finned Pilot Whales occur
worldwide, generally in tropical and warm-
temperate waters (Martin, 1990); however, some
occur as far north as the Alaska Peninsula and
the Gulf of Alaska (Orr, 1951; Leatherwood and
Dahlheim, 1978; Reilly, 1978; Rearden, 1981).
Home (1980) reported this species spending
long periods in shallow inshore areas in
Southeast Alaska. Leatherwood et al. (1987)
suggested that movements of this whale into the
more northern waters of the eastern North Pacific
appear to be related to periodic incursions of
warm water.

SPECIMENS.  None.

Family Delphinidae Gray, 1821

Short-finned Pilot Whale
Globicephala macrorhynchus Gray, 1846

Risso’s Dolphin
Grampus griseus (G. Cuvier, 1812)

OTHER COMMON NAMES. Gray Grampus,
White-headed Grampus.

TAXONOMY. No subspecies are recognized
(Rice, 1998).

Grampus griseus
Original Description. 1812. Delphinus

griseus G. Cuvier, Ann. Mus. Nat. Hist.,
Paris 19:14.

Type Locality. Brest, France.
Type Specimen. Stuffed skin and skull at

MNHN.

REVISIONS AND REVIEWS. Rice (1998),
Reeves et al. (2002).

STATUS. CITES-Appendix II; IUCN-Data
deficient; COSEWIC-Not at risk.

DISTRIBUTION. Risso's Dolphins are found in
tropical and temperate waters throughout the
world (Martin, 1990). Their northern limit in the
eastern North Pacific Ocean probably does not
exceed the southern portion of the Gulf of
Alaska, including offshore Southeast Alaska
(Leatherwood and Reeves, 1983), where it is a
rare visitor (Braham, 1983). Shults et al. (1992)
reported on the helminths from a Risso’s Dolphin
beached on Middleton Island in the central Gulf
of Alaska, just west of the Southeast region.

SPECIMENS.  None.
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OTHER COMMON NAMES. Pacific Striped
Dolphin, Hookfin Dolphin.

TAXONOMY. Using cytochrome b gene se-
quences,  LeDuc et al. (1999) placed obliquidens
and three other closely related species in the
genus Sagmatias. Some authors (e.g., Honacki
et al., 1982) considered L. obliquidens a junior
synonym of the dusky dolphin, L. obscurus, from
the Southern Hemisphere, a premise not sup-
ported by recent analyses of molecular data
(Cipriano, 1997; May-Collado and Agnarsson,
2006).

A preliminary genetic analysis of 116 Pacific
White-sided Dolphins collected in four areas
(Baja California, the U.S. west coast, British
Columbia/Southeast Alaska, and offshore) did
not reveal significant phylogeographic partition-
ing, although animals from the different regions
were sufficiently isolated to be treated as sepa-
rate management units (Lux et al., 1997).

No subspecies are recognized (Rice, 1998),
but distinguishable populations have been re-
ported from the northeast Pacific and in Japa-
nese waters (Walker et al. 1986; Waerebeek and
Würsig, 2002).

Lagenorhynchus obliquidens
 Original Description. 1865.

Lagenorhynchus obliquidens Gill, Aproc.
Acad. Nat. Sci. Phil. 17:177.

 Type Locality. Near San Francisco,
California, United States.

      Type and Co-Type Specimens. USNM
1961, 1962, 1963.

REVISIONS AND REVIEWS. Rice (1998),
Reeves et al. (2002).

STATUS. CITES-Appendix II;  IUCN-Least
concern; COSEWIC-Not at risk. Since the 1990s,
a number of Ketchikan residents have noted an
influx of Pacific White-sided Dolphins into the
area. Large pods have been seen, especially
during the winter months, in Behm Canal,
Cholmondeley Sound, Clarence Strait, Clover
Passage, Ernest Sound, George Inlet, Nichols
Passage, and Snow Passage (L. Carson, J.
Cousins, D. Harbor, T. Wills, pers. comm., 1994).
Cetacean aerial surveys in 1997 in the Gulf of
Alaska found one group of 164 Pacific White-
sided Dolphins off Dixon Entrance (Angliss and
Outlaw, 2005).

DISTRIBUTION. Pacific White-sided Dolphin are
found in the North Pacific Ocean north of 20oN.
In Alaska, they occur as far north as the southern
Bering Sea, the Gulf of Alaska, and the Aleutian
Islands (Angliss and Outlaw, 2005). This dolphin
is common on the high seas, along the
continental margins, and occasionally enters
inshore coastal areas in Southeast Alaska and
elsewhere (Dahlheim and Towell, 1994; Angliss
and Outlaw, 2005).

SPECIMENS.  None.

Pacific White-sided Dolphin
Lagenorhynchus obliquidens Gill, 1865

Killer Whale
Orcinus orca (Linnaeus, 1758)

OTHER COMMON NAMES. Blackfish, Orca.

TAXONOMY. Currently no subspecies are
recognized (Rice, 1998).

Orcinus orca
Original Description. 1758. [Delphinus] orca
Linnaeus, Syst. Nat. ed. 10, 1:77.
Type Locality. European seas.
Type Specimen. None designated.

REVISIONS AND REVIEWS. Heyning and
Dahlheim (1988), Ford et al. (1994).

STATUS. CITES-Appendix II; IUCN-Least
concern; COSEWIC-Threatened (“resident”
type), Threatened (“transient” group), Special
concern (“offshore” group).
 Less is known about Killer Whales in Alaska
in comparison to those in British Columbia and
Washington State, but the same three groups
(resident, transient, and offshore) also occur in
Alaska waters (Dahlheim et al., 1997). The
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resident and transient groups differ in aspects of
morphology, ecology, and behavior, with studies
on mtDNA variation indicating resident and
transient groups are distinct (Stevens et al.,
1989; Hoelzel, 1991; Hoelzel and Dover, 1991;
Hoelzel et al., 1998). Less is known about the
offshore Killer Whales. Those are encountered
primarily off the coasts of California, Oregon,
British Columbia and, rarely, in Southeast Alaska
(Ford et al., 1994; Dahlheim et al., 1997).

DISTRIBUTION. Killer Whales are found in all
the oceans and most of the seas of the world

(Leatherwood and Dahlheim, 1978; Martin,
1990). They occur throughout the coastal waters
of Southeast Alaska (Braham and Dahlheim,
1982). Seasonal and year-round occurrence has
been noted for Killer Whales throughout Alaska
(Braham and Dahlheim, 1982). Killer Whales
identified in Southeast Alaska have been ob-
served in Prince William Sound, British Colum-
bia, and Puget Sound (Leatherwood et al., 1990;
Dahlheim and Heyning, 1999).

SPECIMENS. SITKA QUAD: Admiralty Island, Killisnoo (1

USNM).

False Killer Whale
Pseudorca crassidens (Owen, 1846)

OTHER COMMON NAMES. None.

TAXONOMY. Placement of this genus in the
subfamily Orcininae along with Orcinus has been
contentious (Stacey et al., 1994). Currently no
subspecies are recognized (Rice, 1998).

Pseudorca crassidens
Original Description. 1862. Phocaena

crassidens Owen, Hist. Brit. Foss. Mamm.
Birds, p. 516, fig. 213.

Type Locality. Subfossil skull in the
“Lincolnshire Fens, near Stanford,
England”

Type Specimen. Originally in the Museum of
Stanford, England, but later said to be lost
(Corbet and Hill, 1992).

REVISIONS AND REVIEWS. Stacey et al.
(1994).

STATUS. CITES-Appendix II; IUCN-Least
concern; COSEWIC-Not at risk.

DISTRIBUTION. The False Killer Whale is a rare
visitor to Alaska waters (Leatherwood and
Reeves, 1983; Leatherwood et al., 1988). The
only confirmed report in Southeast Alaska waters
is a single animal sighted (and positively identi-
fied from photographs) between Grand Island
and Juneau harbor in May 2003 (NOAA-Alaska
Region News Release, 2 July).

SPECIMENS.  None.

Family Monodontidae Gray, 1821

Beluga
Delphinapterus leucas (Pallas, 1776)

OTHER COMMON NAMES. White Whale,
Belukha.

TAXONOMY. No subspecies are currently
recognized (R. Stewart, 1999).
 O’Corry-Crowe et al. (1997) examined DNA
sequences from the mitochondrial control region
of 324 Belugas. They suggested a rapid radiation
of these whales following the Pleistocene into
several genetically distinctive groups that can be
identified by their summering concentrations.

Delphinapterus leucas
Original Description. 1776. Delphinus

leucas Pallas, … Reise durch
verschiedene Provinzen des Russischen
Reichs, 3(book 1):85, footnote.

Type Locality. Mouth Obi [Ob] River,
northeastern Siberia, U.S.S.R. [Russia].

Type Specimen. None designated.
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REVISIONS AND REVIEWS. Kleinberg et al.
(1969), Brodie (1989), Stewart and Stewart
(1989).

STATUS. CITES-Appendix II; ESA-Species of
Concern, Cook Inlet population; IUCN-Critically
endangered, Cook Inlet population. The total
number of Belugas worldwide has been estimat-
ed at 49,000-69,000 animals (Martin, 1990). The
isolated Cook Inlet stock, one of five recognized
within Alaska waters (O’Corry-Crone et al., 1997,
2002), experienced a sharp decline between
1994 and 1998 and then remained stable
through 2004 at about 360 whales (NMFS,
2005). The latest estimate, in 2005, suggested
further decline to 278 whales (NMFS, 2006). A
small number of Belugas (under 20 animals and
considered part of the Cook Inlet stock) occur at
least seasonally in Yakutat Bay, Southeast Alas-
ka. A study of the Yakutat Bay population in 2005
by O’Corry-Crowe et al. (2006) found a maximum
number of 12 whales (with no newborn calves
observed since 2002) mostly in Disenchantment
Bay during spring and summer. A combination of
sighting, behavioral, and genetic data from this
study suggests that a small reproductive group of
Beluga whales with unique ecology may be resi-
dent in the Yakutat Bay region year-round.
 The Cook Inlet population, identified as
"small and vulnerable to hunting or habitat dete-

rioration" by IWC in 1992, was reviewed by the
U.S. Fish and Wildlife Service for possible listing
under the U.S. ESA. On 22 June 2000, NMFS
determined that the Cook Inlet stock should not
be listed under the ESA (65 FR 38778) primarily
because the subsistence harvest, which appears
to have been responsible for the majority of the
decline in this stock, was prohibited in 1999
through an act of Congress. In April 2006, how-
ever, the World Conservation Union added the
Cook Inlet Beluga to its Red List as Critically
Endangered.

DISTRIBUTION. Belugas inhabit the shallow wa-
ters of arctic and sub-arctic seas around the
world, occurring seasonally in most ice-free ar-
eas (Martin, 1990).

They are found in Cook Inlet during all sea-
sons and, infrequently, from as far east in the
Gulf of Alaska as Yakutat to as far west as
Shelikof Strait near Kodiak Island (Hazard,
1988). During spring and summer months, these
whales are typically concentrated near river
mouths in northern Cook Inlet (Rugh et al.,
2000). This population appears to be isolated
from all others, perhaps since the last glacial
period (Murray and Fay, 1979; O’Corry-Crowe et
al., 1997, 2002).

SPECIMENS.  None.

Family Phocoenidae Gray, 1825

Harbor Porpoise
Phocoena phocoena (Linnaeus, 1758)

OTHER COMMON NAMES. None.

TAXONOMY. Miyazaki et al. (1987) and Amano
and Miyazaki (1992) recognized two subspecies,
one in the Atlantic and one in the Pacific, but
noted that western Pacific animals differ
sufficiently from those in the eastern Pacific to
warrant subspecific separation (as yet unnamed
according to Rice, 1998). Unless further studies
validate the naming of a separate subspecies for
the western North Pacific population (sensu
Rice, 1998), only one subspecies, P. p.
vomerina, occurs in Alaska waters.
 Two distinct mitochondrial DNA groupings
or clades exist along the west coast of North
America (Rosel, 1992). One clade is present in

California, Washington, British Columbia and
Alaska (no samples were available from
Oregon), while the other is found only in
California and Washington (Angliss and Outlaw,
2005).

Phocoena phocoena vomerina
Original Description. 1865. Phocaena

vomerina Gill, 1865. Proc. Acad. Nat. Sci.
Philadelphia, 17:178.

Type Locality. Puget Sound, Washington.
Type Specimen. USNM 4149.
Range. North Pacific Ocean.

REVISIONS AND REVIEWS. Gaskin et al.
(1974), Angliss and Outlaw (2005).
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STATUS.  CITES-Appendix II; IUCN-Vulnerable;
COSEWIC-Special concern.  The world
population is unknown, but there are strong
indications that Harbor Porpoise numbers are
declining and their ranges are constricting
(Reeves and Leatherwood, 1994; Rosel, 1997).
Areas of high density occur in Glacier Bay and
Yakutat Bay (Angliss and Outlaw, 2005).

DISTRIBUTION. Harbor Porpoises are found in
temperate and subarctic waters in the Northern
Hemisphere (Martin, 1990). In the North Pacific,
P. phocoena occurs from Japan and the Bering

Sea, and to a lesser extent, the Chukchi Sea
south across Southeast Alaska to California. The
Harbor Porpoise primarily frequents coastal
waters. In Southeast Alaska, Harbor Porpoises
occur most frequently in waters less than 100 m
in depth (Angliss and Outlaw, 2005).

SPECIMENS. JUNEAU QUAD: Sullivan Island, Lynn Canal

(1 USNM); Lynn Canal (2 USNM). MT. FAIRWEATHER QUAD:

Glacier Bay (1 USNM). PETERSBURG QUAD: near Petersburg (1

USNM). SITKA QUAD: SE corner of Sitka Sound (1 UWBM).

SKAGWAY QUAD: Haines (1 USNM). YAKUTAT QUAD: De

Monti [Monti] Bay (1 ROM).

Dall’s Porpoise
Phocoenoides dalli (True, 1885)

OTHER COMMON NAMES. White Flank
Porpoise, Spray Porpoise.

TAXONOMY. No subspecies are recognized,
although two distinct morphological forms, the
oceanic (dalli) and coastal (truei) occur (see
Rice, 1998; Escorza-Treviño et al., 2004).

Phocoenoides dalli
Original Description. 1885. Phocaena dalli
True, Proc. U.S. Nat. Mus., 8:95, June 19.
Type Locality. Strait west of Adakh [= Adak],
Aleutian Islands, Alaska.
Type Specimen. USNM 21762.

REVISIONS AND REVIEWS. Jefferson (1988),
Rice (1998).

STATUS. CITES-Appendix II; IUCN-
Conservation dependent; COSEWIC-Not at risk.
Dall's Porpoise is one of the most common
species of whales in the North Pacific Ocean

(Martin, 1990), although some populations may
be increasingly threatened (McMillan and
Bermingham, 1996). The Alaska population is
estimated at 83,400 animals; no reliable
information is available on population trends
(Angliss and Outlaw, 2005)

DISTRIBUTION. Dall's Porpoises are found only
in the North Pacific Ocean, usually near the
continental shelf and slope and near the coastal
shores in deeper waters (Martin, 1990). They
range from Japan and the Bering Sea
(seasonally) south throughout Southeast Alaska
to California (Nagorsen, 1990).

SPECIMENS. JUNEAU QUAD: Sullivan Island, Lynn Canal

(5 USNM); Cross Sound, Hoonah (1 USNM); Lynn Canal (1 USNM);

Icy Strait, 3 mi. NW Spasski Island (1 USNM). PETERSBURG

QUAD: Wrangell Island, near Wrangell (3 USNM); Zarembo Island,

Meter Bight (1 USNM); Frederick Sound (1 USNM). SITKA QUAD:

Chatham Str. off Danger Pt. at entrance of Kootznahoo Inlet, W. side

Admiralty Island (1 MCZ).

Family Physeteridae Gray, 1821

Pygmy Sperm Whale
Kogia breviceps (Blainville, 1838)

OTHER COMMON NAMES. None.

TAXONOMY. The Pygmy Sperm Whale, Kogia
breviceps, is a monotypic species, and until

recently  considered conspecific with the broadly
sympatric Dwarf Sperm Whale, K. sima (Rice,
1998). The genus Kogia is placed in the family
Kogiidae by some authors (e.g., Rice, 1998).
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Kogia breviceps
Original Description. 1883. Physeter
breviceps Blainville, Ann. Franc.Etr. Anat.
Phys., 2:337.
Type Locality. South Africa, Western Cape
Prov., Cape of Good Hope.
Type Specimen. Skull at MNHN.

REVISIONS AND REVIEWS. Handley (1966),
Caldwell and Caldwell (1989).

STATUS. CITES-Appendix II; IUCN-Least
concern; COSEWIC-Not at risk. Never the
targets of large-scale commercial whaling,
neither species is considered abundant,
although the frequency of strandings suggested
that occasionally they are common in local
waters (Caldwell and Caldwell, 1989; Reeves et
al., 2002).

DISTRIBUTION. The discovery of a moderately
decomposed Pygmy Sperm Whale at Boilers
Beach near Yakutat in July of 2003 is the first and
so far only record of this species in Alaska waters.

Kogia breviceps is hypothesized as an oce-
anic species that lives beyond the edge of the
continental shelf in tropical and temperate waters
around the world (Rice, 1998).  This species has
been previously documented in the eastern Pa-
cific as far north as Washington State (Rice,
1998). Sightings of K. breviceps in British Colum-
bia waters lack positive confirmation due to the
difficulty of distinguishing Pygmy from Dwarf
Sperm Whales (Leatherwood and Reeves, 1983;
Baird et al., 1996). Available data are insufficient
to identify any seasonality in the distribution of K.
breviceps, or to delineate possible stock bound-
aries (Carretta et al., 2005).

SPECIMENS. YAKUTAT QUAD: 59.5117, -139.8496,

Boilers Beach, Ocean Cape area, near Yakutat (1 UAM).

Sperm Whale
Physeter catodon Linnaeus, 1758

OTHER COMMON NAMES. None.

TAXONOMY. Physeter catodon has priority over
P. macrocephalus. Husson and Holthuis
(1974:212) designated the neotype, and no
subspecies are recognized (Rice, 1998).

Physeter catodon
Original Description. 1758. [Physeter]

catodon Linnaeus, Syst. Nat. ed. 10, 1:76.
Type Locality. “Oceano Europaeo”,

restricted by Husson and Holthius (1974)
to Berkhey, province of Zuid-Holland, The
Netherlands.

Type Specimen. Neotype of the Berkhey
specimen was selected by Husson and
Holthius (1974).

REVISIONS AND REVIEWS. Rice (1989).

STATUS. CITES-Appendix I; ESA-Endangered;
IUCN-Vulnerable; COSEWIC-Not at risk. The
number of Sperm Whales in the North Pacific
was reported to be 1,260,000 prior to exploita-
tion, which was reduced to 930,000 whales by
the late 1970s (Rice, 1989). There is no recent or
reliable estimate of abundance for the North
Pacific stock, and the number of Sperm Whales
occurring within Alaska waters is unknown

(Angliss and Outlaw, 2005). However, on the
basis of total abundance, current distribution,
and current regulatory measures, Braham (1992)
postulated that the North Pacific stock is not now
threatened with extinction.

DISTRIBUTION. Sperm Whales are found in all
the oceans and are one of the most widely dis-
tributed marine mammals (Rice, 1989). During
summer in the eastern North Pacific, male Sperm
Whales move north to feed in the Gulf of Alaska,
Bering Sea, and waters around the Aleutian Is-
lands, while females and young remain in tropical
and temperate waters year-round (Angliss and
Outlaw, 2005).

SPECIMENS.  None.
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OTHER COMMON NAMES. North Pacific Bottle-
nosed Whale, Northern Giant Bottlenose Whale,
North Pacific Giant Bottlenosed Whale.

TAXONOMY. Two species of Berardius are
currently recognized (Rice, 1998). The North
Pacific population may be a northern form of
Arnoux's Beaked Whale, B. arnuxii, of the
Southern Hemisphere (Davies, 1963; Balcomb,
1989). No subspecies are recognized.

Berardius bairdii
Original Description. 1883. Berardius bairdii
Stejneger, Proc. U.S. Nat. Mus. 6:75, June 30.
Type Locality. Eastern shore of Bering
Island, Bering Sea, North Pacific Ocean.
Type Specimen. USNM 20992.

REVISIONS AND REVIEWS. Reeves and
Mitchell (1993), Dalebout et al. (2004).

STATUS. CITES-Appendix I; IUCN-
Conservation dependent; COSEWIC-Not at risk.
Virtually nothing is known of the historical or
current abundance of this species (Reeves and
Mitchell, 1993; Mead, 1999), including reliable
estimates for the Alaska population (Hill and
DeMaster, 1999).

DISTRIBUTION. Baird’s Beaked Whale occurs
in Alaska waters from the southern Bering Sea to
the Aleutian Islands and the Gulf of Alaska
(Balcomb, 1989). Balcomb (1989) suggested a
hiatus in distribution occurs in the eastern Gulf of
Alaska. Strandings in Alaska waters were
reported by Reeves and Mitchell (1993: Figure 4,
Table 3).

SPECIMENS.  None.

Family Ziphiidae Gray, 1865

Baird’s Beaked Whale
Berardius bairdii Stejneger, 1883

Stejneger’s Beaked Whale
Mesoplodon stejnegeri True, 1885

OTHER COMMON NAMES. Bering Sea Beaked
Whale, Sabre-toothed Beaked Whale.

TAXONOMY. No subspecies or distinct stocks
are recognized (Nagorson, 1990; Hill and
DeMaster, 1999).

Mesoplodon stejnegeri
Original Description. 1885. Mesoplodon

Stejnegeri True, Proc. Nat. Mus. 8:585,
November 21.

Type Locality. Bering Island, Bering Sea,
North Pacific Ocean.

Type Specimen. USNM 21112.

REVISIONS AND REVIEWS. Loughlin and
Perez (1985), Mead (1989).

STATUS. CITES-Appendix II; IUCN-Data defi-
cient; COSEWIC-Not at risk. Reliable estimates

of size and trends for Alaska populations are
currently unavailable (Hill and DeMaster, 1999).

DISTRIBUTION. This little known species is
confined to the cold-temperate waters of the
North Pacific Ocean (Mead and Brownell, 1993).
Reports from strandings and sightings suggest
that Stejneger’s Beaked Whales range from
Japan, through the Bering Sea, and south off
Southeast Alaska waters to California
(Nagorsen, 1990). The species is not known to
enter the Arctic Ocean (Hill and DeMaster,
1999).

SPECIMENS.  None.
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OTHER COMMON NAMES. Cuvier's Beaked
Whale.

TAXONOMY. No study of geographic variation
throughout this species’ range has been
conducted and no subspecies are recognized
(Rice, 1998).

Ziphius cavirostris
Original Description. 1823. Ziphius

cavirostris Cuvier, Recherches sur les
ossemens fossiles, ed. 2, 5(1):350.

Type Locality. Near Fos, Bouches-du-
Rhone, France.

Type Specimen. Skull at MNHN.

REVISIONS AND REVIEWS. Heyning (1989).

STATUS. CITES-Appendix II; IUCN-Data
deficient; COSEWIC-Not at risk. Reliable
estimates of the number of goose-beaked
whales in Alaska are currently unavailable (Hill
and DeMaster, 1999), but the population is
assumed stable (Wynne, 1993).

DISTRIBUTION. Goose-beaked Whales occur in
all the world's oceans except the polar seas. In
the Pacific, they range north into the Gulf of
Alaska and the Aleutian Islands (Mitchell, 1968;
Foster and Hare, 1990; Rice, 1998). No
migrations are known (Martin, 1990).

SPECIMENS. BERING GLACIER: Yakataga (1 USNM).

YAKUTAT QUAD: 54.7322, -139.7266, Yakutat (1 UAM); 59.6833,

-140.3000, Malaspina forelands (Manby Point) (1 UAM); Yakutat (1

USNM).

Goose-beaked Whale
Ziphius cavirostris G. Cuvier, 1823

The butchering of a large Sperm Whale (Physeter catodon) at the U.S. Whaling

Company’s base station at Port Armstrong, Baranof Island, in 1914. In the 1920s over

300 whales were taken from the surrounding waters. The carcasses were used for oil

and fertilizer (courtesy of the Alaska State Library Place File Collection, PortArmstrong-3).

MacDonald and Cook—Mammals and Amphibians of Southeast Alaska
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Figure 13. Specimen representation of amphibians by species.

Figure 12. Specimen representation of amphibians by institution.
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Specimen Representation
 The MVZ currently houses the largest single collection of amphibian specimens from Southeast
Alaska (N=266; Figure 12; Appendix 3). There are an additional 589 specimens at UAM (N=140) and
13 other institutions, with the two most widespread species, Western Toad (Bufo boreas) and
Roughskin Newt (Taricha granulosa), comprising the vast majority (83%) (Figure 13). Specimen
representation on individual islands can be found in Appendix 7.

Faunal Composition
 Alaska supports eight species of amphibian that comprise five genera, five families, and two
orders. All eight species are found in Southeast Alaska (MacDonald, 2003). The occurrence of  the
Alaska Worm Salamander (Batrachoseps caudatus Cope, 1889) from Annette Island (Hodge, 1976),
is a long-standing enigma of Alaska herpetology and probably invalid (Wake et al., 1998; MacDonald,
2003).
 Only two of Alaska’s amphibian species occur beyond the Southeast region. The hardy Wood
Frog (Rana sylvatica) ranges across much of the state south of the Brooks Range, and the Western
Toad (Bufo boreas) occurs along the Gulf Coast as far north as Prince William Sound and several of
its islands.
 Two frog species are not native to the region and are the result of unauthorized translocations
from populations outside the state. The Pacific Chorus Frog (Pseudacris regilla) and Red-legged Frog
(Rana aurora) currently have restricted but viable populations on two separate islands in the
Alexander Archipelago (MacDonald, 2003).
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Amphibian Checklist
 Scientific names follow Crother et al. (2000). Species introduced to the region by human agency
are followed by an asterisk (*).

 CAUDATA - newts and salamanders
  Ambystomatidae

  Ambystoma gracile, Northwestern Salamander
  Ambystoma macrodactylum, Long-toed Salamander

  Salamandridae
  Taricha granulosa, Roughskin Newt

 ANURA - frogs and toads
  Bufonidae

  Bufo boreas, Western Toad

  Hylidae
  Pseudacris regilla, Pacific Chorus Frog*

  Ranidae
  Rana aurora, Red-legged Frog*
  Rana luteiventris, Columbia Spotted Frog
  Rana sylvatica, Wood Frog

Order Caudata Scopoli, 1777
Family Ambystomatidae Hallowell, 1856

Northwestern Salamander
Ambystoma gracile (Baird 1859 “1857”)

OTHER COMMON NAMES. British Columbia
Salamander.

TAXONOMY. Two subspecies are generally
recognized; one occurs in Southeast Alaska
(Petranka, 1998; Crother et al., 2000).

Nussbaum et al. (1983) indicated that
geographic variation has not been studied well
enough to determine the relationships of the
various northern and southern populations and
suspected that these populations may represent
separate species. Titus (1990) found that

MacDonald and Cook—Mammals and Amphibians of Southeast Alaska

Key to the Salamanders of Southeast Alaska

1. �  Skin rough (except in breeding male) and bright yellow/orange on ventral surfaces ….................

........................................................................................... Roughskin Newt, Taricha granulosa
�  Skin smooth and color various ………………………………………………......……..……..… 2

2. �  Uniform gray-brown coloration and costal grooves pronounced … Northwestern Salamander,

Ambystoma gracile
�  Bright yellow, tan or light green dorsal stripe, and only faint costal grooves ................… Long-

toed Salamander, Ambystoma macrodactylum
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available genetic and morphological information
does not correlate well with recognized
subspecies and that their recognition may not be
warranted.

Ambystoma gracile decorticatum
Original Description. 1886. Ambystoma

decorticatum Cope, Proc. Am. Philos.
Soc., 23:514-526.

Type Locality. Port Simpson, British
Columbia.

Type Specimen. USNM 14493.
Range. Central coastal British Columbia

north to Southeast Alaska.

REVISIONS AND REVIEWS. Snyder (1963),
Shaffer et al. (1991), Weller and Green (1997),
Petranka (1998), Green (1999), Matsuda et al.
(2006).

STATUS. IUCN-Least concern; COSEWIC-Not
at risk. The distribution and status of the
Northwestern Salamander in Alaska is unknown

and in need of study. Stable populations are
believed to exist throughout its historical range
(NatureServe Explorer, 2002). There is
conflicting information on the affinity of this
species for old-growth forests (Petranka, 1998).

DISTRIBUTION. This species has been
collected at only two localities in Southeast
Alaska: southeast of Ketchikan on Mary Island,
and NW Chichagof Island near Pelican (Hodge,
1986). Two additional but unverified records are
a globular egg mass, presumably of this species,
found in Figure Eight Lake, Stikine River, on 12
June 1991 (Waters, 1992), and an adult
reportedly observed near Graves Harbor on the
outer coast of Glacier Bay National Park in 2000
(B. Anderson, pers. comm., 2004).

SPECIMENS. KETCHIKAN QUAD: 55.0800, -131.2200,

Mary Island (1 USNM). SITKA QUAD: 57.9600, -136.2200,

Chichagof Island, Pelican (2 AB).
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Long-toed Salamander
Ambystoma macrodactylum Baird, 1849

OTHER COMMON NAMES. Eastern Long-toed
Salamander.

TAXONOMY. Five subspecies are currently
recognized; one occurs in Alaska (Petranka,
1998; Crother et al., 2000). Mainland populations
and an island population in the vicinity of the
Stikine River are phenotypically and
taxonomically distinct from those elsewhere in
the region (Norman and Hassler, 1996).

Amystoma macrodactylum columbianum
Original Description. 1961. Ambystoma

macrodactylum croceum Ferguson, Am.
Midl. Nat. 65:313.

Type Locality. 0.5 miles N. Anthony Lakes
(SW 1/4, Sec. 7, R37E, T7S), Union Co.,
Oregon, (Elev. 7100 feet).

Type Specimen. USNM 142228.
Range. Central and western British Columbia

north along the Pacific mainland coast
from Knight Inlet to Southeast Alaska
(Green, 1999).

REVISIONS AND REVIEWS. Ferguson (1963),
Petranka (1998), Green (1999), Crother et al.
(2000), Matsuda et al. (2006).

STATUS. IUCN-Least concern. The Long-toed
Salamander is relatively common throughout its
range (Petranka, 1998). In Southeast Alaska, the
restricted distribution, unknown status, and
possiblity of island endemics are factors of
concern. Mortality and incidence of deformities
have been linked to ultraviolet radiation and
parasite (trematode) infection elsewhere
(Blaustein et al., 1995). In developed areas, the
destruction of wetland habitats may be the
greatest threat (Petranka, 1998).

DISTRIBUTION. The extent of this species’
distribution in northern British Columbia is not
known, but Long-toed Salamanders have been
found in the Stikine and Taku watersheds in
British Columbia and Southeast Alaska, where it
has been reported near the mouth of the Stikine
River at Figure Eight Lake, Mallard Slough,
Cheliped Bay, Andrew Slough, Farm Island, and
farther out from the river delta on Sokolof Island
(Hodge, 1973; Norman, 1999, 2004). Long-toed
Salamanders have also been collected on the
Alaska side of the Coast Range in the Taku River
Valley (Miller, 1976).

MacDonald and Cook—Mammals and Amphibians of Southeast Alaska
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SPECIMENS. PETERSBURG QUAD: 56.5000, -132.6000,

Sokolof Island, S. side of small cove on W. side of island; NW 1/4 OF

SEC. 15, T62S, R82E (1 sub-adult, 11 larvae supposedly sent to UAM;

Norman, 2004); 56.7000, -132.2700, Stikine River, Figure Eight Lake

(3 AB); 56.6200, -132.4300, Stikine River, Farm Island, Binkley

Slough area (3 collected by authors and given to Brad Norman, 26 July

1992). TAKU RIVER QUAD: 58.5200, -133.9700, Taku River,

between Hole-In-The-Wall and Twin Glaciers (1 AB).

Family Salamandridae Gray, 1825

Roughskin Newt
Taricha granulosa (Skilton, 1849)

OTHER COMMON NAMES. Rough-skinned
Newt, Pacific Coast Newt, Western Newt,
Northern Roughskin Newt.

TAXONOMY. Two subspecies are currently
recognized; one occurs in Alaska (Crother et al.,
2000). A high frequency of breeding adults on
Gravina Island near Ketchikan displayed a dark
mottling or blotching on their venter, similar only
to individuals from Crater Lake, California, the
type locality of T. g. mazamae (Myers, 1942).
Genetic studies suggest that newts from
Wrangell Island differ little from those in
Washington state (Tan, 1994).

Taricha granulosa granulosa
Original Description. 1849. Salamandra

granulosa Skilton, Am. J. Sci. Arts,
(2)7:202.

Type Locality. Oregon; restricted to near
Oregon City, Claskamas County, Oregon,
USA, by Fitch, 1938, Copeia 1938:149.

Type Specimen. Unknown.
Range. Pacific coast from Southeast Alaska

through British Columbia, including
Vancouver Island but not the Haida Gwaii
(Queen Charlotte Islands), to central
California (Green, 1999).
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REVISIONS AND REVIEWS. Nussbaum and
Brodie (1981), Petranka (1998), Green (1999),
Matsuda et al. (2006).

STATUS. IUCN-Least concern. The Roughskin
Newt is the most common tailed amphibian in
Southeast Alaska. This species is considered
abundant and secure throughout its range
(NatureServe Explorer, 2002). Studies
elsewhere suggest that newt populations reach
their highest densities in mature and old-growth
forests (Aubry and Hall, 1991; Corn and Bury,
1991), and that clearcut logging has a negative
impact on the terrestrial habitat and migration
corridors of this species (Petranka, 1998).

DISTRIBUTION. Roughskin Newts have been
documented from the mainland of Southeast
Alaska as far north as the Stikine River. The
presence of this species farther north along the
Gulf Coast to perhaps as far west as Cook Inlet
(Hodge, 1976) has not been adequately
documented and appears to be in error. A
discrete population of newts on the mainland
north of the Stikine near Juneau are the result of
a translocation from Shelter Island stocks in the
1960s (B. Wing, pers. comm., 2003). Roughskin
Newts have been found widely distributed in the
Alexander Archipelago south of Frederick Sound
on Annette, Dall, Dog, Etolin, Gedney, Gravina,
Hassler, Kosciusko, Kuiu, Kupreanof, Mitkof,
Prince of Wales, Revillagigedo, Wrangell, and
Zarembo islands. North of Frederick Sound, they
have been found only on Admiralty Island and
nearby Shelter Island. This species is unknown
west of Chatham Strait except for two
populations in the Galankin Islands group in
Sitka Sound. Those are thought to be transplants
from Ketchikan-area stock in about 1980 (J.
Whitman, pers. comm., 2003). About 50 newts
from Kuiu Island were accidentally introduced to
wetlands on Baranof Island near Sitka by high
school students in 2005 (Miller, 2005).

SPECIMENS. CRAIG QUAD: 55.1872, -133.1711, Dall Is-

land, Bobs Bay (1 UAM);  55.3428, -132.5172, Prince of Wales Island,

Polk Inlet (1 UAM); 55.3467, -132.8356, Prince of Wales Island, Polk

Inlet Road (7 UAM); 55.9554, -132.8821, Prince of Wales Island, no

specific locality recorded (8 UAM);  55.1700, -132.3300, Prince of

Wales Island, Cholmondeley Sound, south arm, mouth of Disappear-

ance Creek (10 LACM). DIXON ENTRANCE QUAD: 54.9561,

-133.0592, Dall Island (2 MVZ); 54.9500, -132.9300, Dall Island,

Rose Inlet (2 CAS);  54.8000, -132.2500, Prince of Wales Island,

Hessa Inlet (1 CAS-SU). JUNEAU QUAD: 58.4200, -134.8700,

Shelter Island, Shelter Lake (24 AB). KETCHIKAN QUAD:

55.0680, -131.4545, Annette Island, 1 1/4 mile from southernmost

point of Long Lake above Tamgas Lake (10 UAM); 55.14056, -

131.467, Annette Island, Peninsula N Annette Bay vicinity of landing

(8 MVZ); 55.10666, -131.398, Annette Island, ca. 1.5 mi inland (by

air) from upper end Crab Bay, E side island (3 MVZ); 55.2200,

-131.4300, Annette Island, Hassler Harbor (1 USNM);  55.2800,

-131.5800, Annette Island, Annette Bay (3 AB); 55.0000, -131.6000,

Annette Island, vicinity of Point Davidson (5 CAS);  55.1300, -

131.5700, Annette Island, Port Chester (2 USNM); 55.8561, -

131.7061, Gedney Island (1 UAM); 55.2800, -131.7800, Gravina

Island, Boucher's garden in Bostwich Pass, 2 mi. from beach (26

CAS-SU);  55.8944, -131.6542, Hassler Island, Blind Pass (1 UAM);

55.5000, -131.0000, Revillagigedo Island, Ella Bay (1 UAM);

55.8167, -131.3667, Revillagigedo Island, Orchard Lake (4 UAM);

55.4075, -131.7033, Revillagigedo Island, Ward Cove (8 UAM);

55.0400, -131.6700, Revillagigedo Island, Perseverance Trail, Ward

Lake (1 CUMV);  55.3300, -131.6500, Revillagigedo Island, Ketchi-

kan (12 CAS);  55.4100, -131.7000, Revillagigedo Island, Ward Lake

(1 AB);  55.4131, -131.6983, Revillagigedo Island, Ward Lake (1

MVZ); 55.4490, -131.6362, Revillagigedo Island, White River Trail (6

MVZ); 55.4746, -131.4520, Revillagigedo Island, lake at head of Coon

Cove, Georges Inlet (6 MVZ); 55.4938, -131.5564, Revillagigedo

Island, 7.9 mi NE Ward Lake (6 MVZ);  55.9700, -131.8300, Cleve-

land Peninsula, McDonald Lake (1 USNM); 55.4678, -130.8320,

Checats Lake (29 MVZ). PETERSBURG QUAD:  56.0978, -

132.3603, Etolin Island, Site D of Brad Norman (4 MVZ); 56.1167,

-132.4733, Etolin Island, Beaver Pond near Burnett Inlet (4 MVZ);

56.1800, 132.32, Etolin Island, Olive Cove (4 CAS-SU);  56.2800,

-132.4200, Etolin Island, Kunk Lake (4 AB); 56.0300, -133.3800,

Kosciusko Island, N head of Tokeen Bay (1 CAS-SU);  56.0700,

-133.3300, Kosciusko Island, E side, near creek running into El Capi-

tan Passage, W side (1 CAS-SU);  56.1300, -133.4500, Kosciusko

Island, NE end of island near Prince of Wales Island (1 UMMZ);

56.8333, -133.3333, Kupreanof Island, 1.75 miles SW of east Salt

Chuck Cabin (1 UAM); 56.6119, -132.7033, Mitkof Island, Ohmer

Creek (4 UAM); 56.6839, -132.8465, Mitkof Island, Falls Creek,

Mitkof Island, Alexander Archipelago (5 MVZ); 56.8000, -132.9700,

Mitkof Island, Petersburg (2 UMMZ);  Mitkof Island, Lake near

Petersburg (1 AB); Mitkof Island (2 PSM); Wrangell Island, Highbush

Lake (3 MVZ);  56.4700, -132.3800, Wrangell, Island, Wrangell

reservoir (2 AB);  56.3667, -132.8333, Zarembo Island (1 UAM);

56.6997, -132.2703, Stikine River area, Figure Eight Lake (3 MVZ).

PORT ALEXANDER: 56.6938, -134.2492, Kuiu Island, Rowan Bay

(6 MSB); 56.7067, -134.2421, Kuiu Island, Rowan Bay area (4 MSB);

56.6117, -134.2167, Kuiu Island, Rowan Bay area (1 MSB); 56.2267,

-134.2500, Kuiu Island, Rowan Bay area (5 MSB). PRINCE RU-

PERT QUAD: 54.9844, -131.3220, Dog Island (1 UAM). SITKA

QUAD: 57.2861, -134.0419, Admiralty Island, near Pybus Bay (1

MVZ); 57.5333, -134.2500, Admiralty Island, interior of island (5

MVZ);  Admiralty Island, West side of island, Chatham Strait (1

LACM).

A Roughskin Newt from a translocated population near

Sitka, Baranof Island, in 2005 (photograph by P.
Mooney, ADFG).

MacDonald and Cook—Mammals and Amphibians of Southeast Alaska
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Order Anura (Rafinesque, 1815) Hogg, 1839:152
Family Bufonidae Gray, 1825

Western Toad
Bufo boreas Baird and Girard, 1852

OTHER COMMON NAMES. Boreal Toad.

TAXONOMY. Frost et al. (2006) recommended
this species be placed in the genus Anaxyrus.
Three nominal subspecies are generally
recognized, one of which occurs in Alaska.
Geographic variation within this species is poorly
studied and may mask a number of cryptic
species (Crother et al., 2000).

Bufo boreas boreas
Original Description. 1852. Bufo boreas

Baird and Girard, Proc. Acad. Nat. Sci.
Philadelphia 6:174.

Type Locality. Vicinity of Puget Sound.
Type Specimen. USNM 15467-70

(Syntypes).
Range. Western North America from

southcoastal Alaska through western
Canada (including Haida Gwaii and
Vancouver Island) and western USA to
northern California and Nevada (Stebbins,
1985).

REVISIONS AND REVIEWS. Nussbaum et al.
(1983), Green (1999), Frost et al. (2006),
Matsuda et al. (2006).

STATUS. IUCN-Near threatened; COSEWIC-
Special concern. Western Toad populations
appear to be rapidly declining in many parts of
their range for unknown reasons, even in
relatively pristine environments (NatureServe
Explorer, 2002). There is a growing concern that
Alaska populations are experiencing a similar
fate. Long-time residents from Haines to
Ketchikan have noted sharp declines, prompting
efforts to monitor toad populations. Alarmingly,
five out of nine toads sampled from the Dyea
area in 2005 tested positively for the lethal
chytrid fungus, a disease implicated in major
die-offs and extinctions of amphibians worldwide
(Hahr, 2006).

DISTRIBUTION. Toads are widely distributed
throughout the Alexander Archipelago and on
the coast as far north as Prince William Sound
(Swarth, 1936; Wiedmer and Hodge, 1996).
Islands documented with specimens are
Admiralty, Annette, Baker, Baranof (including
Catherine “island”), Bushy, Chichagof, Chilkat
(N.), Dall, Etolin,, Hassler, Heceta, Herbert
Graves, Hotspur, Kosciusko, Kuiu, Kupreanof,
Long, Mary, Mitkof, Noyes (UAM specimen not
located), Prince of Wales, Revillagigedo, Sergief,

Key to the Frogs and Toad of Southeast Alaska

1. �  Skin dry and warty. Parotoid glands present …….…................… Western Toad, Bufo boreas
�  Skin wet and smooth. Parotoid glands absent ………………....................…….……..……..… 2

2. �  Toes long and straight, with round pads at tips. No dorsolateral folds …. Pacific Chorus Frog,

Pseudacris regilla
�  Toes tapered without pads. Dorsolateral folds present ………………………….……….…..… 3

3. �  Prominent dark eye mask. Underside cream white ….…............… Wood Frog, Rana sylvatica
�  Lack dark eye mask. Underside brightly colored …………………………….………….…..… 4

4. �  Sides usually with coarse black, red, and yellow mottling. Eyes turned outward. Hind legs long.

Webbing on hind foot not full …...…………….……............… Red-legged Frog, Rana aurora
�  Sides usually unmottled. Eyes turned slightly upward. Hind legs shorter. Webbing on hind foot

full …………………………...…....……............… Columbia Spotted Frog, Rana luteiventris
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Suemez, Sullivan, Vank, Woronkofski, Wrangell,
Yakobi, and Zarembo islands.

SPECIMENS. BERING GLACIER QUAD: 60.0700, -

142.4300, Cape Yakataga (9 CAS, 7 UMMZ, 1 CMNH). BRAD-

FIELD CANAL QUAD: 56.0269, -130.9844, Hyder area, Salmon

River mouth of Texas River (1 UAM). CRAIG QUAD: 55.3667,

-133.6000, Baker Island, Port San Antonio (1 UAM); 55.7786, -

133.4539, Heceta Island, Chuck Lake edge (1 UAM); 55.7833, -

133.5333, Heceta Island (1 UAM); 55.7644, -133.5319, Heceta Island

(1 MVZ); 55.4500, -132.8500, Prince of Wales Island, 19km East of

Craig, East side of Harris River (1 UAM);  Prince of Wales Island,

Cholmondeley Sound, W. Arm (1 LACM);  Prince of Wales Island, N.

Thorne River drainage (1 CUMV); 55.2667, -133.3500, Suemez Is-

land, Port Refugio (3 UAM); 55.2789, -133.3161, Suemez Island (2

UAM). DIXON ENTRANCE QUAD: 54.7428, -132.8433, Dall

Island, Security Cove (1 UAM); 54.7442, -132.7711, Dall Island, no

specific locality recorded (1 UAM); 54.7833, -132.8667, Dall Island,

Essowah Lakes (1 UAM); 54.8000, -132.8500, Dall Island, Essowah

Lakes (1 UAM); 54.8117, -132.7708, Dall Island, Pond Bay (1 UAM);

Dall Island, Rose Inlet (1 CAS); 54.8000, -132.6833, Long Island, 2

miles S Bolles Inlet (1 UAM); 54.8361, -132.7353, Long Island, Bolles

Inlet (3 UAM); 54.7667, -132.1833, Prince of Wales Island, Nichols

Lake (1 UAM). JUNEAU QUAD: 58.1200, -135.4600, Chichagof

Island, Hoonah (1 USNM);  58.90, -135.70, Glacier Bay, tributary

glacial stream entering Adams Inlet from NE, 3 mile S. Berg Mountain

(3 CAS); Glacier Bay, Bartlett Cove (4 CUMV);  Juneau area, Mend-

enhall Glacier (3 AB); 58.3019, -134.3099, 3 hrs out on Lemon Creek

Trail, Juneau (2 MVZ); 58.3019, -134.4197, Juneau (43 MVZ);

58.3384, -134.4216, Salmon Creek Trail, Juneau (3 MVZ); 58.3417,

-134.4014, Juneau, 0.25 mi E Salmon Reservoir, near Salmon Creek (1

MVZ);  58.3547, -134.5761, Juneau, marshes W of Juneau Airport (11

MVZ); 58.3800, -134.4531, 2 hrs out on Lemon Creek Trail, Juneau (1

MVZ); 58.4139, -134.5611, Juneau, Mendenhall Campground (2

MVZ); 58.4576, -134.5059, Juneau, E Trail along Mendenhall Glacier

(4 MVZ). KETCHIKAN QUAD: 55.0422, -131.5722, Annette

Island, Metlakatla Peninsula vicinity of Annette Island Airport, be-

tween Tent Point and Salt Chuck (7 MVZ); Annette Island (2 AB, 2

USNM);  55.9169, -131.6653, Hassler Island, 2.5 km N Fin Point (2

UAM); 55.0833, -131.2333, Mary Island, Customhouse Cove (1

UAM); Mary Island (1 AB, 1 USNM); Revillagigedo Island, Lake #2,

Ward Cove Recreational Area, Ketchikan Lake (2 KU); 55.4100,

-131.7000, Revillagigedo Island, Ward Lake (1 AB);  55.4490, -

131.6362, Revillagigedo Island, White River Trail (2 MVZ); 55.4887,

-131.5654, Revillagigedo Island, 7.4 mi NE Ward Lake (1 MVZ);

56.5897, -132.4256, Sergief Island, mouth of Stikine River (11 MVZ);

Cleveland Peninsula, McDonald Lake (5 USNM); 55.2000, -130.4700,

Boca de Quadra (3 USNM);  55.2800, -130.6300, head of Bakewell

Arm, Smeaton Bay (1 UMMZ);  55.9200, -130.0200, Hyder (1 AB).

MT. FAIRWEATHER QUAD: 58.1000, -136.4667, Yakobi Island,

Soapstone Cove (2 UAM); 58.4183, -136.8097, Dixon River (5 UAM);

58.7608, -136.3486, Glacier Bay (12 MVZ). PETERSBURG

QUAD: 56.6672, -134.2483, Bushy Island (1 UAM); Etolin Island,

Olive Cove (10 CAS-SU); 56.1300, -133.4500, Kosciusko Island, off

NW coast of Prince of Wales Island (2 UMMZ);  56.6442, -133.7204,

Kuiu Island, Rocky Pass, Devil's Elbow area (1 MSB); 56.6445,

-133.7210, Kuiu Island, Rocky Pass, Devil's Elbow area (3 MSB);

56.6596, -133.7243, Kuiu Island, Rocky Pass, 1.5 km S Summit Island

(3 MSB); 56.8786, -133.3143, Kupreanof Island, near Salt Chuck

cabin, North Arm Duncan Canal (1 UAM);  56.6420, -133.7007,

Kupreanof Island, Rocky Pass, Devil’s Elbow (1 MSB); 56.6644,

-132.9633, Kupreanof Island, Green Rocks Lake, Lindenberg Peninsu-

la (4 MVZ); 56.7873, -133.1590, Kupreanof Island, Duncan Creek,

Lindenberg Peninsula (1 MVZ); Kupreanof island, near Petersburg (1

LACM); 56.8000, -132.9700, Mitkof Island, Petersburg (1 USNM, 1

PSM, 2 UMMZ);  56.4667, -132.6000, Vank Island (2 UAM);

56.3800, -132.5000, Woronkofski Island (1 CAS-SU); Wrangell Is-

land, Wrangell (3 TCWC); 56.3500, -132.8333, Zarembo Island, Saint

John Harbor (1 UAM); 56.7000, -132.2700, Stikine River, Figure

Eight Lake (3 AB);  56.4500, -132.2000, Virginia Lake (1 AB, 3

TCWC). PORT ALEXANDER QUAD: 56.8333, -134.7000, Bara-

nof Island, Red Bluff Bay (3 UAM); Baranof Island, Port Armstrong

(1 AB); 56.0000, -134.1333, Kuiu Island, Cape Decision Lighthouse

(1 UAM); 56.3214, -134.0717, Kuiu Island, Affleck Canal (1 UAM);

56.5000, -134.0333, Kuiu Island, Alecks Creek (1 UAM); 56.5833,

-134.0000, Kuiu Island, Cape Decision Lighthouse (3 UAM); 56.7067,

-134.2421, Kuiu Island, Rowan Bay area (2 MSB); 56.6993, -

134.2429, Kuiu Island, Rowan Bay area (3 MSB); 56.6676, -134.2655,

Kuiu Island, Rowan Bay area (1 MSB); 56.6938, -134.2492, Kuiu

Island, Rowan Bay area (2 MSB); Kuiu Island, Washington Bay (1

CAS-SU). PRINCE RUPERT QUAD: 54.9686, -131.5128, Hotspur
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Island (2 UAM). SITKA QUAD: 57.2814, -134.0961, Admiralty

Island, Pybus Bay, S Cannery Cove (1 UAM); 57.6314, -134.3808,

Admiralty Island, Distin Lake (1 UAM); Admiralty Island, S.E. Dis-

trict, Chatham St., W. Side Admirality Is. (2 LACM); Admiralty

Island, Killisnoo (1 USNM); 57.3000, -134.8667, Baranof Island, Kelp

Bay, middle arm (3 UAM); 57.3667, -134.8833, Baranof Island, Cath-

erine “Island” (2 UAM);  Baranof Island, Sitka (4 USNM);  57.9600,

-136.2200, Chichagof Island, Pelican (1 AB); Chichagof Island, Kook

Creek (1 CAS); Chichagof Island (1 USNM); 57.6667, -136.1833,

Herbert Graves Island (1 UAM). SKAGWAY QUAD: N. Chilkat

Island, 15 mi SSE Haines (1 KU); 59.0200, -135.3300, Sullivan Island,

NE end of island, 16 miles S and 4 miles E of Haines (2 KU);  57.1697,

-133.2531, Chilkat Peninsula 500m W  Ansley Island (1 UAM);

59.2617, -135.5597, Haines Hwy: 3.9 mi WNW Haines city limit (1

UAM); 59.4950, -136.0717, 9 km W, 10 km N Klukwan (1 UAM);

59.3666, -135.7982, 17 mile Haines Highway (1 UAM); 59.2970,

-135.6992, Mile 11 on Haines Hwy. (2 MVZ); 59.4633, -136.0228,

Haines, Mosquito Lake (8 MVZ, 39 CAS); 2 mi N Mosquito Lake (2

MVZ); 59.4800, -135.3478, mouth of Taiya River (1 UAM); 9 mi W

& 4 mi N Haines, E side Chikat River (24 KU); Chilkat Peninsula, 7

mi SSE Haines (13 KU); 67 km NW Haines, (1 KU); 59.5041, -

135.3508, Dyea, near Taiya River (2 UAM); 59.4600, -135.3100,

Skagway (1 AB). SUMDUM QUAD: 57.4294, -133.9389, Admiralty

Island, W Gambier Bay (1 UAM); 57.0314, -132.8536, Thomas Bay

(2 MVZ); 57.0100, -132.9800, Thomas Bay (2 SDNHM). TAKU

RIVER QUAD: 58.1900, -133.6100, Port Snettisham, Speel River,

Indian Lake (2 AB);  58.2800, -133.8000, Turner Lake (1 AB);

58.1833, -133.3167, Crescent Lake (1 UAM); 58.5333, -133.6833,

Taku River, Fish Creek (1 UAM); 58.5200, -133.9700, Taku River,

between Hole-In-The-Wall and West Twin Glaciers (2 AB); 58.4881,

-133.9394, Juneau, Taku Inlet, Taku Ledge (1 MVZ); 58.5428, -

133.8989, Twin Glacier Lake, Juneau (3 MVZ). YAKUTAT QUAD:

59.5469, -139.7272, Yakutat (9 MVZ); Yakutat area (13 ROM, 3

USNM).

Family Hylidae Rafinesque, 1815

Pacific Chorus Frog
Pseudacris regilla (Baird and Girard, 1852)

OTHER COMMON NAMES. Pacific Treefrog.

TAXONOMY. Formerly known as the Pacific
Treefrog, Hyla regilla, the species was
transferred to the genus of chorus frogs,
Pseudacris, based on allozyme data (Hedges,
1986), a move further corroborated by da Silva
(1997) and Moriarty and Cannatella (2004) (but
see Cocroft, 1994). An assessment of recent
studies suggest that P. regilla likely
encompasses more than one species but that
further analysis of material from across the entire
range is needed to help clarify the situation
(Highton, 2000). A number of subspecies have
been proposed, though infrequently used in the
literature. The subspecies of Pacific Chorus Frog
translocated to Alaska from Kirkland, King
County, Washington is considered P. r. regilla by
some authors (Crother et al., 2000).

REVISIONS AND REVIEWS. da Silva (1997),
Crother et al. (2000).

STATUS. IUCN-Least concern. The Pacific
Chorus Frog is an exotic species in Southeast
Alaska. The region’s only known population was
introduced to Revillagigedo Island near
Ketchikan from western Washington in about
1960 (Waters et al., 1996; Waters et al., 1998).
The only other amphibians known to occur on
this island are Western Toad and Roughskin
Newt. These native species have bred,
apparently successfully, in the same muskeg
ponds as the introduced chorus frog.

DISTRIBUTION. This frog is found at various
elevations from southern British Columbia,
including Vancouver Island, to Baja California
and east to Idaho and Utah. It has been
introduced on Haida Gwaii (Burles et al., 2004;
Matsuda et al., 2006) off the coast of British
Columbia, and in the Alexander Archipelago on
Revillagigedo Island near Ward Lake. This
population was still extant in 2005 (pers. obs.;
MSB) and may have been the source of a lone
frog found calling at Metlakatla on Annette Island
in April 2005 (J. Pringle, pers. comm., with photo
voucher) and several chorus frogs (of unknown
current status) observed in years past not far
from Ward Lake at Point Higgins (L. Carson,
pers. comm., 2005).

SPECIMENS. KETCHIKAN QUAD: 55.4000, -131.7167,

Revillagigedo Island, ponds ESE Ward Lake (2 UAM, 6 AB, 5 MSB).

Pacific Chorus

Frog from Ward

Lake ponds,

Revillagigedo

Island, July 2005

(courtesy  of B.
Delehanty)
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Family Ranidae Rafinesque-Schmaltz, 1814

Red-legged Frog
Rana aurora Baird and Girard, 1852

OTHER COMMON NAMES. None.

TAXONOMY. Frost et al. (2006) retained this
frog in the genus Rana. The source population of
Red-legged Frogs introduced on Chichagof
Island in Southeast Alaska is believed to be from
a commercial frog source (Sargent et al., 2003).
Two subspecies of this Pacific Coast frog are
generally recognized, although it has been
suggested that the two may be distinct species
(Hayes and Miyamoto, 1984). Rana aurora
aurora (Northern Red-legged Frog) occurs from
southwestern British Columbia, including
Vancouver Island, to northern California, and R.
a. draytonii  (California Red-legged Frog) is
found from California south to northern Baja
California. The presence (in R. a. draytonii) or
absence (R. a. aurora) of a light center in the
dorsal spots may help identify the Alaska
population.

REVISIONS AND REVIEWS.  Altig and Dumas
(1972), Matsuda et al. (2006).

STATUS. IUCN-Near threatened; COSEWIC-
Special concern. The Red-legged Frog is an
exotic species in Southeast Alaska. The status,
distribution, and possible impacts of this
introduced frog have not been studied. Declines
in and extirpations of local populations of Red-
legged Frogs have been reported from Oregon
and California (Nussbaum et al., 1983; Davidson
et al., 2001).

DISTRIBUTION. Introduced populations of this
western North America frog have become
established in the Kennel Creek and Pavlof River
drainages of Freshwater Bay, NE Chichagof
Island. It is thought they were planted there from
a commercial frog source by a local person in the
early 1990s (Sargent et al., 2003).  Recent
reports of this frog at Tenakee Springs and
possibly Hoonah suggest a rapidly expanding
population.

SPECIMENS. SITKA QUAD: 57.8300, -135.0700, Chichagof

Island, Pavlof Bay drainage (8 AB).

MacDonald and Cook—Mammals and Amphibians of Southeast Alaska



ANURA: Ranidae 130

Columbia Spotted Frog
Rana luteiventris Thompson, 1913

OTHER COMMON NAMES. Spotted Frog,
Western Spotted Frog.

TAXONOMY. Frost et al. (2006) retained this
frog in the genus Rana. Rana luteiventris was
recently recognized as a distinct species from R.
pretiosa (Oregon Spotted Frog) based primarily
on allozyme and morphometric differences
between allopatric populations (Green et al.,
1997). No subspecies are currently recognized.
Spotted frogs on Mitkof Island near Petersburg
may exhibit a distinct ventral phenotype of heavy
dusky gray coloring (Norman and Hassler, 1996).

Rana luteiventris
Original Description. 1913. Rana pretiosa

luteiventris Thompson, Proc. Biol. Soc.
Washington 26:53-56.

Type Locality. Annie Creek, Elko Co.,
Nevada.

Type Specimen. UMMZ 43037
Range. Extreme southern Yukon Territory,

northwestern British Columbia, and
coastal Southeast Alaska (Swarth, 1936;
Hodge, 1976; Slough, 2002), southward

away from the coast to central Nevada and
Utah (Green, 1999).

REVISIONS AND REVIEWS. Turner and Dumas
(1972), Green et al. (1997).

STATUS. IUCN-Least concern; COSEWIC-Not
at risk. Columbia Spotted Frogs from some areas
in their range are declining, but are still
considered common in British Columbia
(NatureServe Explorer, 2002). The current status
of Alaska populations is unknown.

DISTRIBUTION. Columbia Spotted Frogs have
been documented along the mainland of
Southeast Alaska at Salmon River near Hyder,
Unuk River, Stikine River (including the delta
islands of Farm, Little Dry, and Sergief), Point
Agassiz, Taku River, and on Vank and Mitkof
islands (Swarth, 1936; Hodge, 1976; Norman
and Hassler, 1996; Waters, 1992; Lindell and
Grossman, 1998).

SPECIMENS. BRADFIELD CANAL QUAD: 56.0938, -

131.0972, Unuk River, Eulachon River (2 UAM); 56.1300, -130.1800,
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Unuk River (1 AB). KETCHIKAN QUAD: 55.9442, -130.0492,

Hyder, Salmon River, Fish Creek (1 UAM); 55.9728, -130.0553,

Hyder, Salmon River, Fish Creek (1 UAM); 55.9400, -130.0500,

Hyder, Salmon River (2 AB). PETERSBURG QUAD: 56.8000,

-132.9700, Mitkof Island, Petersburg (2 AB; 3 LACM); 56.4667,

-132.6000, Vank Island, Stikine River Delta (2 UAM); 56.7104, -

132.5214, Mallard Slough, Stikine River, (2 UAM); 56.7233, -

132.0436, beaver pond near mouth of Ketili River and Stikine River (1

UAM); 56.5897, -132.4256, Sergief Island, mouth of Stikine River (17

MVZ); 56.9780, -132.9025, Thomas Bay (1 UAM); 56.7000, -

132.2700, Stikine River, Figure Eight Lake (1 AB); Stikine River (2

AB). TAKU RIVER QUAD: 58.5333, -133.6833, Taku River, Fish

Creek (8 UAM); 58.5200, -133.9900, Taku River, Sockeye Creek (2

UAM); 58.5200, -133.9700, Taku River, between Hole-In-The-Wall

and Twin Glaciers (2 AB); 58.5428, -133.8989, Taku River, Twin

Glacier Lake (3 MVZ).

Wood Frog
Rana sylvatica LeConte, 1825

OTHER COMMON NAMES. Northern Wood
Frog.

TAXONOMY. Frost et al. (2006) partitioned the
genus Rana worldwide and recognized two
genera of these frogs in North America and
Canada. This new rearrangement places the
wood frog in the genus Lithobates, and if
adopted, requires its specific name to change to
sylvaticus. Despite considerable variation within
and between populations of Wood Frogs in
Alaska and other northern areas (Martof and
Humphries, 1959; Hodge, 1976; Cook, 1984), no
subspecies are currently recognized.

Rana sylvatica
Original Description. 1925. Rana sylvatica

LeConte, Ann. Lyc. Nat. Hist. New York.
1:282.

Type Locality. Not stated in original
description. Designated as “vicinity of New
York” by Schmidt, 1953, Check List North
Am. Amph. Rept. 6th ed. p.81).

Type Specimen. Unknown.
Range. Central Alaska to Labrador,

southward to northern-central and eastern
USA to southern Appalachian Mountains
(Stebbins, 1985).
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REVISIONS AND REVIEWS. Martof (1970),
Green (1999), Frost et al. (2006).

STATUS. IUCN-Least concern. Abnormalities in
Wood Frogs (missing, shrunken, or misshaped
limbs, abnormal eyes) have been found at much
higher rates than expected in both remote and
developed sites, and on all National Wildlife Ref-
uges studied in Alaska (Reeves and Trust,
2006). The causes for these abnormalities re-
main unknown although stressors such as dis-
ease, chemical contaminants, parasites,
ultraviolet radiation, and interactions among
these factors may be involved, with climate
change serving as a major driver in the back-
ground (Woodford, 2006). The prevalence of
abnormalities in Southeast frog populations has
yet to be examined.

DISTRIBUTION.  The documented occurrence
of Wood Frogs in Southeast Alaska is currently

restricted to the Stikine, Taku, and Chilkat
drainages, Glacier Bay, and the Yakutat area. A
localized population of Wood Frogs on Douglas
Island near Juneau are suspected transplants. A
specimen reported from Mitkof Island was later
re-identified as a Columbia Spotted Frog
(Norman and Hassler, 1996), and a specimen
from Chichagof Island turned out to be R. aurora
(L. Lerum, pers. comm.).

SPECIMENS. JUNEAU QUAD: Douglas Island (1 AB);

Glacier Bay (NPS photograph). PETERSBURG QUAD: 56.7104,

-132.5214, Mallard Slough, Stikine River (2 UAM); 56.7000, -

132.2700, Stikine River, Figure Eight Lake (2 AB); Stikine River, Hot

Springs (2 AB); 56.5897, -132.4256, Stikine River, Sergief Island (5

MVZ). SKAGWAY QUAD: 59.2970, -135.6992, Chilkat River

Valley, mile 11 Haines Highway (8 MVZ, 9 CAS); 59.2800, -

135.6600, E. side Chilkat River, 9 miles W. Haines (20 KU); 59.3747,

-135.8336, Haines Hwy. (2 MVZ). TAKU RIVER QUAD: 58.4881,

-133.7706, Taku River, Yehring Creek (1 MVZ). YAKUTAT

QUAD: 59.5500, -139.7300, Yakutat (2 ROM, 9 MVZ); 59.4500,

-139.5700, Yakutat, Situk River (1 ROM).
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Discussion

Southeast Alaska supports a diverse and en-
demic fauna that likely results from the intersec-
tion between a dynamic history of climate change
and a contemporary landscape that is highly
fragmented and largely isolated from other ter-
restrial regions. We are still early in the discovery
phase of our exploration of this diversity, but
already significant new finds include cryptic
structure (e.g., new species) and new ways to
access long-standing questions (e.g., faunal in-
terchange between Asia and North America).

Biogeography
 The distribution of organisms through space
and time is the raw material of biogeography
(Myers and Giller, 1988). In Southeast Alaska,
we are still defining the most basic biogeographic
patterns such as “What is the distribution of
species?” Given the complex and highly dissect-
ed landscapes of the archipelago and coast, this
question must be resolved if we hope to identify
the processes that have generated, structured,
and maintained this coastal biome.

History. What were the origins of the Southeast
Alaska mammal fauna? Most of Southeast Alas-
ka was ice-covered during the last (Fraser) glaci-
ation (Dawson, 1888; Heusser, 1960; Clague,
1989) and ice sheets are believed to have ex-
tended almost to the edge of the continental shelf
(Blaise et al., 1990; Carrara et al., 2003). Thus,
during maximum glacial extent, much of the re-
gion was probably inhabitable by only ice-adapt-
ed arctic (e.g., Pusa hispida, Vulpes lagopus;
Heaton and Grady, 2003) or periglacial (e.g.,
Mustela erminea) faunas. An example of a po-
tential ice-adapted relict may be the dwindling
population of Beluga, Delphinapterus leucas
(now isolated along the North Gulf Coast). As the
climate moderated and ice retreated after the
end of the Fraser Glacial Advance about 10,000
years ago, the arctic fauna largely was replaced
by more temperate animals (and plants) that
colonized the region northward along the south-
ern coast or from the east through the larger river
corridors that extend from interior British Colum-
bia (Pielou, 1991). Less commonly, mammals
colonized southward from the former Beringia
refugium (Table 4). Swarth (1936) concluded that
the fauna is of recent origin and that most of the
mammals are immigrants from the east, with
notable exceptions including deer (Odocoileus
hemionus) from the south and Brown Bear

(Ursus arctos) and Root Vole (Microtus oecono-
mus) from the north.
 In addition to recent immigrants, Swarth
(1936) also recognized that a portion of the ver-
tebrate fauna of this region was highly distinctive
and (after Nelson, 1887) termed the area the
“Sitkan District.” A growing body of evidence
suggests a portion of the diversity found along
the coast arose “in situ” during glacial periods
when outer coastal refugia persisted along the
North Pacific (Baichtal, 1993a; Clague, 1983;
Heusser, 1989; Heaton et al., 1996; Carrara et
al., 2003; Burles et al., 2004). Refugia may have
been located west of the major Cordilleran gla-
ciers along the then exposed continental shelf. A
refugium has been postulated for eastern Gra-
ham Island in Haida Gwaii (formerly the Queen
Charlotte Islands; Heusser, 1989) where high
levels of endemism occur in birds and mammals
(Foster, 1965; Cowan, 1989), crustaceans
(Bousfield, 1958), insects (Kavanaugh, 1980,
1989), and plants (Ogilvie, 1989). Just to the
north of Haida Gwaii, stands of Subalpine Fir
(Abies lasiocarpa) on Dall, Heceta, and Prince of
Wales islands also suggest some of these areas
may have escaped Late Wisconsin glaciation

Figure 14. Prior to the last glacial, marmots occurred on

Prince of Wales Island in the Alexander Archipelago.
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Table 4.  Probable refugial origins of Southeast Alaska’s land mammal and amphibian faunas. Those based on

phylogeographic studies are footnoted (see also Cook et al., 2006).

SPECIES Continental
Southern
Coastal

Northern
(Beringia)

Pacific Coastal
(In Situ Refugia)

Glaucomys sabrinus X
1

X
1

Marmota caligata X

Spermophilus parryii X
2

Tamiasciurus hudsonicus X

Castor canadensis X X

Zapus hudsonius X

Zapus princeps X

Lemmus trimucronatus X

Microtus longicaudus X
3

Microtus oeconomus X
4

Microtus pennsylvanicus X

Myodes gapperi X
5

Myodes rutilus X
5

Neotoma cinerea X

Ondatra zibethicus X

Peromyscus keeni X X?

Phenacomys intermedius X X?

Synaptomys borealis X

Erethizon dorsatum X

Ochotona collaris X

Lepus americanus X

Sorex alaskanus X?

Sorex cinereus X X?

Sorex monticolus X X
6
?

Sorex palustris X
7

Lasionycteris noctivagans X

Myotis californicus X

Myotis keenii X

Myotis lucifugus X

Myotis volans X

Lynx canadensis X

Puma  concolor X

Canis latrans X

Canis lupus X
8

Vulpes vulpes X

Ursus americanus X
9

Ursus arctos X
10

X
10

Gulo gulo X
11

Lontra canadensis X

Martes americana X
12

Martes caurina X
12

Martes pennanti X

Mustela erminea X
13

X
13

X
13

Neovison vison X

Alces americanus X
14

X
14

Odocoileus hemionus X

Rangifer tarandus X X?

Oreamnos americanus X

Ovis dalli X

Ambystoma gracile X

Ambystoma macrodactylum X

Taricha granulosa X

Bufo boreas X

Rana luteiventris X

Rana sylvatica X?
1
Demboski et al., 1998; Bidlack and Cook, 2001; 2002.

2
Eddingsaas et. al, 2004.

3
Conroy and Cook 2000.

4
Galbreath and

Cook, 2004.
5
Runck, 2001; Cook et al., 2004; Runck, 2006; Runck and Cook, 2005.

6
Demboski and Cook, 2003.

7
O’Neill

et al., 2005 (Cordilleran or western montane clade).
8
Weckworth et al., 2005; unpublished manuscript.

9
Byun et al., 1997;

Stone and Cook, 2000; Peacock, 2004.
10

Talbot and Shields, 1996; Paetkau et al., 1998;  Barnes et al., 2002.
11

Tomasik
and Cook, 2005.

12
Small et al., 2003; Stone and Cook, 2002; Stone et al., 2002.

13
Fleming and Cook, 2002.

14
Darimont et

al., 2005; Hundertmark et al., 2006.
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(Heusser, 1989; but see Worley and Jacques,
1973). Whether these areas supported land
mammals during glacial maxima is unknown, but
is testable by using molecular techniques to ex-
amine genetic relationships among extant taxa
(e.g., Moritz, 1994). Indeed, Fleming and Cook
(2002) postulated that the Haida Ermine (M.
erminea haidarum) is an example of such a
paleoendemic. Although North Pacific Coastal
refugia were originally supported by molecular
genetic analysis of the Three-spined Stickleback
(O’Reilly et al., 1993), further surveys indicated
that the Haida Gwaii haplotype was widespread
(termed the Japanese haplotype; Deagle et al.,
1996). Similarly, work on Black Bear (Byun et al.,
1998) suggested a relictual lineage in Haida
Gwaii, but further sampling suggests this is a
widespread coastal form extending from Juneau
southward into Oregon (Stone and Cook, 2002;
Peacock, 2004).
 The extensive karst systems of Southeast
Alaska (Baichtal, 1993a, 1993b; Aley et al.,
1993) also are providing a wealth of new informa-
tion regarding the historical status of the mam-
mals. Discovery of hundreds of caves in the
extensive karst formations of the Southern Outer
Islands and the Northern Outer Islands produced
an extensive fossil record that is leading to a
more complete understanding of Late Wisconsin
paleoenvironments and the dynamic history of
the fauna of the North Pacific (Fedje et al., 2004;
Fedje and Mathewes, 2005; Al-Suwaidi et al.,
2006). Large quantities of fossil bones have
been recovered from several of these caves
(especially on Prince of Wales Island), including
specimens of Marmota (Figure 14), Phenaco-
mys, Lemmus, Rangifer, Ursus, and Vulpes lago-
pus dated at more than 30,000 years BP (Heaton
and Grady, 1992, 2003; Wigen, 2005). The con-
tinuing excavation and analyses of these materi-
als is shedding considerable light on our
understanding of past and present zoogeograph-
ic patterns, glacial extent and possible Pleisto-
cene refugia. Those paleocollections are
providing an excellent complement for interpret-
ing the results from molecular genetic analyses
(Heaton et al., 1996; Barnes et al., 2002). To
understand the historical zoogeography of
Southeast Alaska and accurately interpret the
paleofaunal remains preserved in the caves, a
comprehensive database relating to the status of
extant taxa must be assembled (e.g., Graham et
al., 1987).

Islands, Species Richness and Endemics.
For North America, a large number of mammali-
an taxa have been described as endemic (i.e.,

unique taxa restricted entirely) to this region
(Cook and MacDonald, 2001; Cook et al., 2006),
especially to the islands. A number of critical
questions need to be addressed for these forms.
Why are so many endemics clustered in the
Alexander Archipelago? Where precisely are
they found? What processes are responsible for
their divergence? Will these endemics persist
through episodic habitat modification due to log-
ging and climate change? What will be the im-
pact of invasive, exotic species on long-term
persistence of endemics?
 Swarth (1936), Klein (1965), MacDonald
and Cook (1996), and our updated analyses note
patterns of increasing species richness (number
of species) (Figure 15) and decreasing ende-
mism as one travels from outer islands of the
Alexander Archipelago eastward toward the
mainland. Hence, the proportion of endemic taxa
(to total number of taxa present) across the land-
scape of Southeast Alaska decreases as one
moves eastward from the more isolated outer
islands of the Alexander Archipelago toward the
mainland. This pattern is most pronounced
across the southern end of the archipelago and
suggests that the Prince of Wales Archipelago,
which has experienced some of the heaviest
deforestation in the region, is a hotspot for en-
demics (Dickerman and Gustafson, 1996; Cook
et al., 2006). Nonetheless, the highest absolute
number of endemics is found along the mainland,
reflecting its extensive latitudinal span, rugged
topography, and isolation from the remainder of
North America (MacDonald and Cook, 1996).
MacDonald and Cook (1996) further identified a
south-to-north increase in species richness
along the mainland with the upper Lynn Canal
area supporting the highest number of mammal
species for Southeast Alaska. This latitudinal
pattern is contrary to the general relationship of
decreasing species richness with increasing lati-
tude (Stevens, 1989).
 Relative isolation of the entire region since
the Pleistocene may be the primary factor re-
sponsible for an elevated level of endemism
(Anderson, 1994), however, the possibility that
some endemics are much older than previously
suggested (Swarth, 1936; Klein, 1965) is likely
(e.g., Fleming and Cook, 2002). Essential to our
interpretation of the evolution of this fauna, is
knowing whether all members of the current
fauna immigrated to these subregions since the
last glaciation (ca. 10-16,000 years ago) and
subsequently differentiated (i.e., are neoendem-
ics; Myers and Giller, 1988) or whether some
endemics are remnants of a relictual fauna that
persisted in the region through the last glaciation
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(paleoendemics). Characterization of endemics
using multiple approaches is helping to establish
conservation priorities for this large region (Cook
and MacDonald, 2001; Cook et al., 2006; Daw-
son et al., 2007).

Species Assemblages.  Examination of distri-
bution maps and related species accounts for
each taxon indicates distinctive distributions
across the complex landscape of Southeast
Alaska. Some species are cosmopolitan, while
others have very restricted distributions or are
seldom encountered. Mammals can be grouped
(Figure 16) according to the extent of their distri-

bution throughout the region.
 Common patterns of species distributions
then can be used as a basis for identifying bio-
geographic subregions; areas where the fauna
or flora likely share common evolutionary histo-
ries. Significant biotic breaks between subre-
gions often reflect the influence of common
geologic or climatic events. By analogy, the arid
southwest of North America can be classified into
several distinctive deserts (e.g., Sonoran, Chi-
huahuan). Recognizing that the peculiarities of
each desert primarily are due to independent
biogeographic histories (Riddle and Hafner,
2006) provides a finer spatial scale to develop

Figure 15. Changes in species richness as one moves from west to east across the Alexander Archipelago.
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management strategies. Once identified, re-
search efforts and agency resources then can be
scaled to more meaningful spatial units. In turn,
the validity of the biogeographic subregions
should be continually tested and refined.  Do
subregions that were defined based on mammal
and amphibian distributions (e.g., Prince of
Wales Archipelago) coincide with those emerg-
ing from studies of plants, birds, or insects?
 MacDonald and Cook (1996) proposed five
biogeographic terrestrial subregions based on
the presence of endemic taxa and unique combi-
nations of native species. Herein, we add am-
phibian species and further refine the mainland
into three subregions in recognition of unique
combinations of taxa found along this wide ex-
panse (Figure 16, 17). These subregions gener-
ally agree with the ideas of Swarth (1911, 1936)

but should be viewed as working hypotheses.
Because of the extreme complexity of this archi-
pelago (>2,000 islands), it is critical that manage-
ment efforts focus at appropriate scales. For
example, biogeographic subregions may assist
managers as they attempt to prioritize conserva-
tion efforts at geographic scales larger than sin-
gle islands.
 By defining and refining these patterns of
species distribution, we can begin to explore the
processes responsible for non-random aggrega-
tions of species. Southeast Alaska has tremen-
dous potential for examining the role of abiotic
and biotic processes on species composition.
Large-scale abiotic processes include changes
in sea level (Mann, 1986; Mann and Hamilton,
1995; Jacobs et al., 2004), ocean circulation, and
climate; all are potentially important factors in this

Figure 16. Distributional extent of mammal and amphibian species across seven subregions of Southeast Alaska.
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region. Climatic change, including the movement
of glaciers and isostatic rebound of land, has had
a significant impact on the distribution of the
fauna and flora of Southeast Alaska. Biotic fac-
tors affecting distribution include both evolution-
ary components such as adaptation, divergence,
and extinction and ecological factors like compe-
tition, predation, and colonization ability.
 Random events and human intervention
have also played a role, and the latter will be-
come a prime shaper of diversity in the future.
Two important process-oriented theories, island
biogeography theory and vicariance biogeogra-
phy, could be critically tested by examining the
fauna and flora of this complex landscape. Con-
roy et al. (1999), for example, explored the rela-
tive effects of island area and isolation on the
faunal composition of the Alexander Archipelago.
They studied the 24 islands with the best docu-
mentation of the presence or absence of mam-
mal species and concluded that these island
faunas were significantly nested. They suggest-
ed that unlike most landbridge and mainland
archipelagos studied, island isolation (distance
from nearest source) is the primary factor deter-
mining species richness in this high latitude land-
bridge archipelago. Thus colonization ability of
particular taxa, rather than their likelihood of
extinction, seemed to be key to determining spe-
cies composition in the Alexander Archipelago.
 Once species lists have been assembled
and subregions defined, assessments of genetic
and morphologic variation within each species
provide crucial tests of the spatial extent of man-
agement units.  Molecular genetic studies, in
particular, are beginning to provide a clearer view
of when and how the fauna and flora arrived and
subsequently diversified in Southeast Alaska.
Careful documentation of geographic variation
will further refine the underlying biogeographic
framework. Molecular genetic analyses allow us
to establish connections or identify barriers
among subregions or islands throughout this rich
coastal biome. These kinds of information will
facilitate future decisions aimed at managing
these complex systems. Investigations of biotic
diversity could be easily initiated at different tem-
poral and geographic scales. For example, stud-
ies of genetic diversity of particular taxa are
beginning to shed insight into the historical and
contemporary barriers and connections among
islands (e.g., Demboski et al., 1998; Peacock,
2004), along the narrow strip of mainland
(Runck, Matocq, and Cook, submitted), and
through the large river corridors linking many
taxa with populations in British Columbia
(Weckworth et al., 2005). Complex abiotic and

biotic factors have shaped species assemblage
on the islands and mainland through the late
Quaternary. Despite such complexity, however,
a basic understanding of major biogeographic
units across the region is critical to conservation
evaluation.

Linkages and Corridors. Within and among the
seven subregions are areas that likely serve as
important corridors for the movement or disper-
sal of terrestrial vertebrates. These corridors
allow mammals and amphibians to move among
areas, facilitating gene flow and colonization as
well as the potential introduction of parasites and
pathogens. Straits and water passages are un-
doubtedly also important in structuring variation
for select marine mammals. We have attempted
to identify some of these major linkage areas at
the regional and subregional scale (Figures 17-
19) for terrestrial mammals and amphibians. Ad-
ditional corridors (and barriers) emerge if the
landscape is viewed at finer spatial scales.  The
historical significance of such geographic fea-
tures can be assessed through molecular genet-
ic analyses, such as those conducted in insular
black bears (Peacock, 2004). Protecting the hab-
itat and reducing disturbance in such corridors
may be critical to maintaining viable populations
between habitat fragments (e.g., clearcuts), with-
in islands (e.g., geographic pinch-points on
northern Kuiu Island or southern Prince of Wales
Island), and within subregions (e.g., Rocky Pass
between Kuiu and Kupreanof islands). Molecular
phylogeography, in particular, is a way to charac-
terize (and test) spatial and temporal associa-
tions and connectivity of organisms across large
regional landscapes (e.g., Avise, 1998; Moritz
and Faith, 1998; Carstens et al., 2005).

Phylogeography. These investigations use
analyses of molecular variation (usually DNA
sequences) within a particular species to evalu-
ate the relative roles of historical and contempo-
rary processes in shaping the genetic structure
of populations. Past events that can be inferred
include population expansion, population bottle-
necks, vicariance and migration (Avise, 2000).
For Southeast Alaska, these studies have been
completed at various spatial scales.
 At the continental scale, Coastal Southeast
Alaska may have played a prominent role in the
exchange of faunas between Asia and North
America throughout the Quaternary. Anthropolo-
gists are reconsidering the possibility of a coastal
route for the very earliest entry of humans into
the Americas (Rogers et al., 1991; Fedje et al.,
2004). For other species, the history of coloniza-
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tion of Northwest North America has been ad-
dressed primarily through analyses of current
species distributions (e.g., Hoffmann, 1981), fos-
sils, and the palynological record (Edwards et al.,
2004). Other investigators now are tracking this
dynamic biogeographic history by examining
variation in DNA sequences across a number of
selected organisms. For mammals, northwestern
coastal populations of Sorex monticolus, S. ci-
nereus, Peromyscus keeni, Myodes rutilus, M.
gapperi, Microtus oeconomus, M. longicaudus,
Mustela erminea, Neovison vison, Martes ameri-
cana, Gulo gulo, Canis lupus, Ursus arctos, and
U. americanus have been examined (Cook et al.,
2006). By comparing across species, common
themes begin to emerge regarding the response
of organisms following deglaciation of the high
latitudes of North America (Jacobs et al., 2004).
 At the regional scale, molecular analyses
indicate that Southeast Alaska mammals gener-
ally can be categorized into species comprised of
single lineages in the region or species com-
prised of multiple lineages. Populations of Sorex
cinereus, Myodes rutilus, M. gapperi, Microtus
oeconomus, Gulo gulo, Canis lupus, and Neovi-
son vison generally exhibit low levels of molecu-
lar divergence (based on sequences of the
cytochrome b gene) within Southeast Alaska.
Low variation and minimal sequence divergence
likely reflects a single, relatively recent coloniza-
tion of the coastal region by these widespread
species (Cook et al., 2006).
 In contrast, other mammals (Sorex monti-
colus, Microtus longicaudus, Martes americana,
Ursus arctos, and U. americanus) are comprised
of two distinctive lineages that can be character-
ized as coastal and continental. Among species
with multiple lineages in Southeast Alaska, some
show surprisingly high levels of interlineage ge-
netic differentiation; a finding that reflects deep
history and the possibility that some of these
lineages began to diverge long ago in the late
Pliocene or early Pleistocene. These distinctive
lineages persisted over multiple glacial advances
and retreats, evolving independently to the point
that they represent cryptic or incipient species.
For example, we previously considered Martes
americana a single species, but it is comprised of
two distinctive lineages (3.5% divergent based
on cytochrome b sequences). Nuclear DNA vari-
ation (Small et al., 2003) and morphological as-
sessments (Merriam, 1895) also suggested that
these two forms of marten should be recognized
as distinct species (continental Martes ameri-
cana and coastal M. caurina). These species
colonized Southeast Alaska independently dur-
ing the Holocene, although the possibility that M.

caurina existed in a refugium located somewhere
along the North Pacific Coast during the last
glacial maximum should be further examined
(Demboski et al. 1999). Another small carnivore,
Mustela erminea is represented by three distinc-
tive lineages (Beringian, island, and continental)
in Southeast Alaska. A coastal refugium in the
vicinity of Prince of Wales Island or Haida Gwaii
seems a promising hypothesis for the existence
of the “island” lineage identified in ermine
(Fleming and Cook, 2002).
 In other species, multiple lineages have
been identified, but these are minimally diverged
and likely reflect recent response to contempo-
rary barriers to gene flow (e.g., oceanic straits
between islands) rather than deeper historical
events such as glacial advances. Glaucomys
sabrinus (Demboski et al., 1999; Bidlack and
Cook, 2001, 2002) is an example of this group.
Colonization of flying squirrels into the region
likely coincided with the development of mature
forests within the last 10,000 years (Pielou,
1991). The Prince of Wales Flying Squirrel (G. s.
griseifrons) originally was described based pri-
marily on darker pelage coloration (Howell, 1938)
from a few specimens from Prince of Wales
Island. Mitochondrial and nuclear DNA sequence
variation is consistent with that classification
(Bidlack and Cook, 2001, 2002). Minimal genetic
divergence of these island populations from
mainland populations (and the low genetic vari-
ability within island populations), however, sug-
gests a relatively recent (post-Pleistocene)
colonization of Prince of Wales and neighboring
islands.
 A number of potential contact zones have
been identified between these lineages within
species and between closely related species.
Along the mainland, two divergent lineages of
Long-tailed Voles are in contact in the vicinity of
Haines. Just to the south along the mainland of
Lynn Canal, two lineages of Dusky Shrew likely
form a contact zone. Farther south along the
coast, Runck (2001) and Cook et al. (2004b)
identified a zone of contact between the Northern
and Southern Red-backed Voles based on mtD-
NA. This contact apparently predates the last
glacial maximum (Runck, 2006; Runck et al.,
submitted) and is characterized by substantial
mtDNA introgression from the Northern Red-
backed Vole into populations of Southern Red-
backed Vole, extending from Thomas Bay south
to the Cleveland Peninsula. On Kuiu Island, the
Pacific Coast Marten and American Marten coex-
ist, but the dynamics of interactions between
these forms has not yet been thoroughly investi-
gated. These contact zones provide intriguing
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Figure 17. Biogeographical subregions and connectivity of Southeast Alaska.

Figure 18. Subregions, species occurrence, and connectivity of Southeast Alaska’s mainland.
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opportunities to study the dynamics of hybridiza-
tion or reinforcement.
 Further comparison of patterns across spe-
cies that are comprised of multiple lineages in
Southeast Alaska indicates that most lineages
are closely related to populations outside the
glaciated region (Paetkau et al., 1998; Demboski
et al., 1999; Conroy and Cook, 2000; Cook et al.,
2006). These close connections indicate the
probable post-glacial (Holocene) colonization of
coastal regions by independent genetic stocks.
When these lineages (especially coastal and
continental) are mapped for each species and
then compared, several species share overlap-
ping ranges and geographic discontinuities
among lineages. These coincident phylogeo-
graphic breaks suggest a common history of
colonization of the North Pacific Coast and
should be a significant consideration for manage-
ment and conservation (Avise, 1994; Berming-
ham and Moritz, 1998; Moritz and Faith, 1998,
Rissler et al., 2005). At a minimum, distinctive
regions identified on the basis of the shared
spatial extent of coastal or continental lineages
should be managed as independent biogeo-
graphic units. More extensive sampling, other
taxa, and additional molecular markers are nec-
essary to test and interpret these emerging pat-
terns so that we can identify processes
responsible for structuring and maintaining this
fauna (Cook et al., 2006). Future molecular stud-
ies should provide powerful assessments of con-
nectivity at a variety of geographic scales
including within and among islands. Few molec-
ular assessments of organisms other than mam-
mals have been completed for this coastal
region, although those studies suggest similar
levels of endemism may be uncovered (Burg et
al., 2005; Hickerson and Cunningham 2005).

Specimen-based Inventories
 This coastal biome is of global significance,
yet the region is experiencing substantial envi-
ronmental change that will likely be accelerated
by increased human invasion of these natural
systems and climate change. To effectively mon-
itor the impacts on natural systems, solid base-
lines must be rigorously developed. One of the
tragedies of the Exxon Valdez oil spill is that lack
of baseline information on the marine and terres-
trial ecosystems of Prince William Sound and the
Gulf of Alaska weakened most assessments of
the impact of the spill and also crippled recovery
efforts. Much of the biotic diversity of southcoast-
al Alaska also remains poorly documented.
 Perhaps the most rigorous, enduring, and

powerful (in terms of stimulating multiple and
diverse studies) approaches to monitoring envi-
ronmental change in a region is to begin with a
specimen-based inventory that is followed by
periodic re-sampling of selected sites. Accurate
species lists for each island that are based on
verifiable specimen records are an important first
step in understanding how diversity is partitioned
across the landscape and ultimately how distur-
bances may be impacting diversity. For example,
the impact of timber removal over the past 50
years cannot be rigorously assessed for verte-
brates at this time because information as basic
as presence and absence of species on particu-
lar islands across the archipelago or at sites on
mainland is incomplete. Species lists also pro-
vide our first glimpse into whether finer scale
geographic structure can be identified within this
large, complex landmass.
 We still lack important information on the
distribution and status of many of the mammal
and amphibian species that occur in Southeast
Alaska. Alpine regions are virtually unexplored
and inventories could help clarify the ranges of
species such as Spermophilus parryii, Ochotona
collaris, Neotoma cinerea, Phenacomys interme-
dius, Microtus oeconomus, Lemmus trimucrona-
tus, Mustela nivalis, Rangifer tarandus and Ovis
dalli. Several other species (Sorex hoyi, S. tun-
drensis, Marmota monax, Tamias minimus, and
Microtus miurus) occur nearby in British Colum-
bia and may soon be recorded from Southeast
Alaska. The great expanse and complexity of this
region contribute to uneven specimen represen-
tation, particularly given the numerous islands
that comprise the Alexander Archipelago. Simi-
larly, most islands have never been sampled or
have experienced only cursory inventory effort.
Recent discovery of Sorex palustris on Wrangell
Island, Glaucomys sabrinus on Dall Island, and
Synaptomys borealis on Kupreanof and Kuiu
islands exemplify the kinds of documentation
gaps that remain to be filled.
 We emphasize that the inventory phase of
the region’s amphibians and mammals is just
beginning. Most species are poorly documented
(Appendix 2-4) with 53% of mammals represent-
ed by fewer than 10 specimens and 64% by
fewer than 30 specimens. Mean number of spec-
imens per mammalian species is 281, however,
the median number is only 5, suggesting that
relatively few species are well documented.
Numbers based on the review of 22 museum
collections range from 0 (15 species) to 6420
(Peromyscus keeni).  Cetacean material is espe-
cially lacking. Minimal documentation also char-
acterizes amphibians. Beyond simply
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documenting the distribution of species, serious
investigations of these organisms have been
hampered by lack of specimens and associated
materials. For many analytical procedures at the
intraspecific scale, a sample size >20 individuals
per location are necessary to provide adequate
views of population-level variation (Weir, 1996).
Much larger samples are needed, however,
when attempting to detect attributes that may
occur at low frequencies (> 5%) such as some
pathogenic parasites and viruses. Hence, many
investigations aimed at assessing changes in
populations over space and time cannot be com-
pleted for the majority of species in this region,
effectively obviating attempts to monitor health of
these wildlife populations or their response to
environmental perturbation.
 If we examine particular islands for individu-
al species (Appendices 4-6), a parallel situation
arises. Across the archipelago, 111 islands have
at least one specimen that documents the occur-
rence of any species. Of those “species present”
islands, however, 41% are represented by 10 or
fewer specimens of any species and 62% by 30
or fewer specimens of any species. Poor speci-
men representation on both a species and loca-
tion basis substantially constrains the potential of
molecular genetics and stable isotope ecology;
tools that are providing powerful new perspec-
tives on the status of wildlife populations else-
where.

Specimen-based Monitoring.  Inventory and
monitoring studies must include a rigorous proto-
col for the physical documentation of the data
including the systematic collection, preparation,
and preservation of modern museum specimens.
Inventory projects and the concomitant preserva-
tion of scientific specimens and archiving of relat-
ed data requires long-term support from
individuals, institutions, and agencies, because
often the benefit of geographically extensive and
site intensive collections is not immediately ap-
parent. Over time, the value of these specimens
increases dramatically as they become our prime
opportunity to view past environmental condi-
tions (Winker 2005). Some of our highest quality
assessments of environmental impacts or
emerging threats have been derived from muse-
um specimens (and their related data) that were
systematically collected years ago (Banks, 1979;
Yates et al., 2002; Chapman 2005). Specimens
also provide the physical documentation for spe-
cies identifications and associated data on repro-
duction, habitat, and parasites, among others

(Yates et al., 1996).
 Certain mammals and amphibians have at-
tributes that make them excellent organisms for
long-term ecological studies, once basic taxo-
nomic and distribution data are available from
inventories (Cook et al., 2004a). Studies of small
mammal communities have considerable poten-
tial for providing insight into long-term environ-
mental or evolutionary change. Van Horne
(1981, 1982), Hanley (1996) and others conduct-
ed studies on small mammals related to timber
harvest regimes in Southeast Alaska (reviewed
in Hanley at al., 2005). The classic studies of
“insular effects” on mammals (Foster, 1965)
were conducted on nearby islands in British Co-
lumbia.
 Mammals and amphibians are sensitive in-
dicators of pollutants as many of these materials
bioaccumulate in tissues including fat, liver, kid-
neys, muscle, and bone (Berlin et al., 1979;
Winker, 2004). Systematically sampling verte-
brate populations through time and preparation
of diverse voucher specimens will facilitate a
number of future investigations of persistent or-
ganic pollutants and other biotoxins by establish-
ing historical baselines. Fluid preserved
specimens can be used for analyses of heavy-
metals, pesticides, and radionuclides (Barber et
al., 1972). Bone may be used to assess lead and
strontium-90 levels (Harley, 1979) and hair from
museum specimens can provide data on heavy
metals (Jenkins, 1979). Inventory studies have
tremendous potential for documenting environ-
mental change through time by providing well-
documented specimens that encompass a vari-
ety of preparations.

Specimens and Ecosystem Health. Mammals
and amphibians are essential components of
ecosystems and provide key views to the status
of many systems (Wilson and Peter, 1988; IUCN
et al., 2004; Stuart et al., 2004). The paucity of
data on these vertebrates continues to hamper
our more general understandings of what
constitutes healthy and functional ecosystems in
Southeast Alaska, important considerations if we
are to maintain ecological and evolutionary
processes. Amphibians, in particular, seem to be
excellent sentinels of ecosystem health (Lannoo,
2005; Mendelson et al., 2006).
 Mammals play a significant role in ecosys-
tems as primary herbivores, seed and seedling
consumers, predators of insect pests
(Churchfield, 1990), birds, and other mammals,
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prey for furbearers (Magoun and Johnson, 1991)
and predatory birds (Pearson, 1985). In more
specific instances they may play an integral role
in forest health (e.g., mycorrhizal fungi relation-
ships; Maser et al., 1978; 1986a,b). Some mam-
mals have the potential to alter plant
communities and determine the habitat structure
and resources available to other species in a
particular area (Rose and Birney, 1985). High
latitude mammals are well known for dramatic
fluctuations in population sizes. Still little is
known about the effects of population irruptions
on the other members of the community. Crice-
tids, in particular, are known to be important in
the diet of many raptors (Craighead and Craig-
head, 1956; Pearson, 1985) including short-
eared owls, great horned owls, and red-tailed
hawks (Beacham, 1979; Boonstra, 1977). Simi-
larly, mustelids may prey to a large extent on
arvicolines (Fitzgerald, 1977; Ben-David et al.,
1999).

Specimens and Pathogens. Frozen tissue
collections have been important in studies of
epidemiology in wild populations (Cook et al.,
2005).  The Center for Disease Control (CDC)
has relied heavily on museum specimens in its
efforts to understand and control the Hantavirus
disease. Sin Nombre Virus (SNV), first
discovered in 1993, has been responsible for
416 instances of hantavirus cardiopulmonary
syndrome (HCPS) in humans in the United
States through Jan 2006 (CDC, 2005) and over
150 deaths.  Without museum specimens, the
CDC would not have been able to respond as
quickly or as efficiently (Kreeger, 1994). The
majority of HCPS cases occurred in western
North America, but cases throughout the range
of deermice (Peromyscus) have been
documented.  Sudden outbreak of this viral
disease, coupled with its high mortality,
necessitated research into its origins.  The virus
is transmitted to humans through the inhalation
of fecal material from rodents. The North
American Deermouse (Peromyscus
maniculatus) has been implicated as the primary
host for this virus in the lower 48 states, however,
screening of frozen tissue samples from museum
specimens has uncovered related hantaan
viruses in other murid rodent species (Kreeger,
1994; Yates et al., 2002).
 Was SNV a new virulent strain or had the
virus always been present in the host and simply
not previously identified?  That question was
effectively addressed only because tissues from
the host species (Peromyscus maniculatus) have
been systematically archived at the Museum of

Southwestern Biology (New Mexico) and other
museums over the past 14 years. Does SNV
occur in Peromyscus keeni, a species closely
related to P. maniculatus? This is the common
commensal rodent that is often found in recre-
ational cabins and in rural homes in Southeast
Alaska.  Samples from our inventory have been
screened at the CDC and University of Hawaii.
To date, none of the Southeast Alaska deermice
(>700) has tested positive for hantaan-related
virus, although this pathogen is now documented
in Microtus and Myodes samples from Southcen-
tral, Interior, and recently Southeast Alaska
(Goade et al., unpubl. data).  Positive Myodes
gapperi were found near Ketchikan and at sever-
al locations along the southern mainland. Addi-
tional samples of cricetid rodents will be
screened in the future. Similar crises in other wild
mammals such as canine distemper in seals of
the North Seas (Dickson, 1988) suggest the
value of building a baseline of tissue samples for
these organisms.

Specimens and Conservation. The role of
systematics and biogeography in conservation
biology, land management practices, and
compliance with federal laws is well established.
Effective management within the multiple-use
approach requires baseline documentation of the
fauna and flora. Such information was missing
for the majority of the mammal and amphibian
species in Southeast Alaska resulting in a
serious gap in the ability of wildlife managers,
biologists, and land planners to critically evaluate
impacts of perturbations on the vertebrate biota
(Kiester and Eckhardt, 1994). Apparent decline
of Western Toads across Southeast Alaska and
the discovery of chytrid fungus in 2006 in toads
from Dyea underscore this point because too few
specimens are available to examine conditions in
these declining populations over the past few
decades. Indeed lack of specimens has been
one of the key stumbling blocks to a rigorous
assessment of the extent and causes of
declining amphibian populations worldwide
(Young et al., 2001; Stuart et al., 2004). The
situation is further exacerbated by the highly
insular landscape and associated high level of
biotic endemism (Cook and MacDonald, 2001).
One of the main facets of maintaining biodiversity
is the ability to recognize and conserve unique
endemic taxa. Among mammals, 27 mammalian
taxa are endemic to the region and an additional
11 have ranges largely confined to Southeast
Alaska (Cook and MacDonald, 2001); probably
the largest number of endemic mammals of any
U.S. National Forest. Because the overwhelming
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majority of vertebrate extinctions in the last 400
years have occurred on islands (Diamond, 1989;
Reid and Miller, 1989), we must carefully mitigate
impacts on the insular fauna of the Alexander
Archipelago. Habitat destruction, introduction of
exotic species and associated pathogens, over-
exploitation, and secondary ripple effects may
have profound impacts on the long-term
conservation of the insular mammalian fauna of
this region (Cook and MacDonald, 2001).
Maintenance of viable populations requires
knowledge of evolutionary history, ecology and
contemporary connectivity of this region's fauna
(Suring et al., 1992, Cook and MacDonald,
2001). Preliminary studies are helping to define
significant elements of biotic diversity and
centers of endemism (e.g., Dawson et al., 2007).
Those analyses are providing opportunities to
assess the current status of impacts, such as the
large-scale deforestation of the past 50 years
(Figure 20) and also, to predict the future of this
dynamic fauna and flora (Cook et al., 2006). Far
too little management effort has been driven by
planning aimed at preserving the high potential
for evolutionary hot spots (Sechrest et al., 2002)
and extinction of island endemics (Cook et al.,
2006; Dawson et al., 2007). Recent
documentation of extremely elevated rates of
morphological evolution in mammals on islands

(Millien, 2006) reinforces the necessity of
thoughtful management.
 Specimens resulting from the inventory work
are being used in numerous conservation genet-
ic assessments. Specimen-based fieldwork has
provided fundamental insights into the distribu-
tion of species. In a little more than a decade, six
new mammal species have been documented for
Southeast Alaska (e.g., Puma concolor, Martes
pennanti, Phenacomys intermedius, Lemmus
trimucronatus, Pseudorca crassidens, Kogia
breviceps), “new” species have been delimited
(e.g., Martes caurina), and inventories have re-
vealed large range extensions for many species,
including new species records for numerous is-
lands. In addition, material from the inventory is
providing new perspectives on the ecology, evo-
lution, and conservation of the North Pacific
mammalian and amphibian faunas. Nonetheless,
our knowledge of this component of the fauna is
still based on a relatively limited number of spec-
imens given the complexity and vastness of the
region. By continuing to amplify this database
and stimulating related research efforts (see Ap-
pendix 11), we will be able to build an informed
and scientifically sound basis for future manage-
ment decisions in this incomparable coastal
biome.

Aerial view of Long Island in 1994, one of the most

heavily impacted islands in the region. This island had

high potential for unique taxa and reinforces the conclu-

sion that endemics have not been adequately addressed

in forest management plans (photograph by J. Gustafson).

Figure 20. Extent of deforestation and associated im-

pacts (roads) mirror areas designated as hotspots of

endemism (i.e., southern outer islands; Cook et al., 2006)

(forest conditions map reprinted by permission of
Ecotrust, from www.inforain.org/tongass).
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Juneau was a booming mining camp in 1929 (courtesy of
the Alaska State Library, George A. Parks Collection, U.S.
Navy Alaska Aerial Survey Expedition, P240-135).

Extensive glaciers cover much of the Coast Range as

seen near Twin Glacier, Taku River, 1929 (courtesy of the
Alaska State Library, George A. Parks Collection, U.S. Navy
Alaska Aerial Survey Expedition, P240-093).

Hyder at the head of Portland Canal in winter (undated
photograph courtesy of the Alaska State Library Place File
Collection, Hyder-4).

The former Haida village at Howkan, Long Island, in c.

1895 (courtesy of the Alaska State Library, Winter and Pond,
P87-0091).

The old military station of Fort Tongass, extreme

southern mainland, 1868 (courtesy of the Alaska State
Library Place File Collection, TongassFort-2).

Rudyerd Bay, southern mainland of Southeast Alaska
(undated photograph courtesy of the Alaska State Library
Place File Collection, RudyerdBay-1).
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Appendices

Appendix 1. Islands of the Alexander Archipelago, Southeast Alaska, larger than 1000 hectares.

ISLAND Size* ISLAND (Ranked) Size*

Admiralty 431,309 Prince of Wales 578,202
Annette 35,130 Chichagof 545,317
Baker 13,512 Admiralty 431,309
Baranof 424,016 Baranof 424,016
Bell 5,067 Revillagigedo 302,659
Betton 1,689 Kupreanof 282,415
Blashke 1,291 Kuiu 193,455
Brownson 3,378 Etolin 88,995
Chichagof 545,317 Dall 65,869
Coronation 9,120 Wrangell 56,948
Dall 65,869 Mitkof 54,753
Deer 3,357 Kosciusko 48,259
Douglas 20,274 Zarembo 47,263
Duke 15,538 Kruzof 44,680
Etolin 88,995 Annette 35,130
Fillmore 2,702 Gravina 23,307
Forrester 1,013 Douglas 20,274
Goat 1,689 Heceta 18,916
Gravina 23,307 Yakobi 18,736
Halleck 3,616 Sukkwan 17,903
Hamilton 1,567 Duke 15,538
Hassler 2,027 Suemez 15,200
Heceta 18,916 Long 14,187
Inian 1,653 Baker 13,512
Khantaak 1,327 Noyes 12,836
Kosciusko 48,259 Coronation 9,120
Krestof 2,841 San Fernando 8,782
Kuiu 193,455 Tuxekan 8,523
Kupreanof 282,415 Lulu 6,022
Kruzof 44,680 Woronkofski 4,132
Lemesurier 2,813 Bell 5,067
Long 14,187 Warren 5,067
Lulu 6,022 Woewodski 4,132
Marble 2,364 Halleck 3,616
Mitkof 54,753 Brownson 3,378
Moser 2,324 Deer 3,357
Noyes 12,836 Partofschikof 3,357
Onslow 1,351 Thorne 3,099
Orr 2,364 Krestof 2,841
Partofschikof 3,357 Lemesurier 2,813
Prince of Wales 578,202 Fillmore 2,702
Revillagigedo 302,659 Tiedeman 2,540
San Fernando 8,782 Orr 2,364
San Juan Bautista 2,364 Marble 2,364
Shrubby 1,549 San Juan Bautista 2,364
Smeaton 1,351 Moser 2,324
Stevenson 1,291 Hassler 2,027
Suemez 15,200 Goat 1,689
Sukkwan 17,903 Betton 1,689
Swan 1,658 Swan 1,658
Thorne 3,099 Inian 1,653
Tiedeman 2,540 Hamilton 1,567
Tuxekan 8,523 Shrubby 1,549
Vank 1,191 Onslow 1,351
Warren 5,067 Smeaton 1,351
Woewodski 4,132 Khantaak 1,327
Woronkofski 4,132 Stevenson 1,291
Wrangell 56,948 Blashke 1,291
Yakobi 18,736 Vank 1,191
Zarembo 47,263 Forrester 1,013

* hectares
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Appendix 2. Specimen representation of Southeast Alaska mammals by institution. Other institutions (*) include

DMNH, FMNH, MCZ, MSUM, PSM, ROM, SDNHM, UBC, UCM, UMNH, and UMMZ. Museum acronyms are

defined on page 12.

SPECIES

U
A

M

A
M

N
H

C
A

S
 (

S
U

)

C
M

N
H

K
U

L
A

C
M

M
S

B

M
V

Z

U
C

L
A

U
S

N
M

U
W

B
M

O
th

e
r*

T
o

ta
l

RODENTIA

Sciuridae

Glaucomys sabrinus 376 3 8 12 5 1 405

Marmota caligata 14 12 4 30

Spermophilus parryii 10 10

Tamiasciurus hudsonicus 250 15 16 6 9 68 10 66 14 16 470

Castoridae

Castor canadensis 7 8 20 1 36

Dipodidae

Zapus hudsonius 59 4 5 27 1 1 4 7 108

Zapus  princeps 53 1 1 55

Cricetidae

Lemmus trimucronatus 2 2

Microtus longicaudus 924 6 24 451 10 91 29 100 5 21 1661

Microtus oeconomus 214 14 2 7 131 1 1 54 40 54 6 524

Microtus pennsylvanicus 176 2 34 1 107 2 9 3 334

Myodes gapperi 1033 20 21 19 45 72 52 7 15 1284

Myodes rutilus 348 16 38 295 1 1 19 108 32 15 873

Neotoma cinerea 4 4

Ondatra zibethicus 18 15 2 35

Peromyscus keeni 5420 12 72 47 7 42 314 88 372 10 36 6420

Phenacomys intermedius 4 4

Synaptomys borealis 36 7 7 5 55

Muridae

Mus musculus 2 2 4

Rattus norvegicus 2 1 5 8

Erethizontidae

Erethizon dorsatum 6 6 2 4 4 1 23

LAGOMORPHA

Ochotonidae

Ochotona collaris 2 2 4

Leporidae

Lepus americanus 5 6 11

SORICOMORPHA

Soricidae

Sorex alaskanus 1 2 3

Sorex cinereus 1512 14 12 10 54 9 74 40 100 2 22 1849

Sorex monticolus 1679 21 45 23 115 15 8 193 66 188 12 37 2402

Sorex palustris 12 1 2 1 1 17

CHIROPTERA

Vespertilionidae

Lasionycteris noctivagans 3 1 4

Myotis californicus 11 2 13

Myotis keenii 2 1 3

Myotis lucifugus 151 2 2 1 3 26 13 3 201

Myotis volans 3 1 4

CARNIVORA

Felidae

Lynx canadensis 2 1 3

Puma  concolor 2 2

Canidae

Canis latrans 1 1 2

Canis lupus 437 6 18 2 1 34 8 41 1 6 554

Vulpes lagopus 1 4 2 7

Vulpes vulpes 1 1 1 2 5

Ursidae

Ursus americanus 170 24 3 19 50 39 162 17 484

Ursus arctos 150 12 5 6 7 48 544 23 795
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Appendix 2 (concluded).
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Otariidae

Callorhinus ursinus 1 109 110

Eumetopias jubatus 11 5 16

Zalophus californicus
Phocidae

Mirounga angustirostris 1 1

Phoca vitulina 243 19 5 2 4 2 275

Mustelidae

Enhydra lutris 90 6 2 2 6 1 107

Gulo gulo 7 1 2 1 1 3 3 18

Lontra canadensis 133 1 7 1 15 2 9 3 171

Martes americana/caurina 1693 5 6 3 9 17 1733

Martes pennanti 3 3

Mustela erminea 199 5 1 9 61 18 3 296

Mustela nivalis
Neovison vison 605 1 5 3 54 9 113 11 801

Procyonidae

Procyon lotor

ARTIODACTYLA

Cervidae

Alces americanus 3 1 4

Cervus canadensis* 1 1

Odocoileus hemionus 49 19 2 23 32 3 38 1 8 175

Rangifer tarandus
Bovidae

Oreamnos americanus 3 3 1 3 5 8 23

Ovis dalli

CETACEA

Balaenidae

Eubalaena japonica
Balaenopteridae

Balaenoptera acutorostrata 1 1

Balaenoptera borealis
Balaenoptera musculus 2 2

Balaenoptera physalus 2 2

Megaptera novaeangliae 3 1 2 4 10

Eschrichtiidae

Eschrichtius robustus
Delphinidae

Globicephala macrorhynchus
Grampus griseus
Lagenorhynchus obliquidens
Orcinus orca 1 1

Pseudorca crassidens
Monodontidae

Delphinapterus leucas
Phocoenidae

Phocoena phocoena 6 1 1 8

Phocoenoides dalli 1 13 1 15

Physeteridae

Kogia breviceps 1 1

Physeter catodon 1 1

Ziphiidae

Berardius bairdii
Mesoplodon stejnegeri
Ziphius cavirostris 2 2 4

TOTAL 16,136 204 279 131 1,177 75 166 1,318 413 2,195 94 299 22,487
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Appendix 3. Specimen representation of Southeast Alaska amphibians by institution. Other institutions (*) include

CMNH, SDNHM, TCWC, and UMMZ. Museum acronyms are defined on page 12.

SPECIES
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A

M
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B
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A
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 (
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U

)

C
U

M
V

K
U

L
A

C
M

M
S

B

M
V

Z

P
S

M

R
O

M

U
S

M
N

O
th

e
r*

T
o

ta
l

CAUDATA

Ambystomatidae

Ambystoma gracile 2 1 3

Ambystoma macrodactylum 4 4

Salamandridae

Taricha granulosa 49 35 53 1 11 16 88 2 8 3 266

ANURA

Bufonidae

Bufo boreas 66 38 68 5 43 4 16 133 6 13 30 20 442

Hylidae

Pseudacris regilla 2 6 5 13

Ranidae

Rana aurora 8 8

Rana luteiventris 21 11 3 20 55

Rana sylvatica 2 5 9 20 25 3 64

TOTAL 140 109 130 6 63 18 37 266 8 16 39 23 855

MacDonald and Cook—Mammals and Amphibians of Southeast Alaska

Logging along the Stikine River near Wrangell in 1864 (courtesy of the
Alaska State Library, Early Prints of Alaska Collection, P297-049).



APPENDICES 176

A
p

p
en

d
ix

 
4

.
S

p
ec

im
en

 r
ep

re
se

n
ta

ti
o

n
 o

f 
ro

d
en

ts
 o

n
 i

sl
an

d
s 

in
 t

h
e 

A
le

x
an

d
er

 A
rc

h
ip

el
ag

o
, 

S
o

u
th

ea
st

 A
la

sk
a.

 C
o

u
n

t 
o

f 
U

A
M

 s
p

ec
im

en
s 

fo
ll

o
w

ed
,

p
ar

en
th

et
ic

al
ly

, 
b

y
 c

o
u

n
t 

fr
o

m
 2

1
 o

th
er

 c
o

ll
ec

ti
o

n
s 

(A
p

p
en

d
ix

 2
).

R
O

D
E

N
T

S

IS
L

A
N

D

Glaucomys
sabrinus

Marmota
caligata

Spermophilus
parryii

Tamiasciurus
hudsonicus

Castor
canadensis

Zapus
hudsonius

Zapus princeps

Lemmus
trimucronatus

Microtus
longicaudus

Microtus
oeconomus

Microtus
pennsylvanicus

Myodes
gapperi

Myodes rutilus

Neotoma
cinerea

Ondatra
zibethicus

Peromyscus
keeni

Phenacomys
intermedius

Synaptomys
borealis

Mus musculus

Rattus
norvegicus

Erethizon
dorsatum

A
d

m
ir

a
lt

y
1

1
 (

9
)

(4
)

5
3

 (
6

4
)

(1
)

1
4

2

(1
7

1
)

A
n

g
u

il
la

1
1

0

A
n

n
et

te
(2

)
(7

6
)

B
a

ck
2

B
a

k
er

1
8

B
a

ra
n

o
f

9
7

5
 (

4
9

)
3

0
0

(7
0

)

(3
)

(1
)

B
a

rr
ie

r 
Is

.
1

8

B
el

l
9

B
et

to
n

2
5

8
1

3

B
la

ck
3

B
ro

th
er

s
1

2

B
u

sh
y

2
0

C
a

t
1

C
h

ic
h

a
g

o
f

3
6

 (
1

)
2

9
 (

3
)

5
 (

1
2

)
4

9
7

(5
0

)

C
o

ro
n

a
ti

o
n

1
6

 (
2

4
)

1
8

 (
4

)

D
a

ll
1

2
1

 (
2

)
1

7
6

(1
8

)

D
ee

r
1

1
3

3

D
o

g
1

7
6

D
o

u
g

la
s

3
3

 (
1

2
)

3
 (

2
)

1
2

 (
1

)
8

1
1

D
u

k
e

1
6

7
 (

3
)

E
l 

C
a

p
it

a
n

2
4

E
sq

u
ib

el
2

E
to

li
n

1
 (

1
)

7
 (

2
)

9
7

7
8

0
 (

2
0

)

F
o
rr

es
te

r
4

 (
5

)
1

1
2

(3
4

)

G
a
rd

en
 (

n
ea

r)
2

G
ed

n
ey

2

G
o

a
t

9

G
ra

n
t

3

G
ra

v
in

a
2

 (
1

)
3

9
 (

6
)

1

H
a

ss
le

r
2

H
ec

e
ta

2
3

1
1

2
2

 (
2

)

H
il

l
2

H
o

o
t

5

H
o

rs
es

h
o

e
1



177   APPENDICES

A
p

p
en

d
ix

 4
(c

o
n

ti
n

u
ed

).

R
O

D
E

N
T

S

 I
S

L
A

N
D

Glaucomys
sabrinus

Marmota
caligata

Spermophilus
parryii

Tamiasciurus
hudsonicus

Castor
canadensis

Zapus
hudsonius

Zapus princeps

Lemmus
trimucronatus

Microtus
longicaudus

Microtus
oeconomus

Microtus
pennsylvanicus

Myodes
gapperi

Myodes rutilus

Neotoma
cinerea

Ondatra
zibethicus

Peromyscus
keeni

Phenacomys
intermedius

Synaptomys
borealis

Mus musculus

Rattus
norvegicus

Erethizon
dorsatum

In
ia

n
1

(6
)

2
 (

1
1

)

K
a
d

in
2

4
5

K
o
sc

iu
sk

o
3

 (
1

)
6

 (
1

)
2

5
 (

2
)

K
ru

zo
f

4
2

5

K
u

iu
3

 (
7

)
9

 (
2

9
)

9
2

 (
8

3
)

(1
)

K
u

p
re

a
n

o
f

7
 (

1
5

)
4

 (
1

5
)

7
7

 (
3

5
)

(1
)

1

L
e
m

es
u

ri
er

1

L
es

te
r

(2
)

L
in

co
ln

1
3

L
o

n
g

4
3

L
o
w

ri
e

4
1

L
u

lu
2

1

M
a

rb
le

2
2

7

M
a

ry
1

3
6

M
is

er
y

(1
)

M
it

k
o

f
2

3
6

5
 (

1
1

)
4

 (
1

3
)

1
6

 (
1

)
3

6
7

(5
3

)

(2
)

M
o

se
r

3
3

0
1

7

N
o
rt

h
3

N
o

y
es

1
1

0

O
rr

2
2

2
5

O
w

l
2

P
a

rt
o

fs
h

ik
o

f
1

4

P
o
w

1
4

P
ri

n
ce

 o
f 

W
a
le

s
1

6
5

(1
5

)
3

9
 (

6
6

)
6

5
8

(1
5

5
)

R
ea

d
1

R
ev

il
la

g
ig

ed
o

5
 (

1
)

4
 (

1
4

)
(1

)
7

 (
1

)
2

1
 (

3
)

7
1

 (
3

3
)

(5
)

1
6

7

(6
1

)

1
1

 (
2

)

S
a

in
t 

Ig
n

a
ce

1
8

S
a

n
 F

er
n

a
n

d
o

6
5

S
a

n
 J

u
a

n
 B

a
u

ti
st

a
6

8

S
a

n
ta

 R
it

a
4

1
7

S
er

g
ie

f
(4

)
1

 (
1

)

S
h

el
ik

o
f

2

S
h

el
te

r
8

S
h

ru
b

b
y

1
2

6

S
p

a
n

is
h

 I
s.

2

S
te

v
en

so
n

2
 (

2
)

(6
)

MacDonald and Cook—Mammals and Amphibians of Southeast Alaska



APPENDICES 178

A
p

p
en

d
ix

 4
 (

co
n

cl
u

d
ed

).

R
O

D
E

N
T

S

IS
L

A
N

D

Glaucomys
sabrinus

Marmota
caligata

Spermophilus
parryii

Tamiasciurus
hudsonicus

Castor
canadensis

Zapus
hudsonius

Zapus princeps

Lemmus
trimucronatus

Microtus
longicaudus

Microtus
oeconomus

Microtus
pennsylvanicus

Myodes
gapperi

Myodes rutilus

Neotoma
cinerea

Ondatra
zibethicus

Peromyscus
keeni

Phenacomys
intermedius

Synaptomys
borealis

Mus musculus

Rattus
norvegicus

Erethizon
dorsatum

S
u

e
m

e
z

2
8

7
2

8
 (

2
)

S
u

k
k

w
a

n
4

3
6

S
u

ll
iv

a
n

(1
)

(7
)

S
w

a
n

(1
)

T
a

to
o

sh
1

T
h

o
rn

e
2

4
1

2

T
u

x
ek

a
n

2
7

1
2

5
7

V
a

n
k

2
2

3
0

W
a
rr

en
8

 (
5

)
6

4
 (

9
)

W
o

ew
o

d
sk

i
(1

)
(4

)

W
o

ro
n

k
o

fs
k

i
1

 (
1

4
)

1
4

7
 (

6
)

W
ra

n
g

el
l

1
 (

1
6

)
6

 (
2

3
)

5
 (

7
)

(2
)

3
4

9

(1
6

4
)

1
0

6

(6
4

)

1
 (

8
)

(1
)

(1
)

Y
a

k
o

b
i

4
1

Y
o

u
n

g
(1

)

Z
a

re
m

b
o

7
1

4
6

5
 (

5
)

#
 i

sl
an

d
s 

w
it

h
 a

t

le
as

t 
1

 s
p

ec
im

en

1
5

1
0

2
8

4
1

0
0

3
7

5
6

8
2

0
2

6
1

0
7

2
4

3

#
 i

sl
an

d
s 

w
it

h
  
 1

0

sp
ec

im
en

s

7
0

0
7

2
0

0
0

1
2

2
3

3
1

0
0

4
8

0
1

0
0

0

#
 i

sl
an

d
s 

w
it

h
  
 3

0

sp
ec

im
en

s

1
0

0
2

0
0

0
0

5
1

1
3

0
0

0
3

1
0

0
0

0
0

1
6 8

8
3



179   APPENDICES

Appendix 5.  Specimen representation of lagomorphs, shrews, bats, and hoofed mammals on islands in the Alexander

Archipelago, Southeast Alaska. Count of UAM specimens followed, parenthetically, by count from 21 other

collections (Appendix 2).
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Anguilla 2

Annette (16)

Baker 8

Baranof 101
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1 (11) 7 (21)

Barrier Is. 3

Beardslee Is. (1)

Bell 4 9 (1)
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Chichagof 292
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Gedney 4 3

Grant 7 (1)
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Kadin 8 10

Kosciusko 8

Krestof 8

Kruzof 70 (2)
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Owl 4

Partofshikof 8
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Prince of Wales 112
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11 1 26 1 (7)

MacDonald and Cook—Mammals and Amphibians of Southeast Alaska
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Appendix 5 (concluded).

LAGOMORPHS and SHREWS BATS ARTIODACTYLS
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Appendix 6.  Specimen representation of carnivorous mammals on islands in the Alexander Archipelago, Southeast

Alaska. Count of UAM specimens followed, parenthetically, by count from 21 other collections (Appendix 2).
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Appendix 7.  Specimen representation of amphibians on islands in the Alexander Archipelago, Southeast Alaska.

Count of UAM specimens is followed, parenthetically, by count from 14 other collections (Appendix 3).
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Appendix 8. Conservation status of Southeast Alaska mammals and amphibians. Sources: NatureServe

<http://natureserv.org/explorer (26 September 2006); Canada <http://www.cosewic.gc.ca> (4 January 2007); British

Columbia <http://www.env.gov.bc.ca/atrisk/toolintro.html> (4 January 2007).

Heritage
TAXA

Distributional
Status Alaska Global ADFG ESA IUCN CITES COSEWIC

British
Columbia

RODENTIA – rodents
Castor canadensis SNR G5 LC YELLOW

C. c. phaeus Island Endemic S3 DD
Erethizon dorsatum S5 G5 LC YELLOW
Glaucomys sabrinus S4 G5 PS LC YELLOW
   G. s. griseifrons Island Endemic S2? EN
Lemmus trimucronatus Marginal SNR G5 LC YELLOW
Marmota caligata SNR G5 LC YELLOW
   M. c. vigilis Endemic S3? DD
Microtus longicaudus SNR G5 LC YELLOW
   M. l. coronarius Endemic S3 DD
Microtus oeconomus SNR G5 LC YELLOW
   M. o. sitkensis Island Endemic S3 DD
   M. o. yakutatensis Endemic S4
Microtus pennsylvanicus SNR G5 PS LC YELLOW

M. p. admiraltiae Island Endemic S3 NT
Mus musculus Exotic SNR G5
Myodes gapperi SNR G5 LC YELLOW
   M. g. solus Island Endemic S3 DD
   M. g. stikinensis SNR
   M. g. wrangeli Island Endemic S2S3
Myodes rutilus SNR G5 LC YELLOW
   M. r. glacialis Endemic S3
Neotoma cinerea Marginal SNR G5 LC YELLOW
Ondatra zibethicus Uncommon SNR G5 LC YELLOW
Peromyscus keeni S3 G5 LC YELLOW
   P. k. hylaeus Endemic SNR
   P. k. oceanicus Island Endemic SNR
   P. k. sitkensis Island Endemic SNR
Phenacomys intermedius Marginal SNR G5 LC YELLOW
Rattus norvegicus Exotic SNR G5 LC
Synaptomys borealis Uncommon S4 G4 LC YELLOW
Spermophilus parryii Marginal SNR G5 LC YELLOW
Tamiasciurus hudsonicus {Island Exotic} S5 G5 PS LC YELLOW
   T. h. picatus Endemic S3?
Zapus hudsonius {Isolated Island

population}
S5? G5 PS LC BLUE

Zapus princeps SNR G5 LC YELLOW

LAGOMORPHA – pikas, hares
Lepus americanus Marginal SNR G5 LC YELLOW
Ochotona collaris Marginal S5 G5 LC YELLOW

SORICOMORPHA – shrews
Sorex alaskanus Endemic SH GHQ LC
Sorex cinereus S5 G5 LC YELLOW

 S. c. streatori SNR LC
Sorex monticolus SNR G5 LC YELLOW
   S. m. elassodon Island Endemic SNR
   S. m. malitiosus Island Endemic S3
Sorex palustris Uncommon? SNR G5 LC YELLOW

CHIROPTERA – bats
Lasionycteris noctivagans Rare? S1S3B G5 LC YELLOW
Myotis californicus Rare? S1S3B G5 LC YELLOW
Myotis keenii Rare? S1S3 G2G3 LC DD RED
Myotis lucifugus S3S4 G5 LC YELLOW
Myotis volans Rare? S2?B G5 LC YELLOW
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Appendix 8 (continued).

Heritage
TAXA

Distributional
Status Alaska Global ADFG ESA IUCN CITES COSEWIC

British
Columbia

CARNIVORA – carnivores
Callorhinus ursinus S3 G3 VU T BLUE
Canis latrans Marginal S5 G5 LC YELLOW
Canis lupus S4 G4 PS LC A2 NAR YELLOW
   C. l. ligoni Endemic S2S3 A2
Enhydra lutris Reintroduced S4 G4 PS A2 T RED
   E. l. kenyoni S2S3 PS:LT EN A2
Eumetopias jubatus S2 G3 LE, LT EN SC RED
  Population east of 144° W S2 SSOC LT

Gulo gulo {Coastal Endemic} SNR G4 VU SC BLUE
Lontra canadensis SNR G5 LC A2 YELLOW

L. c. mira Coastal Endemic S3S4 A2
Lynx canadensis Marginal S4? G5 PS LC A2 NAR YELLOW
Martes americana {Island Exotic} SNR G5 LC YELLOW
Martes caurina Island Endemic SNR GNR
Martes pennanti Rare? SNR G5 PS:C LC BLUE
Mirounga angustirostris Uncommon? SNR G5 LC NAR YELLOW
Mustela erminea SNR G5 LC YELLOW
   M. e. alascensis Coastal Endemic SNR
   M. e. celenda Island Endemic S4?
  M. e. initis Island Endemic SNR

   M. e. salva Island Endemic SNR
   M. e. seclusa Island Endemic S2?
   M. (e.) haidarum (incl. celenda,

seclusa)
Island Endemic SNR T RED

Mustela nivalis Marginal? SNR G5 LC YELLOW
Neovison vison SNR G5 LC YELLOW
Phoca vitulina S3 G5 LC NAR YELLOW
Procyon lotor Island Exotic SNR G5 LC YELLOW
Puma concolor Rare SNR G5 PS NT A2 YELLOW
Ursus americanus SNR G5 PS LC A2 NAR YELLOW
   U. a. emmonsii Coastal Endemic S3? A2
   U. a. pugnax Endemic SNR
Ursus arctos SNR G4 PS LC A2 SC BLUE
   U. a. sitkensis Island Endemic SNR
Vulpes vulpes Uncommon S5 G5 LC YELLOW
Zalophus californianus Rare SNR G5 LC NAR YELLOW

ARTIODACTYLA – even-toed ungulates
Alces americanus SNR G5 LC YELLOW
Cervus canadensis Island Exotic SNR G5 PS YELLOW
Odocoileus hemionus Coastal Endemic SNR G5 PS LC YELLOW
Oreamnos americanus {Island Exotic} SNR G5 LC YELLOW
Ovis dalli Marginal SNR G5 LC YEL/BLUE
Rangifer tarandus Marginal? SNR G5 PS LC SC BLUE

CETACEA – whales
Balaenoptera acutorostrata SNR G5 NT A1 NAR YELLOW
Balaenoptera borealis S2B G3 LE EN A1 E BLUE
Balaenoptera musculus S2B G2 E LE EN A1 E BLUE
Balaenoptera physalus S2B G3G4 LE EN A1 T BLUE
Berardius bairdii SNR G4 CD A1 NAR YELLOW
Delphinapterus leucas SNR G4 PS VU A2

Cook Inlet population Marginal S1 SC CR
Eschrichtius robustus S3B G4 PS:LE CD A1 SC BLUE
Eubalaena japonica S1 G1 SSOC LE EN A1 E RED
Globicephala  macrorhynchus Marginal SNR G5 CD A2 NAR YELLOW
Grampus griseus Rare? SNR G5 DD A2 NAR YELLOW
Kogia breviceps Vagant? SNR G4 LC A2 NAR
Lagenorhynchus obliquidens SNR G5 LC A2 NAR YELLOW
Megaptera novaeangliae S2B G3 E LE VU A1 T BLUE
Mesoplodon stejnegeri SNR G3 DD A2 NAR BLUE
Orcinus orca SNR G4G5 CD A2

NE Pacific resident population SNR T RED
NE Pacific offshore population SNR SC BLUE
NE Pacific transient population SNR T RED
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Appendix 8 (concluded).

DISTRIBUTION STATUS.

   { } = subpopulation or evolutionary significant unit (ESU) of concern within the region

   Exotic = not native; introduced by human agency

HERITAGE. National Heritage Network and The Nature Conservancy (http://www.natureserve.org/explorer)

   G = global (status throughout its range)

Q = taxonomic status questionable

   S = subnational (status in Alaska)

 1 = critically imperiled; 2 = imperiled; 3 = rare or uncommon; 4 = not rare, long-term  concern; 5 =  widespread, abundant, secure; ? = insufficient data;

NR = not ranked; SH = occurred historically

ADFG. Alaska Department of Fish & Game (http://www.wildlife.alaska.gov)

    E = endangered

 SSOC = state species of concern

ESA. U.S. Endangered Species Act of 1973, as amended by the U.S. Fish and Wildlife Service and the U.S. National Marine Fisheries Service

(http://fws.gov/endangered)

   C = candidate

   LE = listed endangered

   LT = listed threatened

   PS = partial status (applies only to portion of species’ range)

   SC = special concern

 IUCN. International Union for Conservation of Nature and Natural Resources (http://www.redlist.org)

   CD = Conservation dependent

   CR = Critically endangered

   DD = data deficient

   EN = endangered

   LC = least concern

   LR = lower risk

   NT = near threatened

   VU = vulnerable

 CITES. Convention on International Trade in Endangered Species of Wild Fauna and Flora (http://www.cites.org)

   A1 = Appendix I (most critically endangered)

   A2 = Appendix II (species not necessarily now threatened with extinction but may become so unless trade is closely controlled)

 COSEWIC. Committee on the Status of Endangered Wildlife in Canada (http://www.cosewic.gc.ca)

   DD = data deficient

   E = endangered and facing imminent extirpation or extinction

   NAR = not at risk

   SC = special concern

 T = threatened and likely to become endangered if limiting factors are not reversed

 XT = extirpated

  BRITISH COLUMBIA Provincial Red and Blue List (http://www.env.gov.bc.ca/atrisk/toolintro.html)

 RED = extirpated, endangered, or threatened

 BLUE = vulnerable

YELLOW = not at risk

KEY

Heritage
TAXA

Distributional
Status Alaska Global ADFG ESA IUCN CITES COSEWIC

British
Columbia

Phocoena phocoena S2S3 G4G5 VU A2 SC BLUE
Phocoenoides dalli SNR G4G5 CD A2 NAR YELLOW
Physeter catodon S2S3 G3G4 LE VU A1 NAR BLUE
Pseudorca crassidens Vagrant SNR G4 LC A2 NAR
Ziphius cavirostris SNR G4 DD A2 NAR YELLOW

AMPHIBIA – amphibians
Ambystoma gracile Rare S2? G5 LC NAR YELLOW
Ambystoma macrodactylum Restricted S2? G5 PS LC YELLOW
Bufo boreas S2? G4 NT SC YELLOW
Pseudacris regilla Exotic SNR G5 LC YELLOW
Rana aurora Exotic SNR G4 PS NT SC BLUE
Rana luteiventris Restricted S2? G4 PS LC NAR YELLOW
Rana sylvatica Marginal S2S3 G5 LC YELLOW
Taricha granulosa S2? G5 LC YELLOW
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Appendix 9. Introductions and translocations of mammals and amphibians in Southeast Alaska.

Northern Flying Squirrel

Glaucomys sabrinus
“Nuisance” flying squirrels from El Capitan Island were relocated to a number of

nearby small islands in Sea Otter Sound before 1999 (S. Geraghty, pers. comm.).

Hoary Marmot

Marmota caligata
According to Burris and McKnight (1973), three marmots from the Juneau area

were released near Klawock in 1930, and five pairs from the same source were

released on the west coast of Prince of Wales Island in 1931. None are believed

to have survived.

Red Squirrel

Tamiasciurus hudsonicus
Most evidence suggests Red Squirrels were introduced to the north end of

Admiralty island sometime in the late 1940s or early 1950s; they now are

believed to occur throughout the island (MacDonald and Cook, 1996; UAM).

   Red Squirrels from the Juneau area were successfully transplanted to Baranof

and Chichagof islands in 1930 and 1931 (Burris and McKnight, 1973).  Since

then, Red Squirrels have been found on Inian, Kruzof, Moser, Partofshikof,

Yakobi islands, and on islands in Sitka Sound (MacDonald and Cook, 1996).

   An apparently unsuccessful introduction occurred on Prince of Wales Island

(Fay and Sease, 1985).

American Beaver

Castor canadensis
Ten beavers from Prince of Wales Island were successfully (re)introduced to

Baranof Island in 1927 (Burris and McKnight, 1973). It remains unclear if beaver

were released on Kruzof Island in 1925.

Common Muskrat

Ondatra zibethicus
There were unsuccessful attempts in 1929 to transplant muskrats from Haines to

Klawock Lake on Prince of Wales Island (Burris and McKnight, 1973).

House Mouse

Mus musculus
Four House Mouse specimens, dating from 1891 to 1946, are preserved from

Wrangell and Sitka (CAS). C. P. Streator (1885), US Biological Survey, in his

notes from Juneau mentions catching three Mus in the forest near town; he stated

that this species was common. The current status of this non-native species is

unknown.

Brown Rat

Rattus norvegicus
Brown Rats have been introduced to numerous towns and islands throughout

Alaska, but their current status and distribution is poorly known. Preserved

specimens from Southeast Alaska are from Baranof, Mitkof, Revillagigedo, and

Douglas islands, and on the mainland from Juneau (UAM, USNM, KU, MVZ;

Manville and Young, 1965; MacDonald and Cook 1996). Brown Rats have been

observed at the landfill near Sitka (by SOM in 1982), where they are very

common at times (L. Johnson pers. comm., 1994).

Snowshoe Hare

Lepus americanus
Snowshoe Hares now present on Douglas Island were probably introduced from

Haines stock "a few years previous" (Bailey, 1920; also Wenrich, 1922).  The

extant population of hares found on the mainland near Juneau may be derived

from those introduced animals.

   In 1923 and 1924, the Alaska Game Commission released Snowshoe Hares

from Washington stock to Point Retreat, Admiralty Island; Otstoia Island, Peril

Strait; and Smeaton Island, Behm Canal.  Stock from the Anchorage area were

also released in 1924 on Cape Island, Prince of Wales Island; and on Village

Island, Zimovia Strait.

   All these transplant attempts were considered failures (Burris and McKnight,

1973).

Domestic Rabbit

Oryctolagus cuniculus
Several residents of Ketchikan have reported (in 1995) the presence of feral

rabbits on Betton Island, Clover Pass. Their current status is unknown.
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Appendix 9 (continued).

Arctic Fox

Vulpes lagopus
During the period of extensive fur farming in Alaska, Arctic Foxes were released

on many of the islands along the Gulf Coast to Southeast Alaska (Bailey, 1993).

No extant populations now occur in Southeast Alaska.

Red Fox

Vulpes vulpes
Red Foxes were introduced for commercial harvest on Cleft, Dry, Kupreanof,

Passage, and Sokoi islands between 1894 and 1929; none is known to have

survived (Bailey, 1993). We know of no verified records of this species from any

island in the Alexander Archipelago, although there are second-hand reports of

Red Fox sightings from the West Coast of Chichagof Island and from northern

Baranof Island “a number of years ago” (J. McClung, USFWS, pers. comm.,

1995).

Wolf

Canis lupus
Wolves were introduced experimentally to Coronation Island in 1960 and 1963;

none remained there by the early 1970s (Burris and McKnight, 1973).

American Marten

Martes americana
In 1934, American Marten from Behm Canal and Thomas Bay on the mainland

were introduced on Prince of Wales Island and Baranof Island. Between 1949

and 1952, American Marten were introduced successfully on Chichagof Island

with stock taken from Baranof Island, Revillagigedo Island, the Stikine River

drainage, Wrangell Island, Mitkof Island, and near Anchorage (Elkins and

Nelson, 1954;  Burris and McKnight, 1973).  In addition, UAM has specimens of

martens from the vicinity of Baranof Island from Kruzof, Otstoia, Catherine,

Partofschikof, and Yakobi islands. These specimens likely originated from

undocumented transplants.

American Mink

Neovison vison
Mink raised at the Petersburg Fur Experimental Farm were introduced to Strait

Island in 1956 (Burris and McKnight, 1973).

Domestic Ferret

Mustela putorius
A number of feral ferrets were observed and at least one preserved as a skin just

north of Ketchikan on Revillagigedo Island during the 1980s. There were also

reports at that time of ferrets on nearby Grant Island, Clover Pass (R. Wood, fide

R. Jahnke, pers. comm., 1999). There have been no recent reports.

Raccoon

Procyon lotor
Eight melanistic Raccoons from Indiana were released by private individuals on

Singa Island, Sea Otter Sound, in October 1941, spreading to nearby El Capitan

and several other islands in this area (Scheffer, 1947; Burris and McKnight,

1973).  An unknown number of Raccoons still occurred on El Capitan Island as

of June 1999, with reports of a sighting within the past few years of a “black”

Raccoon near Staney Cr., Prince of Wales Island, and another, also melanistic, in

the Shakan Strait area, Kosciusko Island (S. Geraghty, El Capitan Island

resident, pers. comm., June 1999).

Moose

Alces americanus
Moose were transplanted to Berners Bay, north of Juneau, from the Susitna and

Matanuska valleys in 1958 and 1960, and to the Chickamin River from

Anchorage-area stock in 1963 and 1964.  Burris and McKnight (1973) noted that

prior to their introduction, Moose were infrequent visitors to the Chickamin

River Valley. Moose first arrived in the Yakataga area during the mid 1970s, the

result of an eastward expansion of the Copper River Delta population that

originated from translocations during 1949-1958 from Kenai Peninsula,

Anchorage, and Matanuska-Susitna stocks (Crowley, 2004).
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Appendix 9 (concluded).

Wapiti

Cervus canadensis
There have been a number of attempts to introduce Wapiti to southeastern

Alaska (Burris and McKnight, 1973), beginning in 1926 and 1927 with the

release of seven animals (from the state of Washington) on Kruzof Island.

   Three attempts were made to introduce Wapiti to Revillagigedo Island, the first

in 1937 (Washington stock), then again in 1963 and 1964 (from the Afognak

Island herd which was originally from Washington).  Animals were also released

on Gravina Island in 1962, and on Annette Island in 1963, both from Afognak or

Raspberry Island stocks and, like all of the previous attempts, failed.

   In 1987, 50 Wapiti from Oregon were released on Etolin Island. Since then this

population has continued to increase and extend its range by establishing a

breeding population on nearby Zarembo Island. By June 2003, the number of

Wapiti on both of these islands was estimated at 350-450 animals. Wapiti

sightings have been reported from Bushy, Deer, Kupreanof, Mitkof, Prince of

Wales, and Wrangell islands and the Cleveland Peninsula.

Sitka Black-tailed Deer

Odocoileus hemionus
sitkensis

Deer are unknown along the coastal mainland northward from Cape Spencer

except in the Yakutat area, where they were successfully transplanted to islands

in Yakutat Bay in 1934 (from Rocky Pass stocks; Burris and McKnight, 1973;

MacDonald and Cook, 2000). Other transplants included the Taiya Valley near

Skagway in 1951, 1952, and 1956 (all unsuccessful); and on Sullivan Island,

Lynn Canal, in 1951-1954 (successful).

Mountain Goat

Oreamnos americanus
Mountain Goats successfully introduced on Baranof Island in 1923 (Burris and

McKnight, 1973). Transplant attempts on Chichagof Island in 1954 and 1955

were failures (Burris and McKnight, 1973; L. Johnson, pers. com. 1994). A

successful transplant of Mountain Goats to Revillagigedo Island occurred in

1983 at Swan Lake and in 1991 at upper Mahoney Lake. The Swan Lake

population now numbers about 120-160 animals, and the upper Mahoney Lake

population is estimated at 100-140 animals and expanding.

Pacific Chorus Frog

Pseudacris regilla
Pacific Chorus Frogs were introduced in the Alexander Archipelago on

Revillagigedo Island near Ward Lake in the early 1960s (Waters et al., 1998).

This population was still extant in 2005.

Red-legged Frog

Rana aurora
Introduced populations of this western North America frog have become

established in the Kennel Creek and Pavlof River drainages of Freshwater Bay,

NE Chichagof Island. It is thought they were planted there from a commercial

frog source by a local person in the early 1990s (Sargent et al., 2003).

Roughskin Newt

Taricha granulosa
Roughskin Newts are unknown west of Chatham Strait except for two islet

populations in the Galankin Islands group in Sitka Sound close to Sitka. Their

presence there is thought to be from transplants from Ketchikan-area stock in

about 1980 (J. Whitman, pers. comm., 2003). In 2005, about 50 newts from Kuiu

Island were accidentally introduced to wetlands near Sitka on Baranof Island by

high school students (Miller, 2005).
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Appendix 10. Standard measurements (in millimeters and grams) of select Southeast Alaska mammals.

SPECIES TOTAL
LENGTH

TAIL HIND FOOT EAR FROM
NOTCH

WEIGHT REMARKS

Northern Flying Squirrel

(Glaucomys sabrinus)

299 (191-345)

n = 325
134 (89-196)

n = 325
39 (31-46)

n = 324
22 (10-27)

n = 323
129.3 (28.4-198)

n = 300
Hoary Marmot

(Marmota caligata)

486 (401-690)

n = 8
134 (108-175)

n = 9
78 (70-95)

n = 9
27 (23-33)

n = 9
2182.5 (600-5750)

n = 4
Arctic Ground Squirrel

(Spermophilus parryii)
360 (348-369)

n = 5
93 (82-103)

n = 5
53 (52-55)

n = 5
11 (10-13)

n = 5
555 (535-585)

n = 3
Red Squirrel

(Tamiasciurus hudsonicus)

295 (204-340)

n = 189
115 (60-170)

n = 189
47 (37-59)

n = 188
21 (9-28)

n = 186
174.0 (50.8-271)

n = 165
Meadow Jumping Mouse

(Zapus hudsonius)

221 (193-236)

n = 26
133 (119-152)

n = 27
31 (28-33)

n = 26
13 (10-17)

n = 27
20.7 (10.3-43.7)

n = 46
Western Jumping Mouse

(Zapus princeps)

233 (187-258)

n = 47
145 (116-159)

n = 47
32 (29-35)

n = 47
14 (11-18)

n = 47
20.7 (10.3-43.7)

n = 46
Nearctic Brown Lemming

(Lemmus trimucronatus)

114

106

12

13

18

18

12

10

31.0

27.0

?

?  with 1 embryo

Long-tailed Vole

(Microtus longicaudus)

167 (15-230)

n = 683
61 (21-107)

n = 683
21 (12-28)

n = 683
13 (6-20)

n = 682
31.8 (9.6-79)

n = 657
Root Vole

(Microtus oeconomus)

153 (114-199)

n = 115
38 (14-63)

n = 116
20 (15-25)

n = 117
13 (9-19)

n = 112
38.7 (14-75)

n = 115
Meadow Vole

(Microtus pennsylvanicus)

145 (112-178)

n = 123
38 (23-52)

n = 124
19 (11-23)

n = 123
12 (6-21)

n = 118
30.0 (12.4-56.4)

n = 117
Southern Red-backed Vole

(Myodes gapperi)
130 (84-170)

n = 856
34 (17-50)

n = 856
18 (10-38)

n = 855
12 (5-21)

n = 850
21.1 (6.2-49)

n = 850
Northern Red-backed Vole

(Myodes rutilus)

123 (84-155)

n = 260
29 (12-49)

n = 260
18 (13-22)

n = 255
13 (7-20)

n = 248
21.1 (7.2-44)

n = 240
Bushy-tailed Woodrat

(Neotoma cinerea)

390 (370-422) 166 (157-185) 46 (43-50) 28 (26-30) 275.4

(291.8-442.7)

4 from Juneau Ice

Fields

Common Muskrat

(Ondatra zibethicus)

514 (489-572) 217 (200-251) 77 (73-81) 17 (14-22) -- 18 from Farm Island,

Stikine River

Northwestern Deermouse

(Peromyscus keeni)
192 (110-300)

n = 4825
98 (35-194)

n = 4825
23 (9-33)

n = 4823
17 (7-29)

n = 4809
23.8 (6-70.2)

n = 4739
Western Heather Vole

(Phenacomys intermedius)

130 (115-156)

n = 4
31 (26-37)

n = 4
17 (16-19)

n = 4
12 (10-14)

n = 4
22.6 (14.6-33.9)

n = 4
Northern Bog Lemming

(Synaptomys borealis)

117 (103-135)

n = 31
20 (14-25)

n = 31
19 (14-21)

n = 31
12 (10-14)

n = 28
21.8 (12.2-33.5)

n = 30
NA Porcupine

(Erethizon dorsatum)

643 (463-800)

n = 3
181 (150-235)

n = 3
91 (86, 97)

n = 2
23 (18, 29)

n = 2
--

Collared Pika

(Ochotona collaris)

172 9 32 23 158.6 ?  from White Pass

Cinereus Shrew

(Sorex cinereus)

104 (73-135)

n = 1264
45 (25-73)

n = 1264
12 (6-21)

n = 1264
-- 4.3 (2.4-11.5)

n = 1168
Dusky Shrew

(Sorex monticolus)

Northern Mainland

Juneau and Admiralty

Island southward

114 (96-143)

n = 101
121 (126-149)

n = 1245

48 (27-62)

n = 101
53 (35-65)

n = 1374

13 (11-16)

n = 101
14 (7-28)

n = 1376

--

--

6.6 (3.4-11.1)

n = 101
7.0 (3.0-14.5)

n = 1338

Northern populations

genetically (and

probably specifically)

distinct from southern

populations

(Demboski and Cook,

2001)

American Water Shrew

(Sorex palustris)

145 (134-153)

n = 11
71 (66-76)

n = 11
19 (18-20)

n = 11
-- 9.6 (6.8-15.6)

n = 11

Brown Lemming

19.6 (15.5-26)

n = 24
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Appendix 11. Where do we go from here?

ISLES—Island Surveys to Locate Endemic Species

Why survey?  Don’t we already know the status and location of endemics on the Tongass National
Forest and other lands in Southeast Alaska?  As is demonstrated in the species accounts of this
volume, there currently exists very limited (in some cases, no) documentation for many of Southeast
Alaska's mammals. Preliminary investigations of mammals clearly indicate inadequacies in our current
understanding of diversity and of the outdated taxonomic designations still in use for characterizing
diversity and identifying forms unique to the region, i.e., are endemic there. These investigations also
show that past logging efforts are strongly correlated with the occurrence of hot spots of endemicity
(Cook et al., 2006).  To avoid such mistakes in the future, a well-annotated set of natural history
collections will be critical to developing an understanding of the status and distribution of endemics.
 Museums are essentially natural history libraries that are full of on the status of organisms. Each
carefully prepared specimen may be thought of as a book that contains a set of data documenting that
individual (population or species) at a particular locality on a particular date. Changes in the status of
particular species or ecological communities can be monitored with these archives. The library
analogy is limited, however, as none of the museum "volumes" can be replaced. We cannot go back
in time and recollect a particular specimen at a particular location. As they represent historical
populations, the value of these specimens increases through time, particularly as the diversity of many
localities is degraded. We have lost the opportunity to document changes in the biota in many areas
because no baseline inventory was ever conducted.
 The value of these specimens depends on the quality and variety of the data that were collected
with it. Mammalogists have established standard measurements and kinds of data that should be
collected with each specimen. The specimen may then provide the physical documentation for a
number of studies and today museums are witnessing a veritable explosion of different kinds of
studies that use natural history specimens. The Hantavirus example, noted in the discussion of this
volume, illustrates the point that these historic records are invaluable and that we never know what
line of investigation will be enhanced by this resource.  Who would have suspected that the Center for
Disease Control would be able to quickly and efficiently determine the extent of this disease using
museum collections.
 With PCR (polymerase chain reaction) and other innovations in the study of DNA, we now can
examine genetic variation in populations of animals that were collected during different time periods;
thus providing a more rigorous view of temporal genetic variation.  For example, known contact zones
between taxa can now be reanalyzed for temporal stability (if specimens from the contact zone were
collected at regular intervals).  Recent advances in isotope analyses allow other investigators to
examine diets of individual specimens thus opening a whole range of studies to the paleo-ecologist.
The effects of climate change (or other perturbations) on the distributions of species may be critically
evaluated if species distributions have been carefully documented with voucher specimens. These are
a few examples and the list of potential studies is primarily limited by the availability of specimens.

What is needed now? A sustained and coordinated effort to survey the biota of this region is urgently
needed and should include the following:

1) Interagency Agreement (USDA Forest Service, USFWS, ADF&G, Museum of Southwestern
Biology, NPS) that acknowledges the need to complete this survey, makes a solid commitment
(financial and logistic), and establishes procedures to see this work is completed.

2) Establish a 5 year time-line
3) Formalize Procedures for Field Surveys (e.g., manuals)

a. Datasheets
b. Specimen-based procedures
c. Cross-discipline involvement

4) List of Priority Areas to be Surveyed
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Appendix 11 (concluded).

5) List of Threats to Endemics and Plan for Mitigating
a. Invasives
b. Habitat modification
c. Human encroachment
d. Disease

6) Education Outreach to General Public, Local K-12 grade students, Native Communities
7) List of Deliverables

a. Permanent specimen archives and online database
b. GIS data layers
c. Website on Tongass endemics
d. Island-based science curriculum for students
e. International conference (BC/Alaska) on Pacific Coastal endemics
f. Peer-reviewed publications, including formal taxonomic revisions, field guides, con-

servation action plans

MacDonald and Cook—Mammals and Amphibians of Southeast Alaska





Toad carving on a Tlingit grave house at Chilkat Village, 1895 (courtesy of the Alaska
State Library, Winter and Pond Collection, P87-0028).
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Despite the current level of mitigation effort, global CO2 
emissions continue to increase1. In addition to reducing emis-
sions from fossil-fuel burning, the largest CO2 source glob-

ally, mitigation efforts now include reducing what is in aggregate the 
second largest net source of CO2 to the atmosphere: namely, carbon 
emissions from land-use change. Land carbon emissions accounted 
for about 36% of the anthropogenic CO2 emitted into the atmosphere 
from 1850-20002, and about 12% of annual global CO2 emissions 
from 2000 to 20101. Avoiding and reducing land carbon emissions is 
therefore an integral part of any comprehensive approach to solving 
the climate change problem.

Globally, forests store around 300  Pg  C (reported range 
240–500 Pg C) in living biomass2,3, equivalent to ~140 ppm of atmos-
pheric CO2 (atmCO2; used to denote the concentration of CO2 in the 
atmosphere, and although the SI unit for atmCO2 is μmol mol–1, we 
have adopted the more familiar unit of ppm). Forests are distributed 
in both developed and developing countries (Table  1). About half 
of the world’s forests have already been cleared, with 40 million km2 
remaining and around 0.16 million km2 of forest cleared annually3. 
Only 36% (~14.4 million km2) of the world’s forest is now primary 
forest3. In addition to deforestation, forests have been degraded by 
land-use activities such as logging and soil disturbance that deplete 
their organic carbon stocks and emit CO2. Emissions from forest 
degradation are poorly quantified globally, but estimates indicate 
that they increase regional carbon emissions by nearly 50% over 
deforestation alone4. Conserving the world’s remaining primary 
forests would avoid substantial emissions of CO2. Afforestation and 
reforestation, moreover, can directly remove CO2 from the atmos-
phere — but only up to a point, as we discuss later.

Nations are engaged in negotiations to reduce emissions of CO2 
and other greenhouse gases (GHGs) under the United Nations 
Framework Convention on Climate Change (UNFCCC). Developed 
countries that are signatories to the Kyoto Protocol (ratified by 37 
countries and the European Union) committed themselves to a tar-
get of reducing their emissions of GHGs from 2008–2012, relative to 

Untangling the confusion around land carbon  
science and climate change mitigation policy 
Brendan Mackey1*, I. Colin Prentice2,3, Will Steffen4, Joanna I. House5, David Lindenmayer4,  
Heather Keith4 and Sandra Berry4

Depletion of ecosystem carbon stocks is a significant source of atmospheric CO2 and reducing land-based emissions and 
maintaining land carbon stocks contributes to climate change mitigation. We summarize current understanding about human 
perturbation of the global carbon cycle, examine three scientific issues and consider implications for the interpretation of 
international climate change policy decisions, concluding that considering carbon storage on land as a means to ‘offset’ CO2 
emissions from burning fossil fuels (an idea with wide currency) is scientifically flawed. The capacity of terrestrial ecosystems 
to store carbon is finite and the current sequestration potential primarily reflects depletion due to past land use. Avoiding 
emissions from land carbon stocks and refilling depleted stocks reduces atmospheric CO2 concentration, but the maximum 
amount of this reduction is equivalent to only a small fraction of potential fossil fuel emissions.

1990 levels. The target reduction was based on emissions from fossil 
fuels and industry, but removals by the land sector could be counted 
towards meeting the target. The Clean Development Mechanism 
under the Kyoto Protocol allowed for developed countries to offset 
fossil fuel emissions through, among other things, planting trees 
in developing countries. Similar kinds of offset project are allowed 
through the Joint Implementation mechanisms between developed 
countries. The extension or successor to the Kyoto Protocol is now 
being negotiated. There are parallel negotiations underway on the 
development of policies for Reducing Emissions from Deforestation 
and Degradation (REDD) — a voluntary scheme to mitigate land 
carbon emissions from developing countries.

Negotiated policy decisions involve political compromises to 
accommodate national interests. So far these decisions have fallen 
short of what will be necessary if atmCO2 is to be stabilized at a level 
that avoids major climate change5. Furthermore, there is the poten-
tial for perverse outcomes whereby mitigation efforts not only fail 
to reduce atmCO2, but even have negative impacts — either caus-
ing atmCO2 to increase or adversely affecting other landscape val-
ues, such as biodiversity. Perverse outcomes can result from a gap 
between land carbon policy decisions and scientific understanding 
of what is required for successful mitigation: that is, from confusion 
around land carbon science.

In this Perspective we clarify some well-established fundamentals 
of the global carbon cycle that are frequently either misunderstood, 
or seemingly overlooked. This information provides the scientific 
context for considering the potential of land-based mitigation and 
to what extent it can be legitimately considered an ‘offset’ for fossil 
fuel CO2 emissions. We do not advocate any particular policy, but we 
do draw attention to some proposed approaches that are likely to be 
ineffective, or worse.

Human perturbation of the global carbon cycle
The global carbon cycle is the subject of considerable confusion 
among non-specialists. A clear understanding of how humans have 
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perturbed the cycle’s natural stocks and flows of carbon is essen-
tial background to clarifying key scientific issues and ensuring 
effective policies.

Figure 1 illustrates changes in the primary stocks of the global 
carbon cycle as the result of human activity in three stylized time 
periods: the pre-agricultural era (>8 000  yr  BP; Fig.  1a); the pre-
industrial era (8 000 yr BP–1850, Fig. 1b); and the contemporary era 
(>1850–present day; Fig. 1c). These correspond with major phase 
shifts in the magnitude of the human environmental footprint in 
terms of land clearing and use of fossil fuels. Figure 1a shows that 
in the pre-agricultural era there was no human use of fossil fuel and 
relatively minimal depletion of land carbon due to human land use. 
Figure 1b and 1c show the impact of human activity on the primary 
stocks. The sources and calculations for the values in Fig. 1 are pro-
vided in Table 2.

During the pre-industrial era, land carbon began to be depleted 
(white segment of land carbon stocks) leading to an increase in the 
atmospheric carbon stock, with some of this carbon dissolving into 
the ocean stock (as indicated by the green segments). In the con-
temporary era humans began mining fossil fuel and burning it as a 
source of energy, as well as engaging in accelerated land clearance. 
Both activities have resulted in CO2 emissions and a rapid and sig-
nificant increase in the atmospheric carbon stock. A portion of the 
anthropogenic emissions added to the atmosphere is concurrently 
taken up by plants, and a fraction is dissolved into the ocean stock. 
This effect is illustrated in Fig. 1c by the segments of black carbon in 
the land and ocean stocks.

Figure 1d illustrates the hypothetical case of cleared land being 
largely returned to its pre-agricultural carbon stock levels. The 
amount of atmospheric carbon that potentially can be stored in the 
land buffer is, to first order, limited to the amount of carbon that was 
depleted from previous land use. The black segment signifies that an 
extra, modest amount of fossil fuel emissions could be stored as the 
result of the so-called CO2 fertilization effect discussed below.

The lifetime of CO2 in the atmosphere
A recurrent, serious misunderstanding is that the residence time in 
the atmosphere of a unit of CO2 emitted from fossil fuel burning is 
quite short, on the order of a century. The First Assessment Report6 
of the Intergovernmental Panel on Climate Change (IPCC) incor-
rectly stated the ‘lifetime’ of CO2 to be ~120 years. Many commenta-
tors since have assumed it to be about 100 years. They have probably 
been encouraged in this view by the use of a 100-year timeframe for 
the calculation of ‘global warming potentials’ (GWP, expressed rela-
tive to CO2) for greenhouse gases with different lifetimes. However, 
it has long been recognized that any single number for the CO2 
lifetime conceals more than it reveals. CO2 is taken up from the 
atmosphere by several distinct processes that have hugely different 
time constants7,8. Part of it is taken up by the land, and part dissolves 
in the ocean surface and mixes to the deep ocean. About 60% is 
removed from the atmosphere on a time scale of 100 years but it 
takes a very long time to remove the remaining fraction. A ‘pulse’ or 
unit of CO2 emitted to the atmosphere is only fully removed from 
the atmosphere so that it no longer interacts with the climate sys-
tem when it has completely dissolved in the deep ocean — a pro-
cess requiring the concurrent dissolution of carbonate from ocean 
sediments (about 5,000 to 10,000 years) and enhanced weathering 
of silicate rocks (around 100,000 years). Modelling by Archer and 
colleagues indicated that 20–35% of the CO2 emitted will still be in 
the atmosphere after 2–20 millennia. Tracing the history of the mis-
understanding of CO2 lifetimes, they commented that “…the result 
has been an erroneous conclusion, throughout much of the popular 
treatment of the issue of climate change, that global warming will be 
a century-timescale phenomenon”9.

The reality is that for all practical purposes, fossil fuel CO2 emis-
sion is irreversible10. Any eventual stable atmCO2 will be dictated 

by total accumulated emissions over the preceding centuries11 and 
not by the contemporaneous balance of emissions and removals. 
In this respect CO2 behaves quite differently from the other major 
so-called long-lived GHGs — methane and nitrous oxide — which 
have atmospheric lifetimes in the order of 10 years and 100 years, 
respectively. This difference implies an important caveat for the use 
of GWP. Reduced emissions of nitrous oxide or methane might be 
substituted for reduced emissions of an ‘equivalent’ amount of CO2. 
But the effects of the emitted CO2 will continue to be felt for thou-
sands of years, long after the effects of the reduced emissions of the 
other gases have disappeared.

The limited capacity of land carbon stocks
Land carbon plays an important role in the stocks and flows of the 
global carbon cycle, but the magnitude is limited and it has particu-
lar characteristics which contrast with the different qualities of the 
other main categories of carbon stocks (fossil fuel, atmosphere and 
ocean). The fossil fuel carbon stock was built up very slowly over 
millions of years and does not de-gas into the atmosphere at any 
significant rate. Emissions from this stock in the contemporary era 
constitute a one-way flow, which is a direct result of human activ-
ity. Carbon is stored in the other three major categories of stocks in 
different forms (on land as biomass and soil organic carbon, in the 
atmosphere as CO2 gas and in the ocean primarily as dissolved inor-
ganic carbon) and both the land and ocean carbon stocks naturally 
exchange with the atmospheric stock.

The potential size of the land carbon stock is determined chiefly 
by climate, and modified locally by substrate and topography, and 
the effects these have on plant growth12. The capacity of the land to 
remove atmospheric carbon and store it in vegetation and soil is 
limited to the amount previously depleted by land use. It has been 
estimated that if all the carbon so far released by land-use changes 
(mainly deforestation) could be restored through reforestation this 
would reduce atmCO2 at the end of the century by 40–70  ppm. 
Conversely, complete global deforestation over the same time 
frame would increase atmospheric concentrations by about 
130–290 ppm13. In comparison, the projected range of atmCO2 in 
2100, under a range of fossil fuel emissions scenarios developed 
for the IPCC, is 170–600 ppm above 2000 levels14.These estimates 
highlight the very modest scope for reforestation to reduce atmCO2 
compared with both the magnitude of fossil fuel CO2 emissions and 
emissions from derorestation and degradation. Moreover, complete 
reforestation of previously cleared land is an implausible scenario 
due to competing land uses — especially from food production 

Table 1 | Top 10 countries for total area of forest and other 
wooded land (see Annex Table 3, ref. 3).

Rank Country Forest (1,000 ha) Country
Other wooded 
land (1,000 ha)

1 Russian 
Federation

809,090 Australia 135,367

2 Brazil 519,522 China 102,012
3 Canada 310,134 Canada 91,951
4 USA 304,022 Russian 

Federation
73,220

5 China 206,861 Argentina 61,471
6 DRC 154,135 Sudan 50,224
7 Australia 149,300 Ethiopia 44,650
8 Indonesia 94,432 Brazil 43,772
9 Sudan 69,949 Botswana 34,791
10 India 68,434 Afghanistan 29,471
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and the need to feed a human population predicted to surpass 
nine billion by 205015 — along with projected demand for land to 
produce transport biofuel of 0.3–0.5  million  km2 by 203016. And 
even under this impossible scenario, land degradation means that 
some of the land carbon stock cannot be re-filled.

The difference between stocks and sinks
Land carbon scientists are clear on the difference between land 
carbon stocks and sinks, however policymakers and the interested 
citizen can be excused for not understanding (or sometimes forget-
ting) the distinction. As used in carbon cycle science, the term ‘sink’ 
always implies a net removal of carbon from the atmosphere   — 
in other words, a net flux of carbon into the ecosystem. There is a 
persistent risk of confusion between a stock (in units of mass, g C) 
and a flux (in units of mass/time, g C yr–1). Both the ocean and the 

land are indeed taking up part of the CO2 that is emitted by human 
activities, so they do constitute sinks. But this uptake is a transient 
effect as discussed below.

The land carbon stock can be described as a ‘buffer’ by anal-
ogy with the term used in computer science to describe a device 
which temporarily stores data. The impact of land use activity is 
appropriately reported or accounted for as a change in stock over 
a given time period, that is, a depletion or re-filling of the buffer. 
When a forest is re-planted, at first it functions as a sink — with the 
net uptake of CO2 due to photosynthesis being greater than respi-
ration — and carbon is accumulating in woody biomass and soil. 
Over time, the net sink rate declines as the growth rate decreases 
relative to respiration rates. If the forest is allowed to develop into 
an ecologically mature state, the carbon stock approaches a dynamic 
equilibrium with prevailing environmental conditions, where 
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Figure 1 | Changes in the primary stocks of the global carbon cycle. a–c, A stylized illustration of the impact of human activity on the primary stocks 
over three time periods: the pre-agricultural era (>8,000 yr bp; a); pre-industrial era (8,000 yr bp to 1850; b); and contemporary era (1850 to the present 
day; c). The objects (cylinders and rectangles) represent the primary stocks of carbon in the major reservoirs of the global carbon cycle (fossil fuel, 
atmosphere, land, surface ocean and deep ocean) but are not drawn to scale. d, The hypothetical and unachievable case of “refilling” the land stock, that 
is, if all previously cleared land being returned to its pre-agricultural carbon stock with zero continuing fossil fuel emissions. Numbers in parentheses 
(Pg C) are indicative estimates of the carbon stocks (a) and changes in carbon stocks (b–d). The arrows represent the direction of carbon flows (fluxes) 
between stocks over the era, with arrows in panel a representing the natural background carbon cycle, and arrows in the other panels indicating the impact 
of anthropogenic change. Natural processes (as shown in panel a) involve two-way exchanges of carbon between the atmosphere–ocean (on the order of 
70 Pg C yr−1) and atmosphere–land (around 120 Pg C yr−1) with a small natural hydrological flux of carbon discharged from rivers into oceans of 0.8 Pg C yr−1 

(not shown are the very small sources due to volcanic activity and sinks due to weathering)42. The anthropogenic changes due to land use change and 
burning fossil fuels are also illustrated using colour coded slices (also not drawn to scale). These changes reflect processes that can be considered in 
general terms as operating over two timescales: on the order of a one to a few 1,000 years about 20% of the emitted CO2 stays in the atmosphere44,9, 60% 
is taken up by the ocean and 20% by land44; on the time scale of 100 years 43% of emissions remain in the atmosphere45,46 with the rest taken up roughly 
equally between the land and ocean46. We use the simplified assumption that as atmospheric CO2 is reduced, the ocean would ‘outgas’ CO2, and the land 
would also outgas the carbon uptake due to the CO2 fertilization effect, based on processes operating over the 100-yr timescale. The land retains the C 
uptake from fossil fuel emissions. Even if the unachievable was accomplished, after 100 years, there would still be an extra 134 Pg C in the atmosphere 
compared with the pre-agricultural era due to fossil fuel emissions. The estimates are based on sources and calculations in Table 2. 
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respiration approximately balances photosynthesis. At this point, 
the depleted land carbon stock has been refilled and the sink 
function has gone. The mitigation value of the ecosystem resides 
in maintenance of the stored carbon stock.

At present some forests have carbon sequestration potential due 
to depletion of carbon stocks from past land use17. Reforestation of 
previously cleared or logged land (especially in Europe, the USA and 
China), together with deforestation and degradation (especially, but 
not exclusively, in tropical developing countries), are all included in 
the calculation of net emissions noted above from land use change.

The land and ocean are sinks, and globally they removed an 
estimated 56% of all CO2 emitted from human activities during 
the period 1958–2010, each sink in roughly equal proportion18. 
Although land-use change is a source of emissions, the land as a 
whole is functioning as a sink at present. This land sink reflects the 
natural response of ecosystems to the influence of environmental 
change, which is now leading to a net uptake of CO2 due to several 
factors. Rising atmCO2 leads to a boost in plant productivity (the 
CO2 fertilization effect), whereby the increase in net primary pro-
duction outpaces the increase in respiration of soil carbon stocks19,20. 
Experimental evidence has shown that net primary productivity of 
temperate forests increases by around 23% in response to a 200 ppm 
increase in CO2 (that is, when grown in atmCO2 of 550  ppm)21. 
However, the effect varies geographically22, is constrained (to an 
uncertain degree) by nitrogen availability23 and depends on CO2 
continuing to increase. If CO2 were stabilized, this effect would dis-
appear probably after a lag of a few decades. The practical effect of an 
increase in atmospheric CO2 on potential ecosystem carbon stocks 
is a modest increase in the size of the buffer that could be refilled.

Ecologically mature (>200 years) and old-growth forests aged up 
to 800 years can continue to function as sinks. Old-growth tropical 
forests accumulate around 5 Mg C km–2 yr–1 in living biomass, which 
could be yielding a carbon sink of 1.3 Pg C yr–1 (0.8–1.6 Pg C yr−1) 
across all tropical forests24,25. We reiterate, however, that the mitiga-
tion value of tropical forests — and old-growth forests in general — 
does not lie in their present, transient function as carbon sinks. In 
terms of carbon mitigation policy, the primary reason to conserve 
forests is the carbon stocks they contain. The idea that replacing pri-
mary forests by plantations will ‘create sinks’ and thereby be posi-
tive for climate mitigation is incorrect, as it fails to account for the 
loss of carbon stock from the primary forest26. Furthermore, planta-
tion forests store less carbon than the pre-existing natural primary 
forest, secondary (regenerating) natural forests or a primary forest 
under the same environmental conditions27–30.

Climate change may increase potential carbon stocks in some 
regions: for example, through increased rainfall and/or decreased 
potential evaporation where plant growth is limited by water availa-
bility, and through enhancement of the growing season in northern 
temperate regions due to increases in temperature. But conversely, 
increasing aridity in other regions is likely to reduce plant growth 
through drying or heat stress31, and to increase the likelihood that 
forest areas are subject to wildfire, which can reduce the long-term 
carbon carrying capacity of landscapes32. Hence, there are com-
peting processes resulting in changes in the potential land carbon 
stock. An analysis based on 13 coupled climate–carbon cycle mod-
els pointed to future climate change reducing the efficiency of the 
Earth system in absorbing anthropogenic carbon emissions, lead-
ing to a larger fraction of anthropogenic CO2 staying airborne 

Table 2 | The sources and calculations for estimated changes of carbon stocks in Fig. 1

(a) Pre-agricultural
Stock Pg C Sources and calculations (references given in parentheses)

Fossil fuel 3,700 Fig. 7.3 (42)
Land 2,700 Fig. 7.3 (42)
Atmosphere 597 Fig. 7.3 (42)
Shallow ocean 900 Fig. 7.3 (42)
Deep ocean 37,100 Fig. 7.3 (42)
(b) Pre-industrial (change from pre-agricultural)
Fossil fuel 0
Land −114

23
Emissions from land clearance (43)
20% taken up by land due to CO2 fertilization effect, 1,000-year timescale (44)

Atmosphere 23 20% of emissions remain in atmosphere, 1,000-year timescale (9,44)
Ocean 68 60% taken up by ocean, 1,000-year timescale (44)
(c) Contemporary (change from pre-industrial)
Fossil fuel −370 IPCC Fossil fuel emissions (42)
Land −148

42
105

Emissions from land clearance (43)
28.5% of land carbon emissions taken up by land due to CO2 fertilization effect, 100-year timescale (46)
28.5% of land carbon emissions taken up by land due to CO2 fertilization effect, 100-year timescale (46)

Atmosphere 64
159

43% of land carbon emissions remain in atmosphere 100-year timescale (45,46)
43% of fossil fuel carbon emissions remain in atmosphere 100-year timescale (45,46)

Ocean 42
105

28.5% of land carbon emissions taken up by ocean, 100-year timescale (46)
28.5% of land carbon emissions taken up by ocean, 100-year timescale (46)

(d) Hypothetical restoration of the land carbon buffer (change from contemporary)
Fossil fuel 0
Land 187 +262 restored to the land (114+148), minus 28.5% reduced CO2 fertilization effect (−75), 100-year 

timescale
Atmosphere −112 –262 removed by land restoration, +75 out-gassed from ocean, +75 reduced CO2 fertilization effect on 

land
Ocean −75 Response of ocean to lowered atmospheric CO2 is out-gassing of 28.5% of 262, 100-yr timescale
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and therefore some amplification of global warming. Despite large 
uncertainties, all models simulated a relative weakening of both the 
land and ocean carbon sinks in the future, warmer climate33.

Policy implications
UNFCCC negotiations are characterized by an extraordinary 
effort to make use of the best available science as reviewed by the 
IPCC. However, the negotiations are a complex political process 
with many interests operating, and as policies are implemented, 
scientific and/or unintended shortcomings in some decisions are 
revealed. These are inevitable given that the attempt to mitigate 
human-forced climate change is a new kind of problem. As incon-
sistencies in policies are revealed they should be seen as part of an 
ongoing process for scientists and negotiators to learn and make 
the necessary improvements.

Parties (that is, countries; including developed and develop-
ing) that are signatories to the UNFCCC report on emissions of 
CO2 due to change (depletion) in carbon stock from different land 
cover types. For this purpose they only report on areas of forests 
identified as ‘managed’ (but in practice these may include areas 
considered largely ‘natural’ — with native species and little or no 
timber removals, for instance). Under the Kyoto Protocol, Annex 
I (developed) countries account for changes in stock between the 
first commitment period (2008 to 2012) and 1990. Under Article 
3.3, parties have to report all afforestation, reforestation and defor-
estation (that is, where there is a change of land use to or from 
forest land to another land class, such as grassland or cropland). 
Under Article 3.4 parties can elect to report changes in stocks on 
areas identified as ‘Forest Management’; that is, it is not manda-
tory. Some countries, Australia for example, opted not to report 
on these emissions.

The implementation of the Kyoto Protocol for forests is prob-
lematic35 as it does not apply a distinction between natural forest 
ecosystems and plantations, nor between primary forest and semi-
natural forests logged for industrial wood production as there is 
technically no change in land cover36. As noted above, clear-felling 
of natural forest for even-aged natural regeneration or plantation37 
results in depletion of the land buffer and significant CO2 emis-
sions38. If forest management is elected, these emissions will be 
captured as change in stock in managed forests between 1990 and 
the commitment period. If it is not elected, the interpretation of 
the rules is that the land remains forest land, and no deforestation 
is deemed to have occurred.

The Durban accounting rules negotiated in 2010 for the second 
commitment period of the Kyoto Protocol (2013 to 2020) are a sig-
nificant improvement and address two key concerns39. Accounting 
for emissions from forest management will be mandatory. 
Accounting for conversion of natural forests to plantation forests 
will be required (although it is not yet clear if this will be reported 
under deforestation or forest management). Furthermore, Parties 
will have to report on how harvesting or forest disturbance that 
is followed by the re-establishment of a forest is distinguished 
from deforestation.

Although future accounting approaches thus represent an 
improvement, there remain concerns that need attention by gov-
ernments when formulating national policies and programs, and 
among business and civil society in promoting voluntary and mar-
ket-based mitigation schemes. If carbon is to be usefully stored 
(on land, in the ocean or in geological repositories), it must remain 
stored not just for 100  years, but for more than 10,000  years. 
This issue of ‘permanence’ is widely recognized in the UNFCCC 
negotiations, but not necessarily on the long timescales involved. 
Indeed it is accepted de facto in many policy contexts that it is 
sufficient to maintain stores for 100 years. For example, Article 87 
of the Australian Government’s Carbon Credits (Carbon Farming 
Initiative) Act 2011 defines the maximum potential relinquishment 

period for an eligible offsets project as 100 years (that is, the time 
period the person holding the carbon credit is responsible for the 
sequestered carbon stock)40.

Voluntary carbon offset markets in operation that are used by 
business including airlines, industrial and energy companies41 
tend to have similar misconceptions of the science. It helps to have 
clarity about the meaning and intention of an ‘offset’. It must be 
recognized that forest conservation can avoid or reduce future car-
bon emissions, but does not in any meaningful sense offset con-
tinuing emissions from other sources. It must also be recognized 
that the capacity of the land buffer to remove and store CO2 from 
the atmosphere is strictly limited. However vigorous the measures 
taken to increase land carbon stocks, their total potential for car-
bon storage is minuscule compared with the stock of fossil fuels 
that could yet be burnt.

Conclusions
On the basis of our review of key scientific issues related to the 
global carbon cycle, the following insights should be considered 
when climate change mitigation polices are being negotiated, 
regulatory frameworks formulated and programmes and projects 
implemented.

As long as the right kinds of land management responses are 
implemented, the land carbon buffer can provide a valuable, 
cost-effective, short-term service in helping to reduce atmCO2, 
and slow the rate of anthropogenic climate change, bringing co-
benefits for biodiversity and sustainable livelihoods, and giving us 
some time to develop a low carbon economy. 

There are strict, environmentally determined limits on the 
maximum amount of carbon that can be restored to land carbon 
stocks, and good reasons why this maximum will not be achieved.  
Sequestering carbon into depleted ecosystem stocks removes CO2 
from the atmosphere and is thus usefully considered as partially 
refilling the buffer that was depleted by human activities. Avoiding 
emissions by protecting high-carbon ecosystems from land-use 
change that depletes their carbon stocks is an important part of a 
comprehensive approach to greenhouse gas mitigation. The miti-
gation value of forests lies not in their present net uptake of CO2, 
but in the longevity of their accumulated carbon stocks.

Consistent with our understanding of the lifetime of the air-
borne fraction of a pulse of CO2, the most effective form of climate 
change mitigation is to avoid carbon emissions from all sources. 
This means that there is no option but to cut fossil fuel emissions 
deeply, and not to continue these emissions under the erroneous 
assumption that they can be offset in the long term by the uptake 
of CO2 in land systems.
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A B S T R A C T

Formal protected areas are a critical conservation measure so long as their tenure is defined and secure and they
are well managed. Protected areas in developed countries are assumed to meet these criteria and therefore have
not attracted the level of attention given to the adequacy of protected areas in developing countries. We in-
vestigate this assumption using as a case study the southern temperate rainforests of Tasmania, Australia. We
examine the extent to which these rainforests are protected from potential exposure to mining, commercial
logging and climate change. We analyse the tenure of Tasmania's rainforests and identify the protected area
categories that prohibit or allow mining or logging. We also model the potential distribution of Nothofagus
cunninghamii, a dominant rainforest canopy tree species, to future climate and compare this with modelled
current and future forest fire danger index. Results showed that 90% of the total area of Tasmanian rainforest
(715,773 ha−1) is in a reserve. However, the area of rainforest in reserves secured from mining and/or com-
mercial logging is only 47% (335,863 ha−1) as 43% (308,897 ha−1) is in a reserve category where these land
uses are permitted. The protected area category with the highest level of protection, prohibiting all mining and
logging, is the Tasmanian Wilderness World Heritage Area which encompasses 325,920 ha−1 of temperate
rainforest. During a recent legislative review, 66,012 ha−1 of rainforest in protected areas was downgraded to a
reserve category that permits logging or mining. A key conservation instrument therefore is the Management
Plan for the World Heritage Area as it overrides land use activities otherwise permitted including the
21,257 ha−1 which is on a State-defined land tenure that allows for logging or mining. Climate change impacts,
as modelled, suggest the main conservation challenges are in maintaining the integrity of the remaining intact
rainforest blocks and better managing ignitions from lightning strikes and arsonists in the coniferous and alpine
rainforests. Allowing structural degradation and fragmentation to intact rainforest blocks will reduce their ca-
pacity to buffer meso-climatic variability and resist fire events thereby undermining their ecosystem integrity.
Noting that Aichi Target 11 includes the requirement that reserves are effectively managed, our case study
highlights that assessing the effectiveness of a reserve system is not necessarily a straightforward matter as
governance systems and regulatory frameworks involve a mix of international obligations, national and sub-
national policies and statutes, along with other agreements, administrative arrangements and plans of man-
agement, which can provide for a range of land use activities and be subject to modification over time.

1. Introduction

For many decades, the clearing and degradation of tropical forests
has been a focus of international concern (Kim et al., 2015). Attracting
less interest has been the plight of the world's remaining temperate
rainforests despite temperate forest being the most cleared of all forest
biomes (Mackey et al., 2015). The world's remaining temperate and

boreal rainforests are restricted to 140,411,000 ha−1 in total area
(Fig. 1). Policy responses to tropical deforestation and degradation
often highlight the lack of well-defined and secure land tenure in de-
veloping countries as a major roadblock to forest protection (Nolte
et al., 2013; Nepstad et al., 2006; Suwarno et al., 2015; Reichl et al.,
2014). It could be assumed that the remnant temperate rainforest in
developed countries must therefore be secured from threatening
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processes including the impacts of mining and commercial logging as
these countries have well defined and legally enforced land tenure ar-
rangements along with established and well managed protected area
networks. However, this assumption warrants empirical verification
given that mining and commercial logging are pervasive in their geo-
graphic distribution and global reach (Reichl et al., 2014; FAO, 2015).
Furthermore, irrespective of land use, natural forests are subjected to
the increasing impacts of a rapidly changing climate and the flow-on
effects to processes with significant ecological implications, especially
altered fire regimes (Fox-Hughes et al., 2014).

The temperate rainforests of the Australian island State of Tasmania
(Fig. 2), have global conservation and natural heritage significance as
defined by the criteria used for assessing outstanding universal value
under the World Heritage Convention (UNESCO, 2016) as they re-
present, among other things, outstanding examples of (1) major stages
of Earth's biological and geological history, (2) ongoing- ecological and
biological processes in the evolution and development of ecosystems;
and (3) contain important and significant natural habitats for in-situ
conservation of biodiversity. Further details about the biodiversity,
natural heritage and conservation values of Tasmania's temperate
rainforests, including the forest occurring within the Tasmanian Wild-
erness World Heritage Area (TWWHA) are provided in Supplementary
Material (A). Note that the core area of the TWWHA was inscribed on
the World Heritage List in 1982 on the basis of all four natural criteria
and three cultural criteria. Documentation of the area's cultural heri-
tage values however remains inadequate and they are not considered
further here (WHC, 2015).

The conservation status of Tasmania's temperate rainforests - in
terms of the degree of protection an area is given from inappropriate
land use activities - depends on the governance arrangements provided
by a complex suite of regulatory mechanisms at international, national
and state levels. It is therefore important to understand precisely what
land uses are or are not permitted by these arrangements and on the
various land tenures encompassed under the broad banner of ‘reserves’.

In this paper we examine the conservations status of temperate
rainforest in Tasmania and the extent to which the protected area
network serves as a barrier to mining and commercial logging and
provides resilience to climate change impacts. Tasmania presents an
appropriate case study as Australia is an economically developed
country (ranked 12th by GDP; World Bank, 2016) with strong land
tenure arrangements, and a well-regarded national reserve system

managed according to IUCN protected area standards (Department of
Environment and Energy, 2016a). Here we assess from a global per-
spective the conservation significance of Tasmania's temperate rain-
forests, review their conservation land tenure and governance ar-
rangements, analyse their exposure to mining and commercial logging,
and evaluate some potential impacts of climate change.

2. Methods and materials

We first assessed at a national level the distribution of the world's
remaining temperate and boreal rainforests and identified the extent to
which they are conserved in a protected area. The source data for these
analyses were: (1) a global map of temperate and boreal rainforests
(DellaSala, 2011); (2) the global protected area database (IUCN and
UNEP-WCMC, 2016); and (3) a global data set of national borders
(Sandvik, 2016).

We identified the multi-level governance arrangements articulated
through legal instruments that influence the tenure and conservation
status of Tasmania's temperate rainforest. We then analysed the extent
to which Tasmania's temperate rainforest, including rare and threa-
tened communities, are conserved in a reserve (i.e. a protected area) as
defined by the Tasmanian Public Land Use Classification system. These
analyses used three publicly available government maintained datasets:
(1) Tasmanian Reserve Estate 2015 (DPIPWE (Department of Primary
Industries, Parks, Water and Environment), 2015) - a digital map of the
reserve system of Tasmania; (1) Tasveg 3.0 (DPIPWE (Department of
Primary Industries, Parks, Water and Environment), 2013) - a com-
prehensive digital map of Tasmanian Vegetation Communities; and (3)
Australian World Heritage Areas maintained by the Commonwealth of
Australia (Department of Environment and Energy, 2015). These GIS-
based spatial statistics and mapping were undertaken using ArcGIS
(ESRI, 2016). The spatial data were filtered to exclude ‘sliver polygons’
at or below 0.05 ha. These data were also used to identify the largest
remaining intact rainforest blocks.

Potential climate change impacts were examined using species dis-
tribution models (SDMs) for Nothofagus cunninghamii, the dominant
Tasmanian rainforest canopy species, along with consideration of a map
of the boundary of the major fire event of 2014–2015 (Bowman, 2016)
and published modelled fire risk projections. The SDMs were calculated
using the Biodiversity and Climate Change Virtual Laboratory (Hallgren
et al., 2016). Details of the data sources and statistical algorithms

Fig. 1. The geographic distribution of the world's remaining temperate and boreal rainforest (data sources: world merge, DellaSala, 2011).
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employed for the SDMs are provided in Supplementary Material (B).

2.1. Tasmanian reserve estate data

The authoritative source for reserve tenure data is the Tasmanian
Reserve Estate database maintained by the Tasmanian Government
(DPIPWE (Department of Primary Industries, Parks, Water and
Environment), 2015). Individual reserves are assigned an IUCN reserve

status where appropriate (Table 1) and there are 22 categories of re-
serves recognized (Table 2). The database also contains a field that
identifies if a reserve is available for mining under the state Mineral
Resources Development Act. In addition, we were able to determine
reserve categories available for logging by reviewing amendments to
the Nature Conservation Act (Government of Tasmania, 2014). How-
ever, the most recently updated version of the database available for
our analyses (i.e. 2015) did not appear to reflect these recent legislative

Fig. 2. The distribution of temperate rainforest in Tasmania. Also mapped is the location of temperate rainforest where the reserve category was changed by the 2013–2014 legislative
review to a category that permits logging or mining. Key: blue - rainforest in a reserve category that permits mining or logging according to State legislation but where these land uses are
prohibited by the Plan of Management for the Tasmanian Wilderness World Heritage Area; green - rainforest in a reserve category that prohibits logging or mining; hatched green -
rainforest in reserve category where mining or logging is permitted; pink is rainforest that is not reserved. (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
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changes (discussed further below). We removed records for categories
‘Informal Reserve on State Forest or Forestry Tas. managed land’ and
‘Future Potential Production Forest’ as the metadata for the spatial layer
indicated these as being problematic. These two classes were separately
analysed and the results added into the final statistics.

The boundary of the TWWHA was obtained and intersected with the
Tasmanian Reserve Estate 2015 data.

2.2. Temperate rainforest data

Spatial data on the distribution of Tasmania's rainforests were de-
rived from Tasveg 3.0 (DPIPWE (Department of Primary Industries,
Parks, Water and Environment), 2013), which employs the rainforest
typology of Kitchener and Harris (2013). This data set largely uses the
original forest mapping produced for the Regional Forest Agreement
(Department of Agriculture and Water Resources, 2016) but has sig-
nificantly expanded the number of classes. All Rainforest records were
selected from Tasveg 3.0 using the field VEG_GROUP with the value
‘Rainforest and related scrub’. There is a third possible outcome for
mining access identified in the data ‘Available under the MRDA but not
available under administrative arrangements’. Areas with IUCN pro-
tected area categories not consistent with their legal status as regional
reserves and conservation areas were selected and summarised. The
selected data (conservation tenure polygons and rainforest polygons)
were then spatially analysed using the ‘union’ function in ArcGIS.
Rainforest polygons with no assigned reserve tenure attribute were used
to determine the remaining area of unprotected rainforest.

3. Results

3.1. Global context

The country-level distribution of global temperate and boreal rain-
forest is detailed in Supplementary Material (C) Table 1. Unlike tropical
rainforest, only around 12% of temperate and boreal rainforest is found
in developing countries with the majority in the E.U., G20, or eco-
nomically developed countries such as New Zealand. Of the world's
140,410,200 ha−1 of temperate and boreal rainforest, around
19,000,000 ha−1 (14%) is in the southern hemisphere with
1,119,900 ha−1 being found in Australia and 325,900 ha−1 in Tas-
mania. Around 16% of global temperate and boreal rainforest is con-
served within a protected area. The percentage of national temperate
and boreal rainforest in protected areas varies at a national level
from< 1–70%, with Australia's percentage around 65%.

3.2. Tasmanian rainforest conservation tenure

Three levels of governance (international, national and state) as
well as joint national-state government agreements influence the tenure
and conservation status of Tasmania's temperate rainforest (Fig. 3).
These governance instruments confer different kinds of legal obliga-
tions, duties and responsibilities regarding forest conservation on gov-
ernments and their agencies, as well as private and customary land
owner, managers and stewards.

The Australian Government reports the conservation status of its
National Reserve System (NRS) using the IUCN protected area cate-
gories which classify protected areas according to their management
objectives and is the accepted global standard (Supplementary material
(C) Table 2) (Department of Environment and Energy, 2016b). Some
44.9% of Tasmania's land area (684,013,300 ha−1) is a protected area
recognized by the NRS, including the Tasmanian Wilderness World
Heritage Area (TWWHA) which covers 1,584,000 ha−1, with
1,341,336 ha−1 (20%) in IUCN category IB reserves and 846,393 ha−1

(12%) in category VI (Table 1).

Table 1
Terrestrial Protected Areas by IUCN Category in Tasmania (Source: Department of
Environment and Energy, 2014) (columns a–d). Also shown is the area of rainforest in
each of the IUCN protected area categories that was downgraded during the 2013–2014
legislative review to a reserve category that permits logging or mining (column e).

IUCN
protected
area
category

(a)
Number
of
reserves

(b)
Area (ha−1)

(c)
% of PA

(d)
% of TAS

(e)
Area (ha−1) of
rainforest in
downgraded
reserves

IA 75 122,014 4.05 1.78
IB 6 1,341,336 44.48 19.61 536
II 38 236,916 7.86 3.46 894
III 64 29,740 0.99 0.43 8945
IV 891 302,775 10.04 4.43 56,536
I–IV total 1,074 2,032,782 67.41 29.72
NA 3 355 0.01 0.01
V 220 136,177 4.52 1.99
VI 227 846,393 28.07 12.37
V–VI total 447 982,570 32.58 14.36
Total 1,524 3,015,707 100 44.1 66,912
Area of Tasmania 6,840,133

Table 2
The allocation of Tasmanian temperate rainforest to reserve classes and whether that class
permits (Y) or (prohibits (N) logging (a) or mining (b). Column (c) indicates the area of
forest in that tenure class and column (d) the percentage of the total area of Tasmanian
rainforest. ‘WHA’ indicates tenure class within the Tasmanian Wilderness World Heritage
Area.

Tenure classes (a) Logging (b) Mining (c) Ha−1 (d) %

Conservation Area Y Y 56,559
Conservation Area WHA N N 13,436
Conservation Covenant (NCA) N Y 1,064
Conservation Covenant (NCA)

WHA
N N 1

Future Potential Production Forest Y Y 66,727
Future Potential Production Forest

WHA
N N 1,656

Game Reserve N N 0
Historic Site N N 2,014
Informal Reserve on land managed

for forestry and other uses by
Tasmanian Government
agencies

N Y 17,485

Informal Reserve on other public
land

N Y 179

Indigenous Protected Area N N 0
Management Agreement N Y 50
National Park N N 311,227
Nature Recreation Area N Y 19,173
Nature Recreation Area WHA N N 2
Nature Reserve N N 147
Other Private Reserve N Y 6,168
Part 5 Agreement (Meander Dam

Offset)
N Y 0

Private Nature Reserve and
Conservation Covenant (NCA)

N N 41

Private land WHA N N 157
Private Sanctuary N N 0
Public authority land WHA N N 139
Regional Reserve Y Y 139,478
Regional Reserve WHA N N 5,867
State Reserve N N 3,190
Stewardship Agreement N Y 0
Wellington Park N N 0
All other categories of non-reserve

tenure on public and private
land

Y Y 71,013

Total rainforest all tenures 715,773
Rainforest in reserves 644,760 90
Rainforest in reserves secured from

mining and/or logging
335,863 47

Rainforest in reserves unsecured
from mining and/or mining

308,897 43

Rainforest found within WHA 325,920
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Australia's native forests have been subject to various assessments
aimed at resolving conflict between conservation and pro-logging ad-
vocates with the most significant being the Regional Forest Agreements
(RFA) between the Australian Government and the respective State
Governments. While all of Tasmania was treated as a single region by
the RFA processes, seven temperate rainforest communities were re-
cognized and mapped (Department of Agriculture and Water Resources,
2016; Department of Environment and Energy, 2011; Department of
Agriculture, 2013).

Tasmania has a complex Public Land Use Classification system that
was formerly adopted in parallel with the RFA, which recognizes three
broad types of reserves: (1) Formal Reserves; (2) Informal Reserves; and
(3) Values Managed by prescription. The term Formal Reserves is used
in Tasmania to describe the following reserve categories:

(a) Dedicated Reserves - national park; state reserve; game reserve;
nature reserve; historic site and forest reserves not subject to the
Mineral Resources Development Act 1995 (Tas); and

(b) Other Formal Reserves available for mining and mineral explora-
tion - forest reserves subject to the Mineral Resources Development
Act 1995 (Tas); conservation area; nature recreation area; managed
natural area/regional reserve; public reserve.

Informal Reserves are on land managed for forestry and other uses
by Tasmanian Government agencies including State Forest managed by
Forestry Tasmania, which is a Tasmanian Government Business
Enterprise responsible under State legislation for sustainably managing
approximately 800,000 ha−1 of public production forest (Forestry
Tasmania, 2016).

A further conservation governance overlay exists in the form of the

Management Plan for the TWWHA that has strict management re-
quirements to ensure the integrity of the outstanding universal value for
which the area is listed.

3.3. Amendments to state legislation

Since the RFA was signed there have been significant changes made
to the reserve classes in Tasmania. In particular, additional rainforest
reserves were declared in 2005 and amendments made to State legis-
lation during 2013–2014. Schedule 1 of the State Nature Conservation
Act (Government of Tasmania, 2014) was amended to redefine the
purpose of the two large reserve classes of ‘Conservation Areas’ and
‘Regional Reserves’. Conservation Areas were defined as having the
purpose of: ‘The protection and maintenance of the natural and cultural
values of the area of land and the sustainable use of the natural re-
sources of that area of land including special species timber harvesting’.
The purpose of Regional Reserves was defined as: ‘Mineral exploration
and the development of mineral deposits in the area of land, and the
controlled use of other natural resources of that area of land, including
special species timber harvesting, while protecting and maintaining the
natural and cultural values of that area of land’. Both revised definitions
therefore include mineral exploration, mining and commercial logging
as permissible land use activities. Furthermore, the reserve status of
certain rainforest areas was altered by changing their reserve category
to one that now permits mining or logging.

The data analysis revealed that Tasmania has 715,773 ha of tem-
perate rainforest which represents approximately 14% of the area of
native vegetation in Tasmania. Table 2 details the area of Tasmania
rainforest falling within each reserve class. We also indicate whether
each reserve class does allow (Y) or prohibits (N) logging or mining. A

Fig. 3. A flow diagram showing the principle regulatory instruments that influence the tenure and conservation status of Tasmania's temperate rainforests and the multiple levels of
governance involved.
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total area of 308,897 ha−1 (43%) of Tasmania's temperate rainforest is
in reserves but in categories that allow logging or mining, while there is
335,863 ha−1 (47%) of rainforest in reserve categories where mining
and commercial logging are prohibited.

Fig. 2 shows the location of those rainforests that had their level of
protection downgraded through the amendments to state legislation so
that logging or mining are now permitted. Table 1 details for each re-
serve category the area of rainforest that was transferred to a category
that permits logging or mining. Table 2 also details the distribution of
temperate rainforest across the different land tenures encompassed by
the TWWHA and whether the category of tenure does (Y) or does not
(N) permit logging or mining. Some 7% of rainforest within TWWHA is
on tenure that allows mining or logging.

Supplementary Material (C) Table 3 details the reserve category of
formally listed rare and threatened Tasmanian temperate rainforest
types. In summary, the results show that of the 54,453 ha−1 of rare and
threatened types, 41,177 ha−1 (76%) is in a reserve category that
provides protection from mining and logging while 13,207 ha−1 is in a
reserve category where logging and mining are permitted.

3.4. Species distribution models and projected fire danger index

The results for the SDMs, including model diagnostics and com-
parative model outputs, are provided in Supplementary Material (B).
The current and projected future potential climatic domain of N. cun-
ninghamii and a visual comparison with modelled current and future
Forest Fires Danger Index (FFDI) are shown in Supplementary Material
(B) Figs. 3 and 4. The current potential climatic domain of N. cun-
nighamii appears to be spatially correlated with relatively lower FFDI
values and does not seem to shift significantly under the climate change
projected for 2085. Furthermore, the projected FFDI, while pointing to
an overall increase in FFDI by 2080+, appears to remain within the
range and geographic area currently correlated with N. cunninghamii.

3.5. Intact rainforest blocks and major fire event

The GIS analysis identified the 13 largest intact rainforest blocks as
detailed in Table 3 and mapped in Fig. 4. Also shown in Fig. 4 is the
footprint of a major fire event in the summer of 2015–2016. Data and
methods are detailed in Supplementary material (D). The results sug-
gest that these large rainforest blocks were minimally impacted by the
fire event.

4. Discussion

4.1. Global context

The southern hemisphere temperate rainforests have an evolu-
tionary and biogeographic history that is different from northern tem-
perate and boreal rainforests. Among the southern elements, the unique
history of Tasmania's temperate rainforest has resulted in its biodi-
versity being characterised by shared Gondwanic affinities, speciation
from post-Gondwanic dispersal and a high level of endemism; see
Supplementary material (A). Thus, their conservation value is dis-
tinctive in relation to both their northern and southern affiliates.

In the face of catastrophic declines in large intact natural landscapes
(Watson et al., 2016), protected areas remain one of the most important
mechanisms for achieving enduring conservation outcomes
(Lopoukhine et al., 2012; Sloan and Sayer, 2015). The efficacy of pro-
tected areas has been enhanced through the widespread acceptance of
IUCN Protected Area categories and associated management guidelines.
IUCN policy promotes all categories of protected areas as ‘no-go’ areas
for environmentally damaging industrial activities and infrastructure
development (IUCN, 2016a), and World Heritage Convention policy
prohibits extractive industries within World Heritage properties (WHC,
2013) and specifically mining and commercial logging in the Tasma-
nian Wilderness World Heritage Area (WHC, 2015).

The IUCN management categories however, are only guidelines and
national and their subsidiary governments are under no legal obligation
to follow them. Thus, there is a loophole here that governments can
exploit by shifting the category of reserve or changing the definition a
reserve category, to, in effect, downgrade the level of protection
through either a liberal interpretation of category VI (which allows for
the “sustainable use of natural resources” where this is a “means to
achieve nature conservation”) or by simply ignoring the IUCN guide-
lines. All the RFA reserves excluded logging at the time of the agree-
ment while a number still allowed for mining exploration and mining.
Thus, the changes made by the Tasmanian Government to downgrade
the status of 66,912 ha−1 of rainforest (Table 1) were undertaken
unilaterally and independently of the RFA commitments. We could find
no documentation that provides a conservation justification for this
change.

5. World Heritage regulatory regime

In Australia, the management of World Heritage areas, other than
those which are on Commonwealth land, is largely consigned to the
State governments. The Tasmanian Wilderness World Heritage Area
Management Plan 2016 was made by the Tasmanian government pur-
suant to the National Parks and Reserves Management Act 2002 (Tas).
Although, confusingly, not all the land encompassed within the
Tasmanian Wilderness World Heritage area is subject to the
Management Plan due to a variety of land tenures, most of the area does
consist of reserved land under this Act and hence is subject to the Plan.
The Plan incorporates a Strategic Management Statement, which sets
out the intended management arrangements for these additional areas
of land not reserved under the Act. Importantly, the Statement is merely
a policy statement and not legally binding.

The Tasmanian Wilderness World Heritage area is managed pur-
suant to a partnership arrangement between the Tasmanian govern-
ment and the Commonwealth government (DPIPWE (Department of
Primary Industries, Parks, Water and Environment), 2016). The role of
the Commonwealth government in relation to the management of
World Heritage areas in Australia requires a little more elucidation. The
Commonwealth government has distinct responsibilities at the inter-
national level due to its ratification in August 1974 of the UNESCO
Convention for the Protection of the World Cultural and Natural Heri-
tage (‘World Heritage Convention’), under which it is obliged to protect
and conserve World Heritage areas for the benefit of both current and

Table 3
The name, I.D. for Map 3, and area of intact rainforest blocks. Eastern Tasmanian intact
rainforest blocks were identified using a smaller threshold as the rainforest here is re-
lictual.

Block name Map I.D. ha−1

Western Tasmania Intact Rainforest Blocks
King William Range 6 14,754
Sumac 2 15,005
Gordon River 5 16,683
Mt Cripps 4 17,182
Spero_Wanderer 7 24,460
Meredith 3 40,034
South Coast Rainforest 9 40,333
Olga River 8 44,020
Savage_Pieman 1 84,994

Eastern Tasmania Intact Rainforest Blocks
South Maurice 13 2,442
Rattler Range 12 3,122
Mt Maurice 11 3,393
Blue Tier 10 4,000

B. Mackey et al. Biological Conservation 215 (2017) 19–29

24



future generations. Australian State governments, which are not parties
to the Convention, do not have the same international obligations and
responsibilities and from time to time they have adopted a quite dif-
ferent approach to World Heritage areas. Yet the Commonwealth gov-
ernment has not consistently intervened when State governments have
instigated policies or made legislation or delegated legislation which
contributes to the degradation of World Heritage areas rather than to

their protection and conservation. It was not until 1983 that the
Commonwealth enacted the World Heritage (Western Tasmanian
Wilderness) Regulations under section 69 of the National Parks and
Wildlife Conservation Act 1975 (Cth) and the World Heritage Properties
Conservation Act 1983 (Cth). The World Heritage Properties Con-
servation Act did not provide for comprehensive protection of World
Heritage areas (Peel, 1998) and nor does the Environment Protection

Fig. 4. Location and area of Intact Rainforest Blocks. For key to block numbers see Table 3. Also mapped is the extent of the major fire event during the summer of 2015–16.
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and Biodiversity Conservation Act 1999 (Cth), which replaced it.
Under the current Act, World Heritage areas are listed as a matter of

national environmental significance and thereby activities which will or
are likely to have a significant impact on the World Heritage values of
declared World Heritage areas are controlled actions which must be
assessed and approved by the relevant Commonwealth Minister (sec-
tion 12 Environment Protection and Biodiversity Conservation Act
1999 (Cth)). Importantly, controlled actions can occur either within the
World Heritage area or outside the area (Booth v Bosworth (2001) 114
FCR 39; [2001] FCA 1453) and thus logging activities outside the Tas-
manian Wilderness World Heritage Area which have a significant im-
pact on the World Heritage values of the area, such as activities which
jeopardise the threatened species which make up part of the genetic
diversity of the area, would be controlled actions unless taking place in
accordance with the Tasmanian Regional Forest Agreement 1997
(section 38 Environment Protection and Biodiversity Conservation Act
1999 (Cth); Forestry Tasmania v Brown (2007) 167 FCR 34; [2007]
FCAFC 186). The assessment and approval requirements under the
Environment Protection and Biodiversity Conservation Act are also
triggered by the inclusion of the area on the National Heritage list
(section 15B Environment Protection and Biodiversity Conservation
Act).

Under section 137 of the Act, in deciding whether to approve a
controlled action, the Minister must not act inconsistently with
Australia's obligations under the World Heritage Convention or with the
Australian World Heritage management principles in Schedule 5 of the
Environment Protection and Biodiversity Conservation Regulations
2000 (Cth). The precise ambit of section 137 is unclear; raised as a
ground of argument in the recent challenge by the Australian
Conservation Foundation to the federal government's approval of the
Carmichael mine (Australian Conservation Foundation Incorporated v
Minister for the Environment (2016) FCA 1042), the judge held that the
Articles of the World Heritage Convention ‘give considerable latitude to
State Parties as to the precise actions they may take to implement their
“obligations”’ (paragraph 199) and that in this instance the statutory
prohibition had not been breached. This decision was upheld on appeal
(Australian Conservation Foundation Incorporated v Minister for the
Environment and Energy (2017) FCAFC 134). Moreover, the protective
impact of the statutory requirements is diluted by the amount of dis-
cretionary decision-making power vested in the Minister in relation to
whether a referred action requires approval under the Act and the level
of assessment required, and provision under Part 5 of the Act for the
delegation of these powers to the State governments through bilateral
agreements (section 29 Environment Protection and Biodiversity Con-
servation Act 1999 (Cth)). However, while assessment bilateral agree-
ments are in place, the delegation of approval powers to the State
governments has not yet occurred.

Significantly, the Commonwealth adopts a cooperative approach in
relation to management of World Heritage areas and there is no stat-
utory obligation on the part of the Commonwealth to ensure com-
pliance with the provisions of the World Heritage Convention in rela-
tion to management regimes. Instead, under section 321 of the
Environment Protection and Biodiversity Conservation Act, the
Commonwealth ‘must use its best endeavours to ensure a plan for
managing the property in a way that is not inconsistent with Australia's
obligations under the World Heritage Convention or the Australian
World Heritage management principles is prepared and implemented in
co-operation with the State or Territory.’ This section cannot be con-
sidered an expression of the Commonwealth government's undoubted
constitutional power1 to intervene through legislation in order to
overrule or invalidate State legislation, and hence management plans

made pursuant to State legislation, which are inconsistent with its ob-
ligations under the World Heritage Convention. Therefore, under the
current legislative regime, management plans created by State gov-
ernments can, once the Commonwealth government has used its ‘best
endeavours’, permit activities which significantly degrade World Heri-
tage areas. However, such activities would be subject to the assessment
and approval requirements under the Environment Protection and
Biodiversity Conservation Act already discussed.

The likelihood of management plans which jeopardise the World
Heritage values of World Heritage areas is reduced when there are joint
funding arrangements for management of the area in place (Australian
World Heritage Intergovernmental Agreement 2009, clause 3.6.4), as is
the case with the TWWHA. Furthermore, the States have agreed to
support the Commonwealth in meeting its obligations under the World
Heritage Convention and to ensure that appropriate legislation and
processes are in place in order to assist the Commonwealth in meeting
these obligations (Australian World Heritage Intergovernmental
Agreement 2009, clause 4.4(a)). They have also agreed to manage
World Heritage areas in accordance with the Australian World Heritage
Management principles (Australian World Heritage Intergovernmental
Agreement 2009, clause 4.4(a)). These principles include a requirement
for management of World Heritage areas such that ‘the integrity and
authenticity of the property at the time of inscription are maintained or
enhanced.’ (Australian World Heritage Intergovernmental Agreement
2009, clause 6.2).

The preferred co-operative approach of the Commonwealth to
World Heritage area management is apparent in the current Australian
World Heritage Intergovernmental Agreement, signed by the State and
Commonwealth governments in 2009. This agreement carries political
clout but is not directly enforceable. As set out in clause 3.5 of that
agreement, the Commonwealth's role in relation to management of
World Heritage areas is largely an advisory one. The agreement does
not require the States to provide the Commonwealth with a copy of a
draft management plan before it is made. In practice, Tasmania did
adopt this course of action in respect of the 2016 Management Plan.
Furthermore, there is no stated requirement or obligation for the
Commonwealth government to review or oversee draft management
plans for World Heritage areas. Instead, the Commonwealth is required
to ‘seek written assurance from the States that their World Heritage
property management systems and/or management plans, meet the
requirements under the Australian World Heritage Management
Principles’ (Australian World Heritage Intergovernmental Agreement
2009, clause 3.5(d)). It is debatable as to whether or not this agreed
course of action, of itself, complies with the statutory requirement
discussed above for the Commonwealth to ‘use its best endeavours’ to
ensure that management plans comply with these principles.

5.1. Comprehensiveness of rainforest conservation tenure

The Tasmanian RFA established a comprehensive, representative
and adequate reserve system to protect forest according to an explicit
set of conservation targets. The current international standard for
protected area coverage is the Aichi Biodiversity Target 11 (CBD
(Convention on Biodiversity), 2010): by 2020, at least 17% of terrestrial
areas, especially areas of particular importance for biodiversity and
ecosystem services, are conserved through protected areas. Of Aus-
tralia's 1,119,900 ha-1-1 of temperate rainforest, around 64% is in a
protected area (Supplementary Material (C) Table 1). The area of
rainforest in all tenures in Tasmania is 715,773 ha−1, the area of
Tasmania rainforest in reserves subject to a land tenure available for
logging or mining is 308,897 ha−1 while the area of Tasmanian
rainforest protected from logging and mining is 335,863 ha−1
(Table 2).

Thus, around 47% of Tasmania's extant temperate rainforest is
protected under the equivalent of IUCN Protected Area categories I-IV.
When the estimated loss of pre-European rainforest cover is taken into

1 Such Commonwealth legislation can be enacted pursuant to the external affairs head
of power, section 51(xxix) of the Australian Constitution. If the Commonwealth Act is
inconsistent with existing State legislation, the State legislation is invalid pursuant to
section 109 of the Australian Constitution.
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account (TPLUC (Tasmanian Public Land Use Commission), 1996), the
proportion protected is reduced to around 42%. This exceeds the Aichi
Target 11 minimum of 17% but is below the 50% target recommended
by conservation science (Noss et al., 2011) and the 60% Regional Forest
Agreement target for old growth (JANIS, 1997). The question arises
therefore as to where 42% is sufficient or if the case can be made for a
higher level of protection?

5.2. Ecosystem integrity, climate change and land use

Tasmania's temperate rainforests have globally unique character-
istics with a high level of endemism, encompassing a diversity of
rainforest communities and occupying a geographically restricted cli-
matic domain. Their restricted potential climatic domain is projected to
persist this century in response to climate change (Supplementary
material (B) Fig. 4) and their ecosystem integrity should also persist in
the absence of land use activities that cause structural degradation and
fragmentation. Of particular importance are the 13 remaining Intact
Rainforest Blocks that were not significantly impacted by the major fire
event of the summer of 2015–2016 (Fig. 4).

Various land use activities and infrastructure developments, in-
cluding logging and roads, impact on forest canopies altering micro-
climate conditions. These impacts reduce the capacity of a forest eco-
system to resist fire events and buffer the impacts of temperature
extremes and drought. Human disturbed forest canopies have higher
daytime shortwave radiation, temperature, and wind speed, and their
capacity to buffer and stabilise microclimatic is further reduced by edge
effects in disturbed and fragments forests that can extend over 400 m in
temperate forests (Chen et al., 1999). Field increases in air and soil
temperatures created by forest clearing are comparable to end-of-cen-
tury climate change projections: canopy clearing and degradation has
been shown to increase surface radiation by a factor of five and vapour
pressure deficit by around two (de Freitas and Enright, 1995).

Undisturbed rainforest is normally highly resistant to fire because of
low fuel loads, low energy content and high humidity even during
drought (Siegert et al., 2001; Wood et al., 2014). They are also char-
acterised by understory and ground cover plant species such as tree
ferns and moss that are characteristic of wet forests and which further
limit light penetration, increase water retention and strengthen fire
resistance (Taylor et al., 2014, Ough, 2001; Lindenmayer et al., 2009;
Lindenmayer et al., 2000). Ongoing and intensive logging, interacting
with climatic factors, can lead to landscape traps and stabilised de-
graded forest states (Lindenmayer et al., 2011). Studies in both tropical
(Siegert et al., 2001; Holdsworth and Uhl, 1997; Cochrane et al., 1999)
and temperate forests (Taylor et al., 2014; Price and Bradstock, 2012;
Thompson et al., 2007) provide evidence that unlogged and old growth
forests are more resistant to fire events than logged, fragmented and
degraded forests.

An intact rainforest landscape is essential for maintenance of the
forest climate itself: intact rainforest blocks to a significant degree
create and maintain the habitat for their forest-dependent biota (Shukla
et al., 1990; Baker, 1992). The stability of rainforest to resist fire and
buffer weather extremes is a function of size with larger blocks con-
taining more forest interior microclimate and greater resilience and
buffering capacity. It follows that the size of protected areas should be
sufficient to maintain the processes that generate and sustain the
rainforest interior's microclimate, its self-regenerating properties and to
absorb the impacts of natural disturbances.

An additional reason to protect all extant Tasmanian temperate
rainforest is the climate change mitigation benefits from securing their
ecosystem carbon stocks. The total biomass carbon stock of Tasmania's
temperate rainforest is around 211,153,035 t C; based on the total area
of Tasmanian rainforests (Table 2) and an indicative density of
295 t C ha−1 from May et al. (2012). This estimate is simply indicative
as it assumes, inter alia, that all the rainforest has the same mean
carbon density. The CO2 emissions from their hypothetical complete

deforestation would be equivalent to ~1.4 years of Australia's annual
CO2-e emissions (Australian Government, 2016), illustrating the po-
tential mitigation value from avoiding emissions through temperate
rainforest protection.

5.3. Ecosystem dynamics

A further consideration is the ecosystem dynamics between
Tasmania's temperate rainforests and other vegetation types. These
rainforests occur in a landscape mosaic that can comprise moorland,
sclerophyll scrub, wet sclerophyll eucalypt forest, and mixed forest
(Wood et al., 2010). Mixed forest are rainforest with a eucalypt
overstory or rainforest with giant eucalypt emergents. There is ongoing
scientific debate as to whether mixed forests should be classified as
rainforests, communities transitional to rainforest or as a separate ve-
getation community (Tng et al., 2012). Two contrasting theories have
been invoked to address this question (Williams, 2012). First, the relay
floristic relay theory predicts that the forest will progress over time -
largely as a function of time since fire - from wet sclerophyll forest, to
mixed forests, and then rainforest, (Kirkpatrick and DellaSala, 2011).
However, this sequence would take a long time given that in mixed
forests, eucalyptus emergents can grow to over 100 m in height and live
to at least 500 years of age, and the dominant rainforest species have
been recorded as spanning 750–2000 years of age (Wood et al., 2010;
Read and Hill, 1988). The other theory invokes ‘alternative stable
states’ where due to ecological feedbacks, an ecosystem displays resi-
lience to external perturbations such as fire and therefore tends to re-
main in one of the set of possible states (Wood and Bowman, 2012;
Williams, 2012).

The management implications are similar for both theories: the
conservation of Tasmanian temperate rainforest should be considered
in the context of the broader landscape and vegetation mosaic within
which they occur. The appropriate context therefore when considering
the future management of the Savage Pieman Intact Rainforest Block
(~85,000 ha−1) (Table 3, Fig. 4) and whether or not it should be made
a protected area, is the larger landscape mosaic known as the Tarkine
(Kirkpatrick and DellaSala, 2011).

Given projected climate change, our analyses suggest that the large
temperature rainforest blocks may be relatively stable and thus function
as refugia (Keppel et al., 2011). While extensive areas of mixed forest
and wet sclerophyll forest are also relatively fire resistant (Taylor et al.,
2014), the ecosystem dynamics of these landscape mosaics could be
altered under future climatic conditions in ways that impact on the
perimeters of rainforest blocks. A re-framing of heritage values and
amendments to the Management Plan might become necessary to take
such impacts into account if they eventuate (Wardell-Johnson et al.,
2015).

6. Conclusions

Conservation planning should focus be on what is needed to pro-
mote ecosystem integrity and reduce the risk of species loss in the face
of climate change impacts, including altered fire regimes, and in-
creasing land use pressure. The 2015–2016 fires primarily impacted the
coniferous and alpine rainforests types, leaving relatively untouched
the large intact rainforest blocks of Nothofagus ecosystems. The main
conservation challenges, therefore, are in both maintaining the in-
tegrity of these intact rainforest blocks and better managing ignitions
from lightning strikes and arsonists in the coniferous and alpine rain-
forests.

The consequences of allowing ongoing degradation and fragmen-
tation to intact rainforest blocks are clear: their capacity to buffer meso-
climatic variability and resist fire events is reduced and their ecosystem
integrity is undermined leading to loss of an otherwise stable system
state. Considering also their established biodiversity, natural heritage
and mitigation values, a defensible case in conservation science can be
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made for including all currently unreserved intact rainforest blocks in a
protected area equivalent to IUCN categories I-IV.

Tasmania's temperate rainforests are protected through an array of
overlapping conservation overlays and regulatory arrangements. The
plethora of statutory reserve categories in Tasmania hides a range of
permissible land uses and their definitions are subject to legislative
revisions. Not all reserve categories are equal as some afford more
protection than others. Of particular significance is the TWWHA
Management Plan which provides a high level of protection for the
temperate rainforest found within its boundary, including the forest on
State-defined land tenure that allows for logging or mining. The
TWWHA Management Plan does not allow mining or logging anywhere
within the World Heritage Area, a position reinforced by a report pre-
pared for the World Heritage Committee by ICOMOS and IUCN (2015).

The Australian Government's commitments under the World
Heritage Convention provide a conservation management overlay that
ensures the highest level of protection. In Tasmania, only World
Heritage listing appears to confer the level of security of tenure capable
of maintaining the remaining intact forest blocks into the future. While
protected areas in developing countries such as China face significant
human population pressures (Xu et al., 2016), the demand in developed
countries for access to land and resources means that the conservation
status of reserves cannot be taken for granted in any country, whether
rich or poor.

Appendix A. Supplementary material A-D

Supplementary data to this article can be found online at http://dx.
doi.org/10.1016/j.biocon.2017.08.032.
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A B S T R A C T

Formal protected areas are a critical conservation measure so long as their tenure is defined and secure and they
are well managed. Protected areas in developed countries are assumed to meet these criteria and therefore have
not attracted the level of attention given to the adequacy of protected areas in developing countries. We in-
vestigate this assumption using as a case study the southern temperate rainforests of Tasmania, Australia. We
examine the extent to which these rainforests are protected from potential exposure to mining, commercial
logging and climate change. We analyse the tenure of Tasmania's rainforests and identify the protected area
categories that prohibit or allow mining or logging. We also model the potential distribution of Nothofagus
cunninghamii, a dominant rainforest canopy tree species, to future climate and compare this with modelled
current and future forest fire danger index. Results showed that 90% of the total area of Tasmanian rainforest
(715,773 ha−1) is in a reserve. However, the area of rainforest in reserves secured from mining and/or com-
mercial logging is only 47% (335,863 ha−1) as 43% (308,897 ha−1) is in a reserve category where these land
uses are permitted. The protected area category with the highest level of protection, prohibiting all mining and
logging, is the Tasmanian Wilderness World Heritage Area which encompasses 325,920 ha−1 of temperate
rainforest. During a recent legislative review, 66,012 ha−1 of rainforest in protected areas was downgraded to a
reserve category that permits logging or mining. A key conservation instrument therefore is the Management
Plan for the World Heritage Area as it overrides land use activities otherwise permitted including the
21,257 ha−1 which is on a State-defined land tenure that allows for logging or mining. Climate change impacts,
as modelled, suggest the main conservation challenges are in maintaining the integrity of the remaining intact
rainforest blocks and better managing ignitions from lightning strikes and arsonists in the coniferous and alpine
rainforests. Allowing structural degradation and fragmentation to intact rainforest blocks will reduce their ca-
pacity to buffer meso-climatic variability and resist fire events thereby undermining their ecosystem integrity.
Noting that Aichi Target 11 includes the requirement that reserves are effectively managed, our case study
highlights that assessing the effectiveness of a reserve system is not necessarily a straightforward matter as
governance systems and regulatory frameworks involve a mix of international obligations, national and sub-
national policies and statutes, along with other agreements, administrative arrangements and plans of man-
agement, which can provide for a range of land use activities and be subject to modification over time.

1. Introduction

For many decades, the clearing and degradation of tropical forests
has been a focus of international concern (Kim et al., 2015). Attracting
less interest has been the plight of the world's remaining temperate
rainforests despite temperate forest being the most cleared of all forest
biomes (Mackey et al., 2015). The world's remaining temperate and

boreal rainforests are restricted to 140,411,000 ha−1 in total area
(Fig. 1). Policy responses to tropical deforestation and degradation
often highlight the lack of well-defined and secure land tenure in de-
veloping countries as a major roadblock to forest protection (Nolte
et al., 2013; Nepstad et al., 2006; Suwarno et al., 2015; Reichl et al.,
2014). It could be assumed that the remnant temperate rainforest in
developed countries must therefore be secured from threatening
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processes including the impacts of mining and commercial logging as
these countries have well defined and legally enforced land tenure ar-
rangements along with established and well managed protected area
networks. However, this assumption warrants empirical verification
given that mining and commercial logging are pervasive in their geo-
graphic distribution and global reach (Reichl et al., 2014; FAO, 2015).
Furthermore, irrespective of land use, natural forests are subjected to
the increasing impacts of a rapidly changing climate and the flow-on
effects to processes with significant ecological implications, especially
altered fire regimes (Fox-Hughes et al., 2014).

The temperate rainforests of the Australian island State of Tasmania
(Fig. 2), have global conservation and natural heritage significance as
defined by the criteria used for assessing outstanding universal value
under the World Heritage Convention (UNESCO, 2016) as they re-
present, among other things, outstanding examples of (1) major stages
of Earth's biological and geological history, (2) ongoing- ecological and
biological processes in the evolution and development of ecosystems;
and (3) contain important and significant natural habitats for in-situ
conservation of biodiversity. Further details about the biodiversity,
natural heritage and conservation values of Tasmania's temperate
rainforests, including the forest occurring within the Tasmanian Wild-
erness World Heritage Area (TWWHA) are provided in Supplementary
Material (A). Note that the core area of the TWWHA was inscribed on
the World Heritage List in 1982 on the basis of all four natural criteria
and three cultural criteria. Documentation of the area's cultural heri-
tage values however remains inadequate and they are not considered
further here (WHC, 2015).

The conservation status of Tasmania's temperate rainforests - in
terms of the degree of protection an area is given from inappropriate
land use activities - depends on the governance arrangements provided
by a complex suite of regulatory mechanisms at international, national
and state levels. It is therefore important to understand precisely what
land uses are or are not permitted by these arrangements and on the
various land tenures encompassed under the broad banner of ‘reserves’.

In this paper we examine the conservations status of temperate
rainforest in Tasmania and the extent to which the protected area
network serves as a barrier to mining and commercial logging and
provides resilience to climate change impacts. Tasmania presents an
appropriate case study as Australia is an economically developed
country (ranked 12th by GDP; World Bank, 2016) with strong land
tenure arrangements, and a well-regarded national reserve system

managed according to IUCN protected area standards (Department of
Environment and Energy, 2016a). Here we assess from a global per-
spective the conservation significance of Tasmania's temperate rain-
forests, review their conservation land tenure and governance ar-
rangements, analyse their exposure to mining and commercial logging,
and evaluate some potential impacts of climate change.

2. Methods and materials

We first assessed at a national level the distribution of the world's
remaining temperate and boreal rainforests and identified the extent to
which they are conserved in a protected area. The source data for these
analyses were: (1) a global map of temperate and boreal rainforests
(DellaSala, 2011); (2) the global protected area database (IUCN and
UNEP-WCMC, 2016); and (3) a global data set of national borders
(Sandvik, 2016).

We identified the multi-level governance arrangements articulated
through legal instruments that influence the tenure and conservation
status of Tasmania's temperate rainforest. We then analysed the extent
to which Tasmania's temperate rainforest, including rare and threa-
tened communities, are conserved in a reserve (i.e. a protected area) as
defined by the Tasmanian Public Land Use Classification system. These
analyses used three publicly available government maintained datasets:
(1) Tasmanian Reserve Estate 2015 (DPIPWE (Department of Primary
Industries, Parks, Water and Environment), 2015) - a digital map of the
reserve system of Tasmania; (1) Tasveg 3.0 (DPIPWE (Department of
Primary Industries, Parks, Water and Environment), 2013) - a com-
prehensive digital map of Tasmanian Vegetation Communities; and (3)
Australian World Heritage Areas maintained by the Commonwealth of
Australia (Department of Environment and Energy, 2015). These GIS-
based spatial statistics and mapping were undertaken using ArcGIS
(ESRI, 2016). The spatial data were filtered to exclude ‘sliver polygons’
at or below 0.05 ha. These data were also used to identify the largest
remaining intact rainforest blocks.

Potential climate change impacts were examined using species dis-
tribution models (SDMs) for Nothofagus cunninghamii, the dominant
Tasmanian rainforest canopy species, along with consideration of a map
of the boundary of the major fire event of 2014–2015 (Bowman, 2016)
and published modelled fire risk projections. The SDMs were calculated
using the Biodiversity and Climate Change Virtual Laboratory (Hallgren
et al., 2016). Details of the data sources and statistical algorithms

Fig. 1. The geographic distribution of the world's remaining temperate and boreal rainforest (data sources: world merge, DellaSala, 2011).
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employed for the SDMs are provided in Supplementary Material (B).

2.1. Tasmanian reserve estate data

The authoritative source for reserve tenure data is the Tasmanian
Reserve Estate database maintained by the Tasmanian Government
(DPIPWE (Department of Primary Industries, Parks, Water and
Environment), 2015). Individual reserves are assigned an IUCN reserve

status where appropriate (Table 1) and there are 22 categories of re-
serves recognized (Table 2). The database also contains a field that
identifies if a reserve is available for mining under the state Mineral
Resources Development Act. In addition, we were able to determine
reserve categories available for logging by reviewing amendments to
the Nature Conservation Act (Government of Tasmania, 2014). How-
ever, the most recently updated version of the database available for
our analyses (i.e. 2015) did not appear to reflect these recent legislative

Fig. 2. The distribution of temperate rainforest in Tasmania. Also mapped is the location of temperate rainforest where the reserve category was changed by the 2013–2014 legislative
review to a category that permits logging or mining. Key: blue - rainforest in a reserve category that permits mining or logging according to State legislation but where these land uses are
prohibited by the Plan of Management for the Tasmanian Wilderness World Heritage Area; green - rainforest in a reserve category that prohibits logging or mining; hatched green -
rainforest in reserve category where mining or logging is permitted; pink is rainforest that is not reserved. (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
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changes (discussed further below). We removed records for categories
‘Informal Reserve on State Forest or Forestry Tas. managed land’ and
‘Future Potential Production Forest’ as the metadata for the spatial layer
indicated these as being problematic. These two classes were separately
analysed and the results added into the final statistics.

The boundary of the TWWHA was obtained and intersected with the
Tasmanian Reserve Estate 2015 data.

2.2. Temperate rainforest data

Spatial data on the distribution of Tasmania's rainforests were de-
rived from Tasveg 3.0 (DPIPWE (Department of Primary Industries,
Parks, Water and Environment), 2013), which employs the rainforest
typology of Kitchener and Harris (2013). This data set largely uses the
original forest mapping produced for the Regional Forest Agreement
(Department of Agriculture and Water Resources, 2016) but has sig-
nificantly expanded the number of classes. All Rainforest records were
selected from Tasveg 3.0 using the field VEG_GROUP with the value
‘Rainforest and related scrub’. There is a third possible outcome for
mining access identified in the data ‘Available under the MRDA but not
available under administrative arrangements’. Areas with IUCN pro-
tected area categories not consistent with their legal status as regional
reserves and conservation areas were selected and summarised. The
selected data (conservation tenure polygons and rainforest polygons)
were then spatially analysed using the ‘union’ function in ArcGIS.
Rainforest polygons with no assigned reserve tenure attribute were used
to determine the remaining area of unprotected rainforest.

3. Results

3.1. Global context

The country-level distribution of global temperate and boreal rain-
forest is detailed in Supplementary Material (C) Table 1. Unlike tropical
rainforest, only around 12% of temperate and boreal rainforest is found
in developing countries with the majority in the E.U., G20, or eco-
nomically developed countries such as New Zealand. Of the world's
140,410,200 ha−1 of temperate and boreal rainforest, around
19,000,000 ha−1 (14%) is in the southern hemisphere with
1,119,900 ha−1 being found in Australia and 325,900 ha−1 in Tas-
mania. Around 16% of global temperate and boreal rainforest is con-
served within a protected area. The percentage of national temperate
and boreal rainforest in protected areas varies at a national level
from< 1–70%, with Australia's percentage around 65%.

3.2. Tasmanian rainforest conservation tenure

Three levels of governance (international, national and state) as
well as joint national-state government agreements influence the tenure
and conservation status of Tasmania's temperate rainforest (Fig. 3).
These governance instruments confer different kinds of legal obliga-
tions, duties and responsibilities regarding forest conservation on gov-
ernments and their agencies, as well as private and customary land
owner, managers and stewards.

The Australian Government reports the conservation status of its
National Reserve System (NRS) using the IUCN protected area cate-
gories which classify protected areas according to their management
objectives and is the accepted global standard (Supplementary material
(C) Table 2) (Department of Environment and Energy, 2016b). Some
44.9% of Tasmania's land area (684,013,300 ha−1) is a protected area
recognized by the NRS, including the Tasmanian Wilderness World
Heritage Area (TWWHA) which covers 1,584,000 ha−1, with
1,341,336 ha−1 (20%) in IUCN category IB reserves and 846,393 ha−1

(12%) in category VI (Table 1).

Table 1
Terrestrial Protected Areas by IUCN Category in Tasmania (Source: Department of
Environment and Energy, 2014) (columns a–d). Also shown is the area of rainforest in
each of the IUCN protected area categories that was downgraded during the 2013–2014
legislative review to a reserve category that permits logging or mining (column e).

IUCN
protected
area
category

(a)
Number
of
reserves

(b)
Area (ha−1)

(c)
% of PA

(d)
% of TAS

(e)
Area (ha−1) of
rainforest in
downgraded
reserves

IA 75 122,014 4.05 1.78
IB 6 1,341,336 44.48 19.61 536
II 38 236,916 7.86 3.46 894
III 64 29,740 0.99 0.43 8945
IV 891 302,775 10.04 4.43 56,536
I–IV total 1,074 2,032,782 67.41 29.72
NA 3 355 0.01 0.01
V 220 136,177 4.52 1.99
VI 227 846,393 28.07 12.37
V–VI total 447 982,570 32.58 14.36
Total 1,524 3,015,707 100 44.1 66,912
Area of Tasmania 6,840,133

Table 2
The allocation of Tasmanian temperate rainforest to reserve classes and whether that class
permits (Y) or (prohibits (N) logging (a) or mining (b). Column (c) indicates the area of
forest in that tenure class and column (d) the percentage of the total area of Tasmanian
rainforest. ‘WHA’ indicates tenure class within the Tasmanian Wilderness World Heritage
Area.

Tenure classes (a) Logging (b) Mining (c) Ha−1 (d) %

Conservation Area Y Y 56,559
Conservation Area WHA N N 13,436
Conservation Covenant (NCA) N Y 1,064
Conservation Covenant (NCA)

WHA
N N 1

Future Potential Production Forest Y Y 66,727
Future Potential Production Forest

WHA
N N 1,656

Game Reserve N N 0
Historic Site N N 2,014
Informal Reserve on land managed

for forestry and other uses by
Tasmanian Government
agencies

N Y 17,485

Informal Reserve on other public
land

N Y 179

Indigenous Protected Area N N 0
Management Agreement N Y 50
National Park N N 311,227
Nature Recreation Area N Y 19,173
Nature Recreation Area WHA N N 2
Nature Reserve N N 147
Other Private Reserve N Y 6,168
Part 5 Agreement (Meander Dam

Offset)
N Y 0

Private Nature Reserve and
Conservation Covenant (NCA)

N N 41

Private land WHA N N 157
Private Sanctuary N N 0
Public authority land WHA N N 139
Regional Reserve Y Y 139,478
Regional Reserve WHA N N 5,867
State Reserve N N 3,190
Stewardship Agreement N Y 0
Wellington Park N N 0
All other categories of non-reserve

tenure on public and private
land

Y Y 71,013

Total rainforest all tenures 715,773
Rainforest in reserves 644,760 90
Rainforest in reserves secured from

mining and/or logging
335,863 47

Rainforest in reserves unsecured
from mining and/or mining

308,897 43

Rainforest found within WHA 325,920
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Australia's native forests have been subject to various assessments
aimed at resolving conflict between conservation and pro-logging ad-
vocates with the most significant being the Regional Forest Agreements
(RFA) between the Australian Government and the respective State
Governments. While all of Tasmania was treated as a single region by
the RFA processes, seven temperate rainforest communities were re-
cognized and mapped (Department of Agriculture and Water Resources,
2016; Department of Environment and Energy, 2011; Department of
Agriculture, 2013).

Tasmania has a complex Public Land Use Classification system that
was formerly adopted in parallel with the RFA, which recognizes three
broad types of reserves: (1) Formal Reserves; (2) Informal Reserves; and
(3) Values Managed by prescription. The term Formal Reserves is used
in Tasmania to describe the following reserve categories:

(a) Dedicated Reserves - national park; state reserve; game reserve;
nature reserve; historic site and forest reserves not subject to the
Mineral Resources Development Act 1995 (Tas); and

(b) Other Formal Reserves available for mining and mineral explora-
tion - forest reserves subject to the Mineral Resources Development
Act 1995 (Tas); conservation area; nature recreation area; managed
natural area/regional reserve; public reserve.

Informal Reserves are on land managed for forestry and other uses
by Tasmanian Government agencies including State Forest managed by
Forestry Tasmania, which is a Tasmanian Government Business
Enterprise responsible under State legislation for sustainably managing
approximately 800,000 ha−1 of public production forest (Forestry
Tasmania, 2016).

A further conservation governance overlay exists in the form of the

Management Plan for the TWWHA that has strict management re-
quirements to ensure the integrity of the outstanding universal value for
which the area is listed.

3.3. Amendments to state legislation

Since the RFA was signed there have been significant changes made
to the reserve classes in Tasmania. In particular, additional rainforest
reserves were declared in 2005 and amendments made to State legis-
lation during 2013–2014. Schedule 1 of the State Nature Conservation
Act (Government of Tasmania, 2014) was amended to redefine the
purpose of the two large reserve classes of ‘Conservation Areas’ and
‘Regional Reserves’. Conservation Areas were defined as having the
purpose of: ‘The protection and maintenance of the natural and cultural
values of the area of land and the sustainable use of the natural re-
sources of that area of land including special species timber harvesting’.
The purpose of Regional Reserves was defined as: ‘Mineral exploration
and the development of mineral deposits in the area of land, and the
controlled use of other natural resources of that area of land, including
special species timber harvesting, while protecting and maintaining the
natural and cultural values of that area of land’. Both revised definitions
therefore include mineral exploration, mining and commercial logging
as permissible land use activities. Furthermore, the reserve status of
certain rainforest areas was altered by changing their reserve category
to one that now permits mining or logging.

The data analysis revealed that Tasmania has 715,773 ha of tem-
perate rainforest which represents approximately 14% of the area of
native vegetation in Tasmania. Table 2 details the area of Tasmania
rainforest falling within each reserve class. We also indicate whether
each reserve class does allow (Y) or prohibits (N) logging or mining. A

Fig. 3. A flow diagram showing the principle regulatory instruments that influence the tenure and conservation status of Tasmania's temperate rainforests and the multiple levels of
governance involved.
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total area of 308,897 ha−1 (43%) of Tasmania's temperate rainforest is
in reserves but in categories that allow logging or mining, while there is
335,863 ha−1 (47%) of rainforest in reserve categories where mining
and commercial logging are prohibited.

Fig. 2 shows the location of those rainforests that had their level of
protection downgraded through the amendments to state legislation so
that logging or mining are now permitted. Table 1 details for each re-
serve category the area of rainforest that was transferred to a category
that permits logging or mining. Table 2 also details the distribution of
temperate rainforest across the different land tenures encompassed by
the TWWHA and whether the category of tenure does (Y) or does not
(N) permit logging or mining. Some 7% of rainforest within TWWHA is
on tenure that allows mining or logging.

Supplementary Material (C) Table 3 details the reserve category of
formally listed rare and threatened Tasmanian temperate rainforest
types. In summary, the results show that of the 54,453 ha−1 of rare and
threatened types, 41,177 ha−1 (76%) is in a reserve category that
provides protection from mining and logging while 13,207 ha−1 is in a
reserve category where logging and mining are permitted.

3.4. Species distribution models and projected fire danger index

The results for the SDMs, including model diagnostics and com-
parative model outputs, are provided in Supplementary Material (B).
The current and projected future potential climatic domain of N. cun-
ninghamii and a visual comparison with modelled current and future
Forest Fires Danger Index (FFDI) are shown in Supplementary Material
(B) Figs. 3 and 4. The current potential climatic domain of N. cun-
nighamii appears to be spatially correlated with relatively lower FFDI
values and does not seem to shift significantly under the climate change
projected for 2085. Furthermore, the projected FFDI, while pointing to
an overall increase in FFDI by 2080+, appears to remain within the
range and geographic area currently correlated with N. cunninghamii.

3.5. Intact rainforest blocks and major fire event

The GIS analysis identified the 13 largest intact rainforest blocks as
detailed in Table 3 and mapped in Fig. 4. Also shown in Fig. 4 is the
footprint of a major fire event in the summer of 2015–2016. Data and
methods are detailed in Supplementary material (D). The results sug-
gest that these large rainforest blocks were minimally impacted by the
fire event.

4. Discussion

4.1. Global context

The southern hemisphere temperate rainforests have an evolu-
tionary and biogeographic history that is different from northern tem-
perate and boreal rainforests. Among the southern elements, the unique
history of Tasmania's temperate rainforest has resulted in its biodi-
versity being characterised by shared Gondwanic affinities, speciation
from post-Gondwanic dispersal and a high level of endemism; see
Supplementary material (A). Thus, their conservation value is dis-
tinctive in relation to both their northern and southern affiliates.

In the face of catastrophic declines in large intact natural landscapes
(Watson et al., 2016), protected areas remain one of the most important
mechanisms for achieving enduring conservation outcomes
(Lopoukhine et al., 2012; Sloan and Sayer, 2015). The efficacy of pro-
tected areas has been enhanced through the widespread acceptance of
IUCN Protected Area categories and associated management guidelines.
IUCN policy promotes all categories of protected areas as ‘no-go’ areas
for environmentally damaging industrial activities and infrastructure
development (IUCN, 2016a), and World Heritage Convention policy
prohibits extractive industries within World Heritage properties (WHC,
2013) and specifically mining and commercial logging in the Tasma-
nian Wilderness World Heritage Area (WHC, 2015).

The IUCN management categories however, are only guidelines and
national and their subsidiary governments are under no legal obligation
to follow them. Thus, there is a loophole here that governments can
exploit by shifting the category of reserve or changing the definition a
reserve category, to, in effect, downgrade the level of protection
through either a liberal interpretation of category VI (which allows for
the “sustainable use of natural resources” where this is a “means to
achieve nature conservation”) or by simply ignoring the IUCN guide-
lines. All the RFA reserves excluded logging at the time of the agree-
ment while a number still allowed for mining exploration and mining.
Thus, the changes made by the Tasmanian Government to downgrade
the status of 66,912 ha−1 of rainforest (Table 1) were undertaken
unilaterally and independently of the RFA commitments. We could find
no documentation that provides a conservation justification for this
change.

5. World Heritage regulatory regime

In Australia, the management of World Heritage areas, other than
those which are on Commonwealth land, is largely consigned to the
State governments. The Tasmanian Wilderness World Heritage Area
Management Plan 2016 was made by the Tasmanian government pur-
suant to the National Parks and Reserves Management Act 2002 (Tas).
Although, confusingly, not all the land encompassed within the
Tasmanian Wilderness World Heritage area is subject to the
Management Plan due to a variety of land tenures, most of the area does
consist of reserved land under this Act and hence is subject to the Plan.
The Plan incorporates a Strategic Management Statement, which sets
out the intended management arrangements for these additional areas
of land not reserved under the Act. Importantly, the Statement is merely
a policy statement and not legally binding.

The Tasmanian Wilderness World Heritage area is managed pur-
suant to a partnership arrangement between the Tasmanian govern-
ment and the Commonwealth government (DPIPWE (Department of
Primary Industries, Parks, Water and Environment), 2016). The role of
the Commonwealth government in relation to the management of
World Heritage areas in Australia requires a little more elucidation. The
Commonwealth government has distinct responsibilities at the inter-
national level due to its ratification in August 1974 of the UNESCO
Convention for the Protection of the World Cultural and Natural Heri-
tage (‘World Heritage Convention’), under which it is obliged to protect
and conserve World Heritage areas for the benefit of both current and

Table 3
The name, I.D. for Map 3, and area of intact rainforest blocks. Eastern Tasmanian intact
rainforest blocks were identified using a smaller threshold as the rainforest here is re-
lictual.

Block name Map I.D. ha−1

Western Tasmania Intact Rainforest Blocks
King William Range 6 14,754
Sumac 2 15,005
Gordon River 5 16,683
Mt Cripps 4 17,182
Spero_Wanderer 7 24,460
Meredith 3 40,034
South Coast Rainforest 9 40,333
Olga River 8 44,020
Savage_Pieman 1 84,994

Eastern Tasmania Intact Rainforest Blocks
South Maurice 13 2,442
Rattler Range 12 3,122
Mt Maurice 11 3,393
Blue Tier 10 4,000
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future generations. Australian State governments, which are not parties
to the Convention, do not have the same international obligations and
responsibilities and from time to time they have adopted a quite dif-
ferent approach to World Heritage areas. Yet the Commonwealth gov-
ernment has not consistently intervened when State governments have
instigated policies or made legislation or delegated legislation which
contributes to the degradation of World Heritage areas rather than to

their protection and conservation. It was not until 1983 that the
Commonwealth enacted the World Heritage (Western Tasmanian
Wilderness) Regulations under section 69 of the National Parks and
Wildlife Conservation Act 1975 (Cth) and the World Heritage Properties
Conservation Act 1983 (Cth). The World Heritage Properties Con-
servation Act did not provide for comprehensive protection of World
Heritage areas (Peel, 1998) and nor does the Environment Protection

Fig. 4. Location and area of Intact Rainforest Blocks. For key to block numbers see Table 3. Also mapped is the extent of the major fire event during the summer of 2015–16.
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and Biodiversity Conservation Act 1999 (Cth), which replaced it.
Under the current Act, World Heritage areas are listed as a matter of

national environmental significance and thereby activities which will or
are likely to have a significant impact on the World Heritage values of
declared World Heritage areas are controlled actions which must be
assessed and approved by the relevant Commonwealth Minister (sec-
tion 12 Environment Protection and Biodiversity Conservation Act
1999 (Cth)). Importantly, controlled actions can occur either within the
World Heritage area or outside the area (Booth v Bosworth (2001) 114
FCR 39; [2001] FCA 1453) and thus logging activities outside the Tas-
manian Wilderness World Heritage Area which have a significant im-
pact on the World Heritage values of the area, such as activities which
jeopardise the threatened species which make up part of the genetic
diversity of the area, would be controlled actions unless taking place in
accordance with the Tasmanian Regional Forest Agreement 1997
(section 38 Environment Protection and Biodiversity Conservation Act
1999 (Cth); Forestry Tasmania v Brown (2007) 167 FCR 34; [2007]
FCAFC 186). The assessment and approval requirements under the
Environment Protection and Biodiversity Conservation Act are also
triggered by the inclusion of the area on the National Heritage list
(section 15B Environment Protection and Biodiversity Conservation
Act).

Under section 137 of the Act, in deciding whether to approve a
controlled action, the Minister must not act inconsistently with
Australia's obligations under the World Heritage Convention or with the
Australian World Heritage management principles in Schedule 5 of the
Environment Protection and Biodiversity Conservation Regulations
2000 (Cth). The precise ambit of section 137 is unclear; raised as a
ground of argument in the recent challenge by the Australian
Conservation Foundation to the federal government's approval of the
Carmichael mine (Australian Conservation Foundation Incorporated v
Minister for the Environment (2016) FCA 1042), the judge held that the
Articles of the World Heritage Convention ‘give considerable latitude to
State Parties as to the precise actions they may take to implement their
“obligations”’ (paragraph 199) and that in this instance the statutory
prohibition had not been breached. This decision was upheld on appeal
(Australian Conservation Foundation Incorporated v Minister for the
Environment and Energy (2017) FCAFC 134). Moreover, the protective
impact of the statutory requirements is diluted by the amount of dis-
cretionary decision-making power vested in the Minister in relation to
whether a referred action requires approval under the Act and the level
of assessment required, and provision under Part 5 of the Act for the
delegation of these powers to the State governments through bilateral
agreements (section 29 Environment Protection and Biodiversity Con-
servation Act 1999 (Cth)). However, while assessment bilateral agree-
ments are in place, the delegation of approval powers to the State
governments has not yet occurred.

Significantly, the Commonwealth adopts a cooperative approach in
relation to management of World Heritage areas and there is no stat-
utory obligation on the part of the Commonwealth to ensure com-
pliance with the provisions of the World Heritage Convention in rela-
tion to management regimes. Instead, under section 321 of the
Environment Protection and Biodiversity Conservation Act, the
Commonwealth ‘must use its best endeavours to ensure a plan for
managing the property in a way that is not inconsistent with Australia's
obligations under the World Heritage Convention or the Australian
World Heritage management principles is prepared and implemented in
co-operation with the State or Territory.’ This section cannot be con-
sidered an expression of the Commonwealth government's undoubted
constitutional power1 to intervene through legislation in order to
overrule or invalidate State legislation, and hence management plans

made pursuant to State legislation, which are inconsistent with its ob-
ligations under the World Heritage Convention. Therefore, under the
current legislative regime, management plans created by State gov-
ernments can, once the Commonwealth government has used its ‘best
endeavours’, permit activities which significantly degrade World Heri-
tage areas. However, such activities would be subject to the assessment
and approval requirements under the Environment Protection and
Biodiversity Conservation Act already discussed.

The likelihood of management plans which jeopardise the World
Heritage values of World Heritage areas is reduced when there are joint
funding arrangements for management of the area in place (Australian
World Heritage Intergovernmental Agreement 2009, clause 3.6.4), as is
the case with the TWWHA. Furthermore, the States have agreed to
support the Commonwealth in meeting its obligations under the World
Heritage Convention and to ensure that appropriate legislation and
processes are in place in order to assist the Commonwealth in meeting
these obligations (Australian World Heritage Intergovernmental
Agreement 2009, clause 4.4(a)). They have also agreed to manage
World Heritage areas in accordance with the Australian World Heritage
Management principles (Australian World Heritage Intergovernmental
Agreement 2009, clause 4.4(a)). These principles include a requirement
for management of World Heritage areas such that ‘the integrity and
authenticity of the property at the time of inscription are maintained or
enhanced.’ (Australian World Heritage Intergovernmental Agreement
2009, clause 6.2).

The preferred co-operative approach of the Commonwealth to
World Heritage area management is apparent in the current Australian
World Heritage Intergovernmental Agreement, signed by the State and
Commonwealth governments in 2009. This agreement carries political
clout but is not directly enforceable. As set out in clause 3.5 of that
agreement, the Commonwealth's role in relation to management of
World Heritage areas is largely an advisory one. The agreement does
not require the States to provide the Commonwealth with a copy of a
draft management plan before it is made. In practice, Tasmania did
adopt this course of action in respect of the 2016 Management Plan.
Furthermore, there is no stated requirement or obligation for the
Commonwealth government to review or oversee draft management
plans for World Heritage areas. Instead, the Commonwealth is required
to ‘seek written assurance from the States that their World Heritage
property management systems and/or management plans, meet the
requirements under the Australian World Heritage Management
Principles’ (Australian World Heritage Intergovernmental Agreement
2009, clause 3.5(d)). It is debatable as to whether or not this agreed
course of action, of itself, complies with the statutory requirement
discussed above for the Commonwealth to ‘use its best endeavours’ to
ensure that management plans comply with these principles.

5.1. Comprehensiveness of rainforest conservation tenure

The Tasmanian RFA established a comprehensive, representative
and adequate reserve system to protect forest according to an explicit
set of conservation targets. The current international standard for
protected area coverage is the Aichi Biodiversity Target 11 (CBD
(Convention on Biodiversity), 2010): by 2020, at least 17% of terrestrial
areas, especially areas of particular importance for biodiversity and
ecosystem services, are conserved through protected areas. Of Aus-
tralia's 1,119,900 ha-1-1 of temperate rainforest, around 64% is in a
protected area (Supplementary Material (C) Table 1). The area of
rainforest in all tenures in Tasmania is 715,773 ha−1, the area of
Tasmania rainforest in reserves subject to a land tenure available for
logging or mining is 308,897 ha−1 while the area of Tasmanian
rainforest protected from logging and mining is 335,863 ha−1
(Table 2).

Thus, around 47% of Tasmania's extant temperate rainforest is
protected under the equivalent of IUCN Protected Area categories I-IV.
When the estimated loss of pre-European rainforest cover is taken into

1 Such Commonwealth legislation can be enacted pursuant to the external affairs head
of power, section 51(xxix) of the Australian Constitution. If the Commonwealth Act is
inconsistent with existing State legislation, the State legislation is invalid pursuant to
section 109 of the Australian Constitution.
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account (TPLUC (Tasmanian Public Land Use Commission), 1996), the
proportion protected is reduced to around 42%. This exceeds the Aichi
Target 11 minimum of 17% but is below the 50% target recommended
by conservation science (Noss et al., 2011) and the 60% Regional Forest
Agreement target for old growth (JANIS, 1997). The question arises
therefore as to where 42% is sufficient or if the case can be made for a
higher level of protection?

5.2. Ecosystem integrity, climate change and land use

Tasmania's temperate rainforests have globally unique character-
istics with a high level of endemism, encompassing a diversity of
rainforest communities and occupying a geographically restricted cli-
matic domain. Their restricted potential climatic domain is projected to
persist this century in response to climate change (Supplementary
material (B) Fig. 4) and their ecosystem integrity should also persist in
the absence of land use activities that cause structural degradation and
fragmentation. Of particular importance are the 13 remaining Intact
Rainforest Blocks that were not significantly impacted by the major fire
event of the summer of 2015–2016 (Fig. 4).

Various land use activities and infrastructure developments, in-
cluding logging and roads, impact on forest canopies altering micro-
climate conditions. These impacts reduce the capacity of a forest eco-
system to resist fire events and buffer the impacts of temperature
extremes and drought. Human disturbed forest canopies have higher
daytime shortwave radiation, temperature, and wind speed, and their
capacity to buffer and stabilise microclimatic is further reduced by edge
effects in disturbed and fragments forests that can extend over 400 m in
temperate forests (Chen et al., 1999). Field increases in air and soil
temperatures created by forest clearing are comparable to end-of-cen-
tury climate change projections: canopy clearing and degradation has
been shown to increase surface radiation by a factor of five and vapour
pressure deficit by around two (de Freitas and Enright, 1995).

Undisturbed rainforest is normally highly resistant to fire because of
low fuel loads, low energy content and high humidity even during
drought (Siegert et al., 2001; Wood et al., 2014). They are also char-
acterised by understory and ground cover plant species such as tree
ferns and moss that are characteristic of wet forests and which further
limit light penetration, increase water retention and strengthen fire
resistance (Taylor et al., 2014, Ough, 2001; Lindenmayer et al., 2009;
Lindenmayer et al., 2000). Ongoing and intensive logging, interacting
with climatic factors, can lead to landscape traps and stabilised de-
graded forest states (Lindenmayer et al., 2011). Studies in both tropical
(Siegert et al., 2001; Holdsworth and Uhl, 1997; Cochrane et al., 1999)
and temperate forests (Taylor et al., 2014; Price and Bradstock, 2012;
Thompson et al., 2007) provide evidence that unlogged and old growth
forests are more resistant to fire events than logged, fragmented and
degraded forests.

An intact rainforest landscape is essential for maintenance of the
forest climate itself: intact rainforest blocks to a significant degree
create and maintain the habitat for their forest-dependent biota (Shukla
et al., 1990; Baker, 1992). The stability of rainforest to resist fire and
buffer weather extremes is a function of size with larger blocks con-
taining more forest interior microclimate and greater resilience and
buffering capacity. It follows that the size of protected areas should be
sufficient to maintain the processes that generate and sustain the
rainforest interior's microclimate, its self-regenerating properties and to
absorb the impacts of natural disturbances.

An additional reason to protect all extant Tasmanian temperate
rainforest is the climate change mitigation benefits from securing their
ecosystem carbon stocks. The total biomass carbon stock of Tasmania's
temperate rainforest is around 211,153,035 t C; based on the total area
of Tasmanian rainforests (Table 2) and an indicative density of
295 t C ha−1 from May et al. (2012). This estimate is simply indicative
as it assumes, inter alia, that all the rainforest has the same mean
carbon density. The CO2 emissions from their hypothetical complete

deforestation would be equivalent to ~1.4 years of Australia's annual
CO2-e emissions (Australian Government, 2016), illustrating the po-
tential mitigation value from avoiding emissions through temperate
rainforest protection.

5.3. Ecosystem dynamics

A further consideration is the ecosystem dynamics between
Tasmania's temperate rainforests and other vegetation types. These
rainforests occur in a landscape mosaic that can comprise moorland,
sclerophyll scrub, wet sclerophyll eucalypt forest, and mixed forest
(Wood et al., 2010). Mixed forest are rainforest with a eucalypt
overstory or rainforest with giant eucalypt emergents. There is ongoing
scientific debate as to whether mixed forests should be classified as
rainforests, communities transitional to rainforest or as a separate ve-
getation community (Tng et al., 2012). Two contrasting theories have
been invoked to address this question (Williams, 2012). First, the relay
floristic relay theory predicts that the forest will progress over time -
largely as a function of time since fire - from wet sclerophyll forest, to
mixed forests, and then rainforest, (Kirkpatrick and DellaSala, 2011).
However, this sequence would take a long time given that in mixed
forests, eucalyptus emergents can grow to over 100 m in height and live
to at least 500 years of age, and the dominant rainforest species have
been recorded as spanning 750–2000 years of age (Wood et al., 2010;
Read and Hill, 1988). The other theory invokes ‘alternative stable
states’ where due to ecological feedbacks, an ecosystem displays resi-
lience to external perturbations such as fire and therefore tends to re-
main in one of the set of possible states (Wood and Bowman, 2012;
Williams, 2012).

The management implications are similar for both theories: the
conservation of Tasmanian temperate rainforest should be considered
in the context of the broader landscape and vegetation mosaic within
which they occur. The appropriate context therefore when considering
the future management of the Savage Pieman Intact Rainforest Block
(~85,000 ha−1) (Table 3, Fig. 4) and whether or not it should be made
a protected area, is the larger landscape mosaic known as the Tarkine
(Kirkpatrick and DellaSala, 2011).

Given projected climate change, our analyses suggest that the large
temperature rainforest blocks may be relatively stable and thus function
as refugia (Keppel et al., 2011). While extensive areas of mixed forest
and wet sclerophyll forest are also relatively fire resistant (Taylor et al.,
2014), the ecosystem dynamics of these landscape mosaics could be
altered under future climatic conditions in ways that impact on the
perimeters of rainforest blocks. A re-framing of heritage values and
amendments to the Management Plan might become necessary to take
such impacts into account if they eventuate (Wardell-Johnson et al.,
2015).

6. Conclusions

Conservation planning should focus be on what is needed to pro-
mote ecosystem integrity and reduce the risk of species loss in the face
of climate change impacts, including altered fire regimes, and in-
creasing land use pressure. The 2015–2016 fires primarily impacted the
coniferous and alpine rainforests types, leaving relatively untouched
the large intact rainforest blocks of Nothofagus ecosystems. The main
conservation challenges, therefore, are in both maintaining the in-
tegrity of these intact rainforest blocks and better managing ignitions
from lightning strikes and arsonists in the coniferous and alpine rain-
forests.

The consequences of allowing ongoing degradation and fragmen-
tation to intact rainforest blocks are clear: their capacity to buffer meso-
climatic variability and resist fire events is reduced and their ecosystem
integrity is undermined leading to loss of an otherwise stable system
state. Considering also their established biodiversity, natural heritage
and mitigation values, a defensible case in conservation science can be
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made for including all currently unreserved intact rainforest blocks in a
protected area equivalent to IUCN categories I-IV.

Tasmania's temperate rainforests are protected through an array of
overlapping conservation overlays and regulatory arrangements. The
plethora of statutory reserve categories in Tasmania hides a range of
permissible land uses and their definitions are subject to legislative
revisions. Not all reserve categories are equal as some afford more
protection than others. Of particular significance is the TWWHA
Management Plan which provides a high level of protection for the
temperate rainforest found within its boundary, including the forest on
State-defined land tenure that allows for logging or mining. The
TWWHA Management Plan does not allow mining or logging anywhere
within the World Heritage Area, a position reinforced by a report pre-
pared for the World Heritage Committee by ICOMOS and IUCN (2015).

The Australian Government's commitments under the World
Heritage Convention provide a conservation management overlay that
ensures the highest level of protection. In Tasmania, only World
Heritage listing appears to confer the level of security of tenure capable
of maintaining the remaining intact forest blocks into the future. While
protected areas in developing countries such as China face significant
human population pressures (Xu et al., 2016), the demand in developed
countries for access to land and resources means that the conservation
status of reserves cannot be taken for granted in any country, whether
rich or poor.

Appendix A. Supplementary material A-D

Supplementary data to this article can be found online at http://dx.
doi.org/10.1016/j.biocon.2017.08.032.
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Supplementary Material (A) 
Further details about the biodiversity, natural heritage and conservation values of 
Tasmania’s temperate rainforests 
Tasmania’s temperate rainforests provide a window into the evolutionary and environmental 

biogeography of southern continental flora and fauna, with phylogenic analysis revealing the 

significance of both dispersal and vicariance processes associated with the break-up of 

Gondwana. The southern exchange route was established during the late Cretaceous–early 

Tertiary, when the Southern Andes became connected through the Scotia Arc to the Antarctic 

Peninsula, which in turn was connected to Australia through east Antarctica, and it was not 

broken until the late Eocene (35 MYA), when the South Tasman Sea opened between Australia 

and east Antarctica (Lawver et al., 1992). Throughout most of this time period, the connected 

landmasses had a temperate climate, and Antarctica was covered by an angiosperm- rich flora 

dominated by Nothofagus spp. The route thus allowed a long period of biotic exchange between 

Australia and southern South America Paleogene: in the animal groups, the distribution patterns 

largely conform to the geological breakup of Gondwana, arising from geologically induced 

vicariance, while in plants, old geologically induced vicariance patterns have been obscured by 

more recent dispersal (Sanmartin and Ronquist, 2004). 

Tasmania is a major centre of distribution for cool temperate Nothofagus dominated rainforest, 

serving as a link across the southern components of Gondwana between the genus current 

distributions now scattered across Chile, the east coast of Australia, PNG and NZ where the 

required regional or microclimatic conditions persist. Nothofagus has a wide latitudinal 

distribution through the Australasian region, from northwest New Guinea to southeast New 

Caledonia, and from southeast Queensland along the eastern highlands to southernmost Tasmania 

and New Zealand. The tropical group (subgenus Brassospora) of 19 species is confined to New 

Guinea (14 species, c. 600-3100 m asl) and New Caledonia (five species, 160-1350 m asl). Just 

three Nothofagus species occur in Australia, the evergreen species N. moorei in the eastern 

highlands of mid-NSW to southeast Queensland (c. 500-1550 m asl), N. cunninghamii in Victoria 

and Tasmania (0-1450 m asl) (subgenus Lophozonia), and Australia’s only winter (cold) 

deciduous species, N. gunnii (subgenus Fuscospora), restricted to the Tasmanian highlands (550-

1500 m asl) (Haberle et al., 2009).  
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Nothofagus cunninghamii is the canopy dominant in Tasmania’s  rainforests and its distributions 

extends into southern mainland Australia (Figure 2). In addition a number of other species, many 

of them long-lived and endemic, are found in Tasmanian rainforests. These include Huon pine 

(Lagarostrobos franklinii) and King Billy Pine (Athrotaxis selaginoides). The rainforest 

communities are characterised by their endemic animals (principally invertebrates) and plants 

(Kirkpatrick & DellaSala 2011). For example, both the thamnic and implicate rainforests of 

Tasmania are noted for their endemic podocarps and cypresses such as Huon pine and Celery top 

pine (Phyllocladus asplenifolius). The two species of Athrotaxis found in Tasmanian rainforests 

are the only living members of the tribe Athrotaxeae in Cupressaceae that diverged before the 

Sequoia group of genera (Gadek et al. 2000).  As well as exhibiting high level of endemism and 

providing habitat for primitive relict genera of flora and fauna, the rainforests are rich in non-

vascular plant species including bryophytes (Balmer et al. 2004).  Rainforest dwelling plants that 

are endemic to Tasmania include:  Pandani (Richea pandanifolia); Native plum (Cenarrhenes 

nitida) ;  Whitey wood (Acradenia frankliniae);  Horizontal (Anodopetalum biglandulosum); 

Native laurel (Anopterus glandulosus); dwarf leatherwood (Eucryphia milliganii); and 

Leatherwood (Eucryphia lucida) (de Salas and Baker, 2016; Kitchener and Harris 2013). 

Tasmanian rainforest also contains some of the most ancient and primitive invertebrates. These 

include the large land snail, Macleay’s swallowtail butterfly (Graphium macleayanum), the giant 

freshwater crayfish Astacopsis gouldi and the threatened peripatus, or velvet worm 

(Tasmanipatus barretti) (Balmer et al. 2004; Parks & Wildlife Service 2011). The Tasmanian 

giant freshwater crayfish is the largest freshwater invertebrate in the world. The species is only 

found in Tasmania and is listed as a vulnerable. 

It is likely that wet eucalypt forests and mixed forests have existed widely in some form in 

Australia for at least 10-15 million years, given that there is strong fossil evidence Nothofagus 

and eucalypts co-existed as long ago as 27 Ma. Similar major changes in distribution have been 

identified for rainforest species with Worth et al. (2009) proposing that the topographically 

diverse western half of Tasmania provided long-term buffered climates for rainforest species 

throughout the Pleistocene, acting as an important reservoir of genetic diversity for a range of 

species including Nothofagus cunninghamii. Fletcher and Thomas (2010) argue that at the 

landscape scale, the distribution of vegetation types in western Tasmania has remained 
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remarkably stable through the most recent post-glacial period. Driessen and Mallick (2003) have 

noted the impact of evolutionary processes such as continental drift and glacial cycles on the 

diversity and endemism of fauna in Tasmania. They report that vertebrate taxa well represented in 

western Tasmania that have clear Gondwanan links.  A complex series of changes in the 

distribution of rainforest and sclerophyll plant taxa and associated fauna have occured in 

Tasmania in response to changes in, at least, rainfall, temperature, soil characteristics and fire 

regimes; factors which still influence current day patterns of rainforest distribution (Lindenmayer 

et al. 2000). 
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Supplementary Material (B)  
Species Distribution Modelling 

We developed Species Distribution Models (SDMs) for  Nothofagus cunnighamii, a common 
canopy species in Tasmanian temperate rainforests using data and functions within the 
Biodiversity & Climate Change Virtual Laboratory (http://www.bccvl.org.au/; Halgren et al., 
2016).  
 
Occurrence records of the natural distribution of N. cunninghamii were obtained from the Atlas of 
Living Australia (http://www.ala.org.au/) (Figure 1).  
 
 

 
Figure 1. Occurrence data for N. cunninghamii from Atlas of Living Australia used for SDMs. 
 
The occurrence of N. cunninghamii was modeled as a function of 13 climatic variables consistent 
with those used in the studies of Busby (1986) and  Read et al. (2010) (Table 1). Values for these 
climatic variables were estimated at each of the occurrence records from a gridded climatic data 
based with a 1 km resolution which is appropriate when modelling meso-scaled climate. The 
source data were a current climate baseline of 1976 to 2005 - climate of 1990 - generated from 
aggregating monthly data from Australia Water Availability Project (AWAP; 
http://www.bom.gov.au/jsp/awap/). These data were then aggregated to Bioclim variables 
according to the methodology of WorldClim www.worldclim.org/methods.  
 
When SDMs are a function of meso-climatic variables only, it is appropriate to refer to them as 
models of a species potential climatic domain. Table 1 provides a statistical summary of the 
climatic envelope for N.cuninghammii based on the estimates of the 13 climatic variables at each 
of the occurrence records. These are the input data for the statistical modelling algorithms. 
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Table 1. Climatic envelope for N.cunninghamii 
 

Climatic	variable mean min max sd 
Annual	Mean	Temperature 10.0 4.8 14.8 1.8 
Mean	Temperature	of	Warmest	Quarter 14.0 8.7 19.9 1.7 
Mean	Temperature	of	Coldest	Quarter 6.1 0.8 11.1 2.1 
Min	Temperature	of	Coldest	Month 2.4 -2.1 8.1 2.0 
Max	Temperature	of	Warmest	Month 20.1 14.2 29.0 1.7 
Temperature	Annual	Range	(BIO5-BIO6) 17.7 12.2 26.1 1.9 
Mean	Diurnal	Range	(Mean	of	monthly	(Tmax	-	Tmin	) 8.6 5.2 13.2 1.0 
Annual	Precipitation 1	495 538 3	276 352 
	Precipitation	of	Wettest	Month 177 56 359 42 
	Precipitation	of	Driest	Month 65 29 158 15 
	Precipitation	of	Warmest	Quarter 244 121 573 63 
Precipitation	of	Coldest	Quarter 494 139 1	024 122 
	Precipitation	Seasonality	(Coefficient	of	Variation) 0.290 0.112 0.428 0.063 
 
SDMs were calculated using three algorithms: Bioclim; Maxent; and Generalised Linear Models 
(GLM). Based on the model diagnostics, the GLM was selected as the most appropriate model for 
this exercise (Figure 2). 
Configuration for GLM 

The Biodiversity & Climate Change Virtual Laboratory enables the user to configure each 
statistical modelling algorithms with respect to relevant parameters.The configurations used in 
the GLM-based SDM are listed in Table 2.  

Table 2. GLM configurations for N. cunninghamii SDM 

Pseudo Absence Configuration 
absence-presence ratio: 1 
pseudo-absence strategy: sre 
pseudo-absence SRE quantile 
pseudo-absence disk minimum distance (m): 0 
pseudo-absence disk maximum distance (m) 

Other Configurations 
(Options are set to package defaults unless otherwise modified.) 
weighted response weights 
resampling: 0 
type: quadratic 
interaction level: 0 
test: AIC 
family:  binomial 
mustart: 0.5; epsilon: 1E-8;  maximum MLE iterations: 50 
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Figure 2. Diagnostics for the SDMs generated for N. cunninghamii using (a) GLM, (b) Maxent 
and (c) Bioclim statistical algorithms.  
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Future climate 

The GLM-derived SDM for N. cunninghamii was used to project the potential climatic domain of 
the species in the year 2085 based on projected climate data from Climate Futures Tasmania  
Bioclimate Map Time-Series, 1980 - 2085 which provides A set of 19 bioclimatic variables (30-
year average) with 6 arcminute (~12km) resolution, calculated according to the WorldClim 
method. The Climate Futures Tasmania data are derived from dynamically downscaled CMIP3 
climate models for 1961–2100, using a high (A2) emissions scenario. We chose projections from 
ed climate data are available for a range of global climate models, we selected the projections 
based on output from GFDL-CM2.1 as meta-analysis has shown that this climate model performs 
well over south-east Australia (Smith and Chandler, 2010). Figure 3 illustrates current and 
projected climate for four of the 13 variables used in the SDMs.  
 

 
Figure 3. Current (1976 to 2005) and projected (2085) climate for Tasmania.   
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Species Distribution Model Spatial Visualisation  
 
A spatial visualisation of the current distribution of the potential climatic domain of N. 
cunninghamii from all three SDMs (i.e., based on GLM, Maxent and Bioclim) and their projected 
future distribution is shown in Figure 4. 
 

 
 
Figure 4. A spatial visualisation of the current distribution of the potential climatic domain of N. 
cunninghamii and the projected future distribution. (a)-(b) GLM-based SDM and projection;(c)-
(d) Maxent-based SDM and projection; (e)-(f) Bioclim-based SDM and projection. 
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Figure 5. Species distribution model of N. cunninghamii as a function of (a) current climate and 
(b) projected climate for 2085); (c) current Forest Fire Danger Index and (d) projected FFDI for 
2081-2100). Forest Fire Danger Index (FFDI) (c) and (d) are from Fox-Hughes et al. (2014).  
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Supplementary Material (C) - The country-level distribution of global temperate and 
boreal rainforest and related statistics for Australia 
Table 1. Distribution of global Temperate and Boreal Rain Forest (TBRF) in each country. Key: 
A - the area (km2) of TBRF within each country; B - the area of BTRF (km2) protected within 
each country; C - the percent of global TBRF within each country; D - the percent of global 
BTRF protected within each country; E – the percentage of a nation’s TBRF that is protected. 
Sources: [ref]. 

Country A B C D E 
Argentina 22 068 13 550 1.57 0.97 61.4 
Australia 11 199 7 204 0.8 0.51 64.32 
Austria 13 997 3 247 1 0.23 23.2 
Azerbaijan 1 710 425 0.12 0.03 24.86 

Bosnia and Herzegovina 1 720 3 0.12 0 0.17 

Canada 276 501 45 861 19.69 3.27 16.59 
Chile 104 305 37 009 7.43 2.64 35.48 
China 4 475 1 928 0.32 0.14 43.08 
Croatia 5 323 948 0.38 0.07 17.81 
Czech Republic 2 433 1 657 0.17 0.12 68.1 

Georgia 32 721 1 870 2.33 0.13 5.72 
Germany 3 923 2 506 0.28 0.18 63.89 
Iran (Islamic Republic of) 35 521 5 226 2.53 0.37 14.71 

Italy 1 028 74 0.07 0.01 7.17 
Japan 24 044 9 567 1.71 0.68 39.79 
South Korea 10 271 37 0.73 0 0.36 
North Korea 15 703 NA 1.12 NA NA 

New Zealand 49 647 38 208 3.54 2.72 76.96 
Norway 37 470 2 342 2.67 0.17 6.25 
Russia 452 126 4 32.2 0 0 
Slovenia 11 033 6 149 0.79 0.44 55.73 
South Africa 2 355 803 0.17 0.06 34.11 
Turkey 14 911 38 1.06 0 0.25 
United States 269 618 44 827 19.2 3.19 16.63 

 

Global total (km2) 1 404 102 
Southern total (km2) 189 574 

Southern percentage of global total 14 
Australia's percentage of Southern total 8 
Tasmania's total rainforest fromTaVeg  (km2) 715 773 
Tasmania's percentage of Southern total 4 
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Table 2. IUCN Protected area categories and description of the purpose and conservation 
management aims. Source: IUCN Protected Area Category System; 
https://www.iucn.org/theme/protected-areas/about/protected-areas-categories.  

IUCN protected area 
category Management descriptions 

Ia Strict nature reserve 

Strictly protected areas set aside to protect biodiversity and also 
possibly geological/geomorphical features, where human visitation, use 
and impacts are strictly controlled and limited to ensure protection of 
the conservation values 

Ib Wilderness area 

Usually large unmodified or slightly modified areas, retaining their 
natural character and influence without permanent or significant human 
habitation, which are protected and managed so as to preserve their 
natural condition 

II National park 

Large natural or near natural areas set aside to protect large-scale 
ecological processes, along with the complement of species and 
ecosystems characteristic of the area, which also provide a foundation 
for environmentally and culturally compatible, spiritual, scientific, 
educational, recreational, and visitor opportunities 

III Natural monument 

Set aside to protect a specific natural monument, which can be a 
landform, sea mount, submarine cavern, geological feature such as a 
cave or even a living feature such as an ancient grove. They are 
generally quite small protected areas and often have high visitor value 

IV Habitat/species 
management area 

Aims to protect particular species or habitats and management reflects 
this priority. Many Category IV protected areas will need regular, active 
interventions to address the requirements of particular species or to 
maintain habitats, but this is not a requirement of the category 

V Protected 
landscape/seascape 

Where the interaction of people and nature over time has produced an 
area of distinct character with significant, ecological, biological, cultural 
and scenic value: and where safeguarding the integrity of this 
interaction is vital to protecting and sustaining the area and its 
associated nature conservation and other values. 

VI Managed resource 
protected area 

Conserve ecosystems and habitats together with associated cultural 
values and traditional natural resource management systems. They are 
generally large, with most of the area in a natural condition, where a 
proportion is under sustainable natural resource management and where 
low-level non-industrial use of natural resources compatible with nature 
conservation is seen as one of the main aims of the area. 
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Table 3.  Protected area status of Tasmanian rare and threatened rainforest types. Key: WHA = 
found within Tasmanian Wilderness World Heritage Area; M/L = reserve class allows mining or 
logging. Data source: Threatened Native Vegetation Communities. Schedule 3A of the Nature 
Conservation Act 2002 lists the native vegetation communities in Tasmania considered to be 
threatened.  The spatial distribution of these rainforest communities were extracted from the 
Tasveg data base. 

Reserve class Vegetation 
Description 

WH
A M/L Area  

(ha-1) Total Protected Not 
protected 

Conservation 
Area 

(RFE) Rainforest 
fernland N Y 100.504       

Conservation 
Covenant 

(NCA) 

(RFE) Rainforest 
fernland N Y 23.388       

Future Potential 
Production 

Forest 

(RFE) Rainforest 
fernland N Y 760.87       

Informal 
Reserves 

(RFE) Rainforest 
fernland N Y 66.814       

National Park (RFE) Rainforest 
fernland N N 9.53       

Other Private 
Reserve 

(RFE) Rainforest 
fernland N Y 2.422       

Regional 
Reserve 

(RFE) Rainforest 
fernland N Y 90.634       

State Reserve (RFE) Rainforest 
fernland N N 8.901       

Other Tenures (RFE) Rainforest 
fernland N Y 316.57 1 380 18 1 361 

Conservation 
Area 

(RPW) Athrotaxis 
cupressoides open 

woodland 
Y Y 5 668.623       

Future Potential 
Production 

Forest 

(RPW) Athrotaxis 
cupressoides open 

woodland 
Y Y 0.885       

National Park 
(RPW) Athrotaxis 
cupressoides open 

woodland 
Y N 10 599.32       

Regional 
Reserve 

(RPW) Athrotaxis 
cupressoides open 

woodland 
N Y 5.94 16 275 16 269 6 

Conservation 
Area 

(RPP) Athrotaxis 
cupressoides 

rainforest 
Y Y 829.426       

Future Potential 
Production 

(RPP) Athrotaxis 
cupressoides 

Y Y 1.765       
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Forest rainforest 

National Park 
(RPP) Athrotaxis 

cupressoides 
rainforest 

Y N 2 661.678       

State Reserve 
(RPP) Athrotaxis 

cupressoides 
rainforest 

Y N 21.458       

Conservation 
Area 

(RPP) Athrotaxis 
cupressoides 

rainforest 
N Y 27.057       

Informal 
Reserves  

(RPP) Athrotaxis 
cupressoides 

rainforest 
N Y 9.462       

Nature 
Recreation Area 

(RPP) Athrotaxis 
cupressoides 

rainforest 
N Y 17.91       

Regional 
Reserve 

(RPP) Athrotaxis 
cupressoides 

rainforest 
N Y 8.051       

Other Tenures 
(RPP) Athrotaxis 

cupressoides 
rainforest 

N Y 3.507 3 580 3 514 66 

Conservation 
Area 

(RPF) Athrotaxis 
cupressoides - 

Nothofagus gunnii 
short rainforest 

N Y 239.258       

Nature 
Recreation Area 

(RPF) Athrotaxis 
cupressoides - 

Nothofagus gunnii 
short rainforest 

N Y 0.179       

Regional 
Reserve 

(RPF) Athrotaxis 
cupressoides - 

Nothofagus gunnii 
short rainforest 

N Y 4.732       

Conservation 
Area 

(RPF) Athrotaxis 
cupressoides - 

Nothofagus gunnii 
short rainforest 

Y Y 67.82       

National Park 

(RPF) Athrotaxis 
cupressoides - 

Nothofagus gunnii 
short rainforest 

Y N 4 189.111 4 501 4 189 244 

Conservation 
Area 

(RKS) Athrotaxis 
selaginoides 

subalpine scrub 
N Y 18.596       

Future Potential 
Production 

(RKS) Athrotaxis 
selaginoides 

N Y 0.74       
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Forest subalpine scrub 

Informal 
Reserves  

(RKS) Athrotaxis 
selaginoides 

subalpine scrub 
N Y 0.708       

Nature 
Recreation Area 

(RKS) Athrotaxis 
selaginoides 

subalpine scrub 
N Y 9.132       

Regional 
Reserve 

(RKS) Athrotaxis 
selaginoides 

subalpine scrub 
N Y 374.143       

Other Tenures 
(RKS) Athrotaxis 

selaginoides 
subalpine scrub 

N Y 122.072       

Conservation 
Area 

(RKS) Athrotaxis 
selaginoides 

subalpine scrub Y Y 2.364       

National Park 
(RKS) Athrotaxis 

selaginoides 
subalpine scrub 

Y N 5765.228 6 293 5 768 525 

Conservation 
Area 

(RKP) Athrotaxis 
selaginoides 

rainforest 
N Y 1363.299       

Future Potential 
Production 

Forest 

(RKP) Athrotaxis 
selaginoides 

rainforest 
N Y 887.008       

Informal 
Reserves  

(RKP) Athrotaxis 
selaginoides 

rainforest 
N Y 477.618       

Nature 
Recreation Area 

(RKP) Athrotaxis 
selaginoides 

rainforest 
N Y 68.91       

Nature Reserve 
(RKP) Athrotaxis 

selaginoides 
rainforest 

N Y 12.558       

Regional 
Reserve 

(RKP) Athrotaxis 
selaginoides 

rainforest 
N Y 4229.493       

Other Tenures 
(RKP) Athrotaxis 

selaginoides 
rainforest 

N Y 1573.379       

Conservation 
Area 

(RKP) Athrotaxis 
selaginoides 

rainforest 
Y Y 315.991       

Future Potential 
Production 

(RKP) Athrotaxis 
selaginoides 

Y Y 6.836       
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Forest rainforest 

National Park 
(RKP) Athrotaxis 

selaginoides 
rainforest 

Y N 10241.107       

Private land 
within WHA 

(RKP) Athrotaxis 
selaginoides 

rainforest 
Y Y 0.749 19 177 10 564 8 612 

Conservation 
Area 

(RKF) Athrotaxis 
selaginoides - 

Nothofagus gunnii 
short rainforest 

N Y 64.752       

Future Potential 
Production 

Forest 

(RKF) Athrotaxis 
selaginoides - 

Nothofagus gunnii 
short rainforest 

N Y 58.092       

Informal 
Reserves 

(RKF) Athrotaxis 
selaginoides - 

Nothofagus gunnii 
short rainforest 

N Y 31.31       

Nature Reserve 

(RKF) Athrotaxis 
selaginoides - 

Nothofagus gunnii 
short rainforest 

N Y 75.296       

Regional 
Reserve 

(RKF) Athrotaxis 
selaginoides - 

Nothofagus gunnii 
short rainforest 

N Y 1991.045       

Other Tenures 

(RKF) Athrotaxis 
selaginoides - 

Nothofagus gunnii 
short rainforest 

N Y 171.279       

National Park 

(RKF) Athrotaxis 
selaginoides - 

Nothofagus gunnii 
short rainforest 

Y N 855.204 3 247 855 2 392 

TOTALS      54 453 41 177 13 207 

%TOTALS        76 24 
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Supplementary Material (D) 

Spatial analysis of intact rainforest blocks 

To provide an additional global perspective of the conservation significance of Tasmania’s 

temperate, we analysed the area of Intact Rainforest Blocks. Globally, Potapov et al. (2008) 

identified Intact Forest Landscapes (IFL) as ‘A territory within today's global extent of forest 

cover which contains forest and non-forest ecosystems minimally influenced by human economic 

activity, with an area of at least 500 km2 (50,000 ha) and a minimal width of 10 km (measured as 

the diameter of a circle that is entirely inscribed within the boundaries of the territory). The IFL 

threshold of 50,000 ha-1 is arbitrary without an explicit scientific basis;  rather, the conservation 

value is inferred from the principle that ‘bigger is better’ based on, among other things, (i) the 

proposition arising from ecological hierarchy theory that a system’s resilience is enhanced if its 

geographic extent is greater than that of the largest scaled disturbance, in this case, wildfire 

(Allen and Hoekstra, 1992) and (ii) empirical evidence supporting the proposition that large areas 

of mature forest ecosystems are more ecologically stable (Thompson et al. 2009). While the IFL 

of the largest blocks above a threshold of ≥15 000 ha-1 for Western concept provides a useful 

global metric, regional context requires additional thresholds be considered.  Therefore, we 

calculated the area Tasmania and for the relictual rainforests of Eastern Tasmania we used a 

threshold ≥ 2 000 ha-1. 

The data used here were the cleaned and filtered rainforest polygons derived from the same 

Tasveg 3.0 data set used for this paper’s analyses (Kitchener and Harris, 2013). The Blocks were 

‘manually’ aggregated in the GIS by selecting geographically adjacent polygons. Breaks between 

the polygons were included where they were caused by canopy gaps created by rivers and 

streams; thus, rainforest polygons could be aggregated on both sides of the rivers or streams. 

Where breaks were the result of linear features created by anthropogenic features such as roads, 

transmission and railway lines, they were treated as block boundaries. In some cases, polygons 

bisected by tracks were included where the polygon data was continuous as the data were 

assumed to show canopy closure over the feature.  

We also obtained a GIS spatial layer that mapped the boundary of the 2015-2016 fire event from 

the following source: 
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● Custodian: Tasmania Fire Service 
● Dataset name: Fire History 
● Version/Year: 2016 
● Publication Date: 15/08/2016 
● Description of form: Concatenated, 1967-2016 
● Producer: Emergency Service GIS, Department of Primary Industries, Parks, Water and 

Environment (DPIPWE). 
 
Additional metadata if required can be found on our 
portal:https://www.thelist.tas.gov.au/app/content/data/geo-meta-data-
record?detailRecordUID=b94d4388-995d-416a-9844-a39de2798bed 
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Abstract

We identify policies that would provide a solid foundation in key international
negotiations to ensure that primary forests persist into the 21st Century. A
novel compilation of primary forest cover and other data revealed that protec-
tion of primary forests is a matter of global concern being equally distributed
between developed and developing countries. Almost all (98%) of primary for-
est is found within 25 countries with around half in five developed ones (USA,
Canada, Russia, Australia, and NZ). Only �22% of primary forest is found in
IUCN Protected Areas Categories I–VI, which is approximately 5% of prea-
griculture natural forest cover. Rates of deforestation and forest degradation
are rapid and extensive, and the long-term integrity of primary forest cannot
be assumed. We recommend four new actions that could be included in climate
change, biodiversity, and sustainable development negotiations: (1) recognize
primary forests as a matter of global concern within international negotiations;
(2) incorporate primary forests into environmental accounting; (3) prioritize
the principle of avoided loss; and (4) universally accept the important role of
indigenous and community conserved areas. In the absence of specific policies
for primary forest protection, their unique biodiversity values and ecosystem
services will continue to erode.

Introduction

Despite the international attention paid to deforestation,
forest degradation, and improving forest management,
primary forests continue to decline rapidly due to ongo-
ing land-use encroachment (OECD 2006; Karp & Richter
2011), and their future cannot be assumed (Laporte et al.

2007). Primary forests are globally irreplaceable with
unique qualities that make significant contributions to
biodiversity conservation, climate change mitigation, and

sustainable livelihoods (Foley et al. 2007). Off the inter-
national community’s policy agenda, however, is how to
maintain the integrity of the world’s remaining primary
forests. Deficiencies in international forest policy can be
rectified over coming years but the window of oppor-
tunity provided in relevant negotiating forums is short-
lived.

Here, we identify four new actions that would provide
a solid policy foundation for key international negotia-
tions, including forest-related multilateral environmental
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agreements, to help ensure that primary forests persist
into the 21st Century: (1) recognize primary forests as
a matter of global concern within international negotia-
tions; (2) incorporate primary forests into environmen-
tal accounting; (3) prioritize the principle of avoided loss;
and (4) universally accept the important role of indige-
nous and community conserved areas. We first provide
an update on the current distribution and condition of
the world’s primary forest.

Forest distribution and condition

Along a human-use continuum, three categories are
recognized: (i) primary forests—naturally regenerated
forest of native species, where there are no clearly visible
indications of human activities and ecological processes
are not significantly disrupted; (ii) forests used for indus-
trial logging and where there are clearly visible signs of
human activities but where forests are reliant on nat-
ural regeneration processes (“production forests”); and
(iii) planted forests predominantly composed of trees
established through planting and/or deliberate seeding of
commercial varieties (“plantation forests”) (FAO 2010).
The Collaborative Partnership on Forests, an informal,
voluntary arrangement among 14 international orga-
nizations and secretariats with substantial programs on
forests that supports the work of the U.N. Forest Forum,
also uses these three categories of forests. Primary
forest therefore can be defined as natural forest largely
undisturbed by industrial-scale land use. “Intactness”
is a measure of the degree a natural forest landscape
has been degraded and fragmented by human land use
(additional material on the definition of primary forest
and intact forest landscapes is provided in Supporting
Information). Of the world’s extant 40.1 × 106 km2

of forest, some 57% is subject to industrial logging or
designated for multiple uses including wood production,
7% is plantation, and around 36% (14.5 × 106 km2) is
primary forest (FAO 2010).

We completed a novel global compilation of primary
forest cover, building on the global survey of Potapov et al.
(2008) (see Supporting Information for details of ma-
terials and methods). The results and associated world
map revealed that of the �13.1 × 106 km2 of intact for-
est landscape (i.e., primary forest in contiguous blocks
>500 km2), 50% occurs in snow/polar regions; 46% in
equatorial areas; and 3% in warm temperate climatic
zones (Figure 1 and Table S1). Our calculations also sug-
gest there is between 1.4–3.5 × 106 km2 of primary
forest in blocks <500 km2 worldwide. These smaller
areas of primary forest assume particular conservation
significance in otherwise extensively cleared and frag-
mented bioregions as refuges, core zones, reference ar-

eas and sources of propagules for landscape restoration.
Almost all (98%) primary forest occurs in 25 countries
with half in five developed ones (USA, Canada, Rus-
sia, Australia, and NZ) and the rest in developing coun-
tries (Figure 1 and Table S2). Only �22% of primary
forest is found in IUCN Protected Areas Categories I–
VI (Table S3), which is approximately 5% of preagri-
culture natural forest cover. About 35% of the world’s
preagriculture natural forest cover (61.5 × 106 km2)
has been lost. There has been an estimated decline of
2.3 × 106 km2 in natural forests over the past 12 years
(Hansen et al. 2013). Globally, 0.44 × 106 km2 of pri-
mary forest was impacted by logging and other human
interventions from 2000 to 2010 (FAO 2010). This global
decadal estimate of 0.4% primary forest loss, however,
is likely a significant underestimate as it excluded some
high forest cover nations such as Democratic Republic of
the Congo where 2% of its 1.1 × 106 km2 of primary for-
est was lost in this period (Zhuravleva et al. 2013).

Policy recommendations

Recognize primary forests as a matter of global
concern within international negotiations

Deforestation and forest degradation are typically seen as
a developing country problem. Primary forest protection,
however, is a matter of global concern. Our analysis high-
lights that the distribution of primary forest, and rates of
forest loss, are shared between developed and developing
countries (Figure 1). Primary forest protection is also of
global concern because of the role these forests play in
planetary life-support systems, especially the global car-
bon cycle (Mackey et al. 2013), and in meeting inter-
national biodiversity and sustainable development goals
(DellaSala et al. 2012). To date, attempts to negotiate
an international forest treaty have failed and forests are
treated in an ad hoc and uncoordinated way by rele-
vant multilateral environmental agreements. However,
significant opportunities exist for national governments
to negotiate policies that promote primary forest protec-
tion through key international treaties, especially the UN
Forum on Forests (UNFF), the Convention on Biological
Diversity (CBD), the U.N. Framework Convention on Cli-
mate Change (UNFCCC), and the post-2015 development
agenda and Sustainable Development Goals (SDGs).

A major impediment to policy emphasis on primary
forests in international negotiations is the limited use
made of science-based forest definitions. Since the early
1990s, there has been a move to a UN focus on “all types
of forests” (including nonforest ecosystem types) to the
exclusion of forests that are globally most significant eco-
logically or at risk. Primary forests are treated, by default,
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as one of many “types” of forests and are not receiving the
special attention they require to maintain their unique
ecological conditions and ecosystem services. This gener-
alized and nonscience-based approach to defining forests
has dominated dialogue within the UNFF and has under-
mined the ability of the CBD, UNFCCC, post-2015 devel-
opment agenda and SDG negotiations to explicitly recog-
nize primary forests. The UNFCCC definition of forests,
for example, fails to distinguish natural forests from plan-
tations or primary forests from production forests; degra-
dation is not clearly defined, leading to argument over
whether industrial logging is a degrading activity; and
the phrase “forest conservation” is understood to equate
with maintaining forest cover rather than the protection
of forest biodiversity, key forest structures like large old
trees (Lindenmayer et al. 2014), and intact ecosystems
(DellaSala et al. 2012).

Failure by national governments and international ne-
gotiations to adopt a shared and science-based defini-
tion of forests has enabled key assumptions to go unchal-
lenged. These include that industrial logging can conserve
all forest biodiversity and ecosystem services through
sustainable forest management approaches such as re-
duced impact logging and variable retention harvesting
(Gustafsson et al. 2012), despite evidence to the contrary
(Zimmerman & Kormos 2012). A science-based approach
to forest definitions would distinguish primary from both
natural forests used for industrial logging and commer-
cially planted forests (Table S4). Other categorizations are
needed. For example, there are fundamental differences
in forests across major climatic zones that must be recog-
nized (Figure 1; Supporting Information). This will pro-
vide a far more robust platform for assessing the impact
of policy proposals for forest management. International
policy negotiations, unfortunately, remain under the in-
fluence of the decision taken in 1992 to adopt a “whole
of forest” definition. The following sections consider some
of the consequences.

Incorporate primary forests into environmental
accounts

Another unchallenged assumption regarding how forests
are addressed within the UN system has been that pri-
mary forests have minimal economic value. Thus, the
economic value of their ecosystem services are not re-
flected in accounting and reporting systems. Significant
progress, however, is being made in the development of
ecosystem-based accounting that recognizes the qualities
as well as the stocks and flows of natural assets (OECD
2013). Environmental accounts at a national level should
provide data that informs government decision makers
about the benefits and risks of land-use policies. The sig-

nificance of adopting a forest definition which explicitly
includes primary forests becomes apparent here: environ-
mental accounts can help inform policies that protect pri-
mary forest only if they recognize primary forests as a
unique category of ecosystem and track their degradation
and loss of intactness.

Environmental accounts can make a positive con-
tribution to SDGs and the SDGs process has stressed
the need for an ambitious and universal agenda that
promotes transformational development approaches to
eradicating poverty and protecting the planet’s finite nat-
ural resources (UNDP & UNEP 2013). Recognizing pri-
mary forests as a distinctive class in environmental ac-
counts would bring attention to the special contributions
their ecosystem services make to SDGs including fresh-
water and associated watershed services. The distribu-
tion of forests and rainfall is highly correlated as photo-
synthesis and biomass production is a water-demanding
process. The phenomenon of precipitation recycling is a
well-documented positive feedback between forests and
regional climate, for example, about half the precipitation
in the Amazon originates from evapotranspiration (Salati
et al. 1979). Intact forest landscapes exert a strong influ-
ence on catchment hydrology and the quality and flow
of water. Forested watersheds reduce storm runoff, sta-
bilize streambanks, shade surface water, cycle nutrients,
filter pollutants, and their waters are often cooler with
less sediment, nutrients, and chemicals than water from
other lands (Furniss et al. 2010). Undisturbed forest with
its understory, leaf litter and organically enriched soil is
the best watershed land cover for minimizing erosion by
water and any land-use activity that removes this pro-
tection increases erosion (Dudley & Stolton 2003). Intact
forested watersheds therefore generally result in higher
quality water than other land covers and alternative land
uses such as logging which have been shown to increase
sediment. Replacing old forests with young plantings of-
ten results in reduced water flow due to greater transpi-
ration; disturbance can reduce the mean annual runoff
by up to 50% compared to that of a mature forest, and
can take as long as 150 years to fully recover (Jayasuriya
et al. 1993). In a world heading to a population of nine
billion people, potable and affordable water for human
consumption will be an increasingly scarce and valuable
resource (Dudley & Stolton 2003).

The U.N. Statistics Division’s work on experimental
ecosystem accounts provides the tool for national gov-
ernments to begin testing and implementing systems that
recognize the special ecosystem services, such as water
flow and quality, arising from primary forests (OECD
2013). In implementing this approach, attention needs to
be given to the quality of ecosystem stocks. In the case
of primary forests, this includes tracking the impact on
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them of roads. As the largest human artefact on Earth
(>8 × 106 km globally), roads are usually the first infras-
tructure intrusion into primary forest. Roads are typically
built initially for logging, fragmenting large intact forest
blocks, and leaving the fragmented habitat highly vulner-
able to biodiversity loss (Gibson et al. 2013) Roads allow
the expansion of human settlements and enable other
extractive land uses, especially agriculture, mining, and
ranching (Forman et al. 2003). There are well-established
relationships between roads and land-use development
which overtime lead to deforestation, unless explicit mit-
igation measure are put in place (Bray et al. 2004).

Prioritize the principle of avoided loss

Both the climate change and biodiversity problems are at
crisis points. International and national policies that aim
to merely slow rates of land-use-related greenhouse gas
emissions and species extinctions from primary forests are
inadequate as we need to be fixing these problems at a
faster rate than we are causing them. There is consider-
able merit, therefore, in emphasizing policies that seek
to avoid any further biodiversity loss and emissions from
primary forest deforestation and degradation by prioritiz-
ing the principle of avoided loss.

There is now extensive scientific documentation of the
unique attributes of primary forests and the contributions
they make to biodiversity conservation and carbon stor-
age and sequestration. Loss of intact forests contributes
directly to the biodiversity extinction crisis. Up to 57% of
tropical forest species are dependent on old-growth for-
est habitat, with studies on regenerating forests show-
ing that species recovery occurs over considerably longer
time scales than vegetation structural regrowth, and that
reestablishment of certain species and functional group
composition can take centuries or millennia (Barlow et al.

2007). Intact forest landscapes contain large old trees and
coarse woody debris which are among the most impor-
tant substrates for the maintenance of species diversity,
and are particularly important in temperate and boreal
forests (Lindbladh et al. 2013). Intact forest is therefore
irreplaceable for the maintenance of native species di-
versity and especially those obligate forest species found
only in large remnants of native forest, with forest bio-
diversity generally declining along a coarse gradient from
old-growth forest to secondary forest, agroforestry, plan-
tations, arable crops, and pasture (Chazdon et al. 2009).

Clearing and logging of primary forest results in the de-
pletion of ecosystem carbon stocks and increased carbon
dioxide emissions to the atmosphere, exacerbating the
climate change problem. Current forest biomass carbon
stocks are estimated at around 289 Gt C, with as much
again in the other forest ecosystem pools (soil carbon and

dead biomass) (FAO 2010). In total, emissions from land-
use change, especially deforestation and degradation, are
currently at least 10% of total annual anthropogenic
emissions; comparable to emissions from the entire trans-
portation sector (IPCC 2013). Since 1750, 33% of accu-
mulated anthropogenic atmospheric emissions are from
deforestation, degradation and other land-use changes
(Houghton 2007). Primary forests store 30–70% more
carbon than logged and degraded forests (Krankina &
Harmon 2006; Bryan et al. 2010). A comprehensive ap-
proach to climate change mitigation is now needed: both
fossil fuel and land carbon emissions must be curtailed.
Avoiding emissions is now critical as a large fraction of
anthropogenic climate change resulting from CO2 emis-
sions is irreversible on a multicentury to millennial time
scale. Keeping forests intact is therefore a priority mit-
igation strategy for avoiding land carbon emissions as
complete deforestation could increase atmospheric car-
bon dioxide concentrations by 130–290 ppm (Mackey
et al. 2013).

The CBD and UNFCCC provide opportunities for those
national governments who are signatories to advance
avoided loss policies. Under the CBD, parties have agreed
to a Strategic Plan for Biodiversity 2011–2020 that in-
cludes 20 Aichi Biodiversity Targets. Primary forest pro-
tection is central to achieving at least five of these targets:
natural habitat loss (Target 5); terrestrial land in protected
areas (Target 11); ecosystems providing essential services
(Target 14); contribution of biodiversity to climate change
mitigation and adaptation (Target 15); and traditional and
local communities (Target 18) (CBD 2010). Primary for-
est protection can be used in various ways to help achieve
these Aichi targets. For example, Target 11 calls for an in-
crease in the coverage of protected areas especially Key
Biodiversity Areas (KBA—places of particular importance
for biodiversity) (CBD 2013). Primary forests could be ex-
plicitly evaluated under the proposed KBA Criterion C:
sites that are exceptional examples of ecological integrity
and naturalness as represented by their intactness and re-
gional continuity. An indicator addressing primary for-
est protection could be developed to monitor progress in
achieving Targets 11 and 14.

While forests are acknowledged as playing important
roles in climate change mitigation and adaptation glob-
ally (CBD 2009), current provisions on forests within
the UNFCCC have significant failings with respect to pri-
mary forest conservation (DellaSala et al. 2012). The for-
est policy mechanism for developed countries with bind-
ing emissions targets listed in Annex 1 of the Kyoto Proto-
col (KP) is called Land Use Land Use Change and Forestry
(LULUCF). For non-Annex 1 countries (developing coun-
tries including Brazil, India, and China), the equiv-
alent mechanism is called Reducing Emissions from
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Deforestation and Forest Degradation (REDD+). While
forests are addressed by a plethora of policies, there are
significant gaps regarding primary forests, in addition to
the forest definition problem noted. REDD+, for exam-
ple, is being negotiated as a set of only voluntary guide-
lines with financial incentives that will not be tied to na-
tional emission reduction commitments. There is a se-
rious risk that in the post-2015 agreement there will
be pressure to either continue or combine LULUCF and
REDD+ without addressing current limitations of either.
Conversely, opening up the negotiations on forests as
part of a post-2015 agreement presents opportunities
to strengthen definitions, improve rules, and develop a
more coherent framework that provides strong incentives
to protect all primary forest.

If national governments intend to comply with the in-
ternational environmental treaties they have signed, then
new policies are needed that provide incentives for avoid-
ing logging-related emissions through forest protection
rather than merely reducing the rate of emissions from
land use. Within UNFCCC negotiations, mitigation ben-
efits would be maximized by strictly prioritizing forest
management activities in the following order (using the
terminology of Decision 1/CP.13 of the Bali Action Plan):
(i) “conservation” defined as avoiding emissions by pro-
tecting primary and other natural forests; ahead of (ii)
“enhancement of forest carbon stocks” defined as seques-
tering CO2 by restoring degraded natural forests; ahead of
(iii) “sustainable management of forests” defined in terms
of reducing emissions through changed industrial logging
practices. Currently, all three forest mitigation activities
are recognized by REDD+ but they are poorly defined
and are not prioritized. This deficiency was also noted
by the European Union Parliament (2013). While this
policy change may seem like a minor fine tuning, it is
potentially a powerful lever that could significantly di-
rect REDD+ investments in ways that provide incentives
for national governments, local communities, and private
landowners to protect primary forests. If this prioritiza-
tion is not adopted, then REDD+ funds could end up
doing little more than subsidizing industrial logging com-
panies to undertake reduced impact logging/variable
retention harvesting as presumed mitigation activities.
Given the global distribution of primary forest, the need
for international policies that direct funds and invest-
ments toward conservation actions that avoid emissions
from primary forests is relevant in developed as well as
developing countries.

Universal recognition of indigenous and
community conserved areas

Governments could use primary forest protection as
a mechanism within multilateral environmental agree-

ments to support sustainable livelihoods for the extensive
populations of forest-dwelling and dependent people, es-
pecially traditional people, in both developed and devel-
oping countries. CBD Target 18 (indigenous and local
communities) would be advanced through acknowledg-
ing the contribution of primary forest protection. Within
the UNFCCC, primary forest protection could be recog-
nized as a priority ecosystem-based adaptation activity
providing cost-effective, no-regret options with multiple
cobenefits for humans and nature (CBD 2009). Intact
ecosystems can play a vital role in maintaining and in-
creasing resilience to climate change (Thompson et al.
2009) and in reducing climate-related risk and vulner-
ability (UNFCCC 2011). Ecosystem-based adaptation ap-
proaches are typically no-regret options due to the coben-
efits they provide in terms of mitigation, conservation
and livelihoods and because they leave open future op-
tions.

The national government negotiators at the UNFCCC
could agree, like has been done through the CBD pro-
cess, to recognize the special contribution of indigenous
and community conserved areas to protecting primary
forests and, in light of the benefits these yield for both
conventions, promoting policies that invest in capacity-
building with local communities living in or near for-
est. Local people have strong incentive to preserve the
forests they depend on as the basis of traditional sub-
sistence uses including as a source of food, shelter, and
medicine. There are many examples of successful natural
ecosystem protection at all scales by local communities
(Nepstad 2006). Primary forest have greater resilience to
external stressors compared to degraded forests, includ-
ing the new additional stress of anthropogenically forced,
rapid climate change (Thomspon et al. 2009). The Ama-
zon, for example, has resisted previous climate changes
and should adapt to future climates as well if landscapes
can be managed to exclude industrial land use and main-
tain natural fire regimes in the majority of forest rem-
nants (Cochrane & Barber 2009). Formal recognition of
indigenous and community conserved areas in the UN-
FCCC negotiations could facilitate these communities’ ac-
cess to international climate change funds which they
urgently need to provide them with the capacity and re-
sources to protect primary forests.

Conclusions

International environmental negotiations are failing to
halt the loss of the world’s most important primary
forests. While multiple stressors are at play in defor-
estation and degradation, and many nongovernment ac-
tors have important roles to play (Nepstad et al. 2014),
national governments can help reset forest policies
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globally by shifting away from addressing “all types of
forests” generically toward a new regime based on the
key principle that protection of primary forests is prior-
itized and accelerated. Enabling this shift also will re-
quire strengthening global policy coordination in sup-
port of primary forest protection across multilateral en-
vironmental agreements and UN processes, such as the
UNFF, SDGs and the post-2015 development agenda.
This will enhance synergies, strengthen cross-treaty link-
ages, avoid conflicting decisions, and help to develop ap-
propriate financial mechanisms and responses in national
action plans and programs.

The biodiversity impacts of industrial logging are
chronically problematic in all forest biomes—tropical,
(Zimmerman & Kormos 2012), boreal (Schmiegelow
et al. 2006), and temperate (Lindenmayer et al. 2011)—
with immediate, lagged, and cascading impacts. Comple-
mentary policies are needed that reduce pressure to open
up primary forest for wood production and other inten-
sive land uses by (a) shifting expansion of agricultural
commodity production entirely out of primary forests to
previously cleared land and (b) promoting restoration of
degraded forest land. The 23 × 106 km2 of secondary
forest (i.e., those subject to industrial logging or desig-
nated for multiple uses including wood production) pro-
vide vast areas of habitat for many species and ecosys-
tem services (Putz et al. 2008) (albeit in a limited way
relative to primary forests; van Bruegel et al. 2013). In
addition to the mitigation benefits noted from avoided
emissions, the potential contribution of forest restoration
to reducing atmospheric carbon dioxide concentrations is
significant (40–70 ppm if all cleared land was restored)
(House et al. 2002). Secondary forests can serve as buffers
and connections for primary forests and are important to
landscape-wide conservation efforts (Crooks & Sanjayan
2006). Comprehensive forest protection is best achieved
when both large and small blocks of primary forests are
embedded within efforts to conserve and restore sec-
ondary forests more generally. Where forest is subject to
industrial logging, therefore, changing logging practices
and regimes so that they have lower emissions and biodi-
versity losses, and preventing management failures, are
important components of a comprehensive landscape-
level approach to forest conservation. However, we cau-
tion against subsidizing industrial logging operations to
mitigate their environmental impacts as there is no sub-
stitute for the unique biodiversity values and ecosystem
services that primary forests provide.
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Text S1: Materials and Methods 

The data for Fig. 1 came from the following sources and analyses.  

(i) The background map layer of extant natural forest cover is sourced from a global land 

cover map (Arino et al. 2009). This global land cover layer was derived from NASA MODIS 

satellite data and has 23 land-cover classes. We reclassified the forest cover layer by two classes, 

namely, forest and non-forest. We selected the classes that described a type of forest, namely: 40 

- Closed to open broadleaved evergreen or semi-deciduous forest; 50 - Closed broadleaved 

deciduous forest; 60 - Open broadleaved deciduous forest; 70 - Closed needleleaved evergreen 

forest; 90 - Open needleleaved deciduous or evergreen forest; 100 - Closed to open mixed 

broadleaved and needleleaved forest; 110 - Mosaic Forest-Shrubland/Grassland; 120 - Mosaic 

Grassland/Forest-Shrubland; 160 - Closed to open broadleaved forest regularly flooded (fresh-

brackish water); 170 - Closed broadleaved forest permanently flooded (saline-brackish water). 

(ii) The map layer of intact forest landscapes (IFL) was sourced from a global survey 

published by Potapov et al. (2008) based on remotely sensed and GIS data sources using the 

following parameters: forest canopy cover > 20%; minimum forest patch sizes of 4 km2; 

minimum forest zone of 500 km2 (50,000 ha); and minimum patch width of 10 km. Note that IFL 

can contain non-forest areas, perhaps up to 15%, which results in uncertainty when using these 

data in conjunction with other data sources. 

(iii) Forests were analysed and are colour labelled in the figure according to a spatial model of 

the major climatic divisions of the Köppen-Geiger classification (Kottek et al. 2006). We 

intersected the global map of intact forest landscapes with this climatic model (Table S1). The 

GIS calculation was implemented in ArcGIS desktop 10.1. In lieu of transforming the datasets to 

calculate area, the spatial layers were kept in a geographical projection (WGS84) and the area of 
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the polygons was calculated using the spherical coordinates with the “geosphere” (Hijmans et al. 

2012) package of the statistical computing software R 2.15.2 (R Core Team).  

(iv) We calculated the area of IFL per country and identified the top 25 countries ranked by 

this statistic (only the top 20 are mapped due to cartographic limitations) (Table S2). 

(v) The data for the International Union for Conservation of Nature (IUCN) protected areas 

were sourced from the World Database on Protected Areas (WDPA) (IUCN-UNEP 2013).  The 

shapefile contains a comprehensive global database on terrestrial and marine protected areas.  

We intersected the terrestrial protected areas that were assigned one of IUCN's six recognized 

categories of protected areas (referred to as IUCN Protected Area Categories I-VI) with the 

global map of IFL (Table S3).   

(vi) National level statistics for recent gross forest loss were sourced from a global remote 

sensing based survey (Hansen et al. 2013). We identified the top 25 countries with the highest 

rates of gross deforestation for illustration in Figure 1 (Table S3). We used gross rather than net 

deforestation because net includes forest regrowth. The published figures did not enable us to 

distinguish what proportion of gross was from primary or natural forest that was degraded by 

logging and other land use intrusions. Therefore, this gross deforestation statistic is used in 

Figure 1 as a simple indicator of countries where forests are most at risk.  

(vii) Our estimate of primary forest in blocks <500 km2  was made by comparison of IFL data 

with statistics compiled by the Food and Agriculture Organisation (FAO 2010a, b). These data 

were compiled from national reports and therefore there are gaps and discrepancies arising from 

some high forest cover countries failing to report any forest statistics from differing forest 

classification systems and interpretations of guidelines. The estimate of pre-agricultural global 



4 

 

forest cover came from a history data base of the global environment called HYDE (Goldewijk 

2001). 

Table S1  

The area of intact forest landscape (IFL) in the main climatic zones of Köppen-Geiger. The 

fraction of total (%) is the percentage of IFL in each climatic zone as a fraction of the total area 

of IFL. The FAO area of primary forest is compiled from national reports (FAO 2010a, b). 

Climatic  zone Area ( km2) Area (ha) 

Fraction of 

total (%) 

Equatorial 

 

6 034 545 

 

 

603454574 

 

46 

Arid 

 

101 935 

 

 

10193525.33 

 

1 

Warm Temperature 
383 170 

 

38317000.73 

 
3 

Snow 
6 149 700 

 

614970088.4 

 
47 

Polar 
357 227 

 

35722776.68 

 
3 

Total Area 
13 026 579 

 

1 302 657 965 

 
100 

FAO area of primary forest 13 588 640  1 358 864 000   

FAO primary forest not IFL >50 000 ha-1 562 060 

 

56 206 034 
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Table S2 The top 25 countries ranked by their area of intact forest landscape. 
IFL ranking Name km2 

1 Canada 3,096,632 

2 Russia 2,736,141 

3 Brazil 2,494,760 

4 D. R. of the Congo 647,275 

5 United States 587,394 

6 Peru 570,594 

7 Indonesia 370,780 

8 Colombia 354,443 

9 Venezuela 315,995 

10 Bolivia 230,101 

11 Papua New Guinea 163,812 

12 Guyana 145,618 

13 Congo 140,799 

14 Australia 138,761 

15 Chile 110,097 

16 Gabon 109,197 

17 Suriname 108,733 

18 French Guiana 66,352 

19 Burma 53,536 

20 Ecuador 53,467 

21 Cameroon 53,266 

22 China 51,138 

23 Paraguay 45,256 

24 New Zealand 42,963 
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25 Argentina 39,231 

 

Table S3  

The area of intact forest landscape (IFL) in IUCN Protected Areas Categories I-VI; the area and 

percentage of protected IFL. 

IUCN terrestrial protected area category  Area ( km2) Fraction of total IFL(%) 

Ia  254 412 9 

Ib  246 223 9 

II  1 047 860 37 

III  59 660 2 

IV  309 235 11 

V  163 711 6 

VI  758 956 27 

Total area of IFL found within IUCN Protected 

Area Categories I-VI 
 2 840 057 

 

Total global area of IFL  13 100 000  

Percentage of PIFL found within IUCN Protected 

Areas Categories I-VI 
 22%  
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Text S2: Additional material on forest definitions 

Our use of the term ‘primary forests’ is designed to focus attention on a subset of global forests 

possessing particular characteristics. Here, we explain the scientific basis to our selection of this 

term and further explain its meaning and significance. 

 Forests can be defined using various criteria, including: vertical structure of vegetation 

cover at a stand level (canopy height and density, number of vertical layers); taxonomic 

composition of the dominant canopy species; degree of autopoiesis (i.e., self-establishment and 

regeneration); forest productivity as measured by site index; gross level of timber stand volume; 

age of the dominant tree and shrub species; geographic location; climatic domains; and condition 

as impacted by land use and human perturbation. Over 800 definitions of forests and wooded 

areas have been identified globally (Lund 2014). 

 Fundamental ecological differences, however, are found in the natural characteristics of 

primary forests along major climatic zones (e.g., tropical, temperate, boreal). Structurally, the 

term ‘forest’ is typically defined as vegetation which at ecological maturity has a canopy density 

and height above a minimum threshold (e.g., >30% and >20m). This level of biomass production 

requires substantial and sustained rates of photosynthesis and therefore forests are typically 

found where the ratio of actual evapotranspiration to equilibrium evapotranspiration assessed 

over the full year is generally ≥0.45 but for evergreen forests is ≥0.65 (Prentice et al. 1992). At a 

global scale, therefore, all forests occur where it is climatically relatively wet (or at least 

sufficiently wet seasonally) and they are primarily differentiated by thermal gradients (but also 

by rainfall seasonality); hence the distinction commonly made between tropical, subtropical, 

temperate and boreal forests. As thermal gradients (along with rainfall seasonality) have been 
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significant exogenous selective forces on the evolution of forest biota, the major climatic zones 

also distinguish genetically distinctive forest taxa. 

The term ‘primary’ is used to also refer to both (i) natural forests largely undisturbed by 

industrial-scale land use and (ii) natural forests that have reached ecological maturity. In many 

forest ecosystems, species with specialized life history traits occupy different successional stages 

in the development of a stand following disturbance or the death of canopy trees. Typically, fast 

growing and shorter-lived tree species dominate disturbed sites, followed by slowing growing 

longer-lived ones (Chazdon et al. 2010). Terms such as ‘unlogged,’ ‘undisturbed,’ ‘intact,’ 

‘natural,’ ‘frontier,’ ‘ancient,’ ‘virgin,’ and ‘old growth’ have been used interchangeably with 

primary. ‘Old-growth’ is a commonly used term, though there is no generally agreed definition 

because it varies regionally and locally.  It is typically defined as a forest with trees older than 

120 years; however, trees with a lifespan of <120 years old can dominate some older forests. It is 

also possible for disturbed/secondary forests to retain old-growth structural and functional 

characteristics as biological legacies. The structural characteristics of old growth can vary 

between locality/forest type but typically include mature trees (some very old), standing dead 

trees and downed logs, abundant coarse woody debris, and vertical and horizontal complexity in 

vegetation layering.  

The Convention on Biological Diversity, following from the FAO (2010a, b) definition of 

forest, defines primary forest as forest that has never been logged and has developed following 

natural disturbances and under natural processes, regardless of its age (CBD 2009). It also 

includes here forests that are used inconsequentially by indigenous and local communities living 

traditional lifestyles relevant for the conservation and sustainable use of biological diversity.  
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The U.N. Environment Program World Conservation Monitoring Centre and the Centre for 

International Forestry Research generally refer to forests by broad ecosystem type (e.g., 

mangrove, lowland evergreen broadleaf rainforest). While they do not use the term primary 

forest, ‘disturbed natural forest’ is defined as any non-plantation forest that has in its interior 

significant areas of disturbance by people, including clearing, felling for wood extraction, 

anthropogenic fires, and road construction, for example. All forests, regardless of their human 

footprint, are defined as having > 30% canopy cover (UNEP-WCMC 2009) (38). 

 The issue of spatial scale is critical in defining, mapping and accounting for forest 

condition. Most field based forest observations are at the stand-level (≤1ha-1). Industrial logging 

operations are based on logging schedules that operate at the stand-level with a ‘forest’ 

consisting of a mosaic of managed stands at the landscape scale. This industrial focus on stand-

level has influenced the definition of forests in various international processes, including: (i) the 

FAO (2010a, b), with the definition of a forest as comprising a 5 ha-1 minimum forest area, 5 m 

minimum tree height and 10 % minimum crown cover; and (ii) the UNFCCC, which while 

allowing individual national definitions requires they conform to threshold values (0.01 – 1.0 ha-

1 minimum area; 2.5 m minimum tree height; 10-30 % crown cover; 40 % minimum crown cover 

threshold for closed forest).  

 Consistent with the principles of ecological hierarchy theory, the sampling resolution and 

geographic extent of a study area determine the patterns that are recognized broadly and 

specifically as an intact forest. At a site-scale (≤ 1ha-1), intactness is a function of vegetation 

structure (canopy height and cover, number of vertical layers). Under natural conditions, primary 

forests at the landscape scale (~1.0 x 104 ha-1) will encompass a mosaic of successional stages 

and ecosystem types. For this reason, an ecological perspective demands consideration of the 
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intactness of forests at the landscape- rather than stand-level. The stand-level alone, therefore, 

does not adequately encompass important forest ecosystem features and qualities that vary more 

broadly over larger areas. The landscape-level (>1 ha-1 to ~ 50,000 ha-1) better captures the 

multi-scale processes and patterns that characterize forest ecosystems – hence the term ‘forest 

landscapes.’ 

 ‘Intactness’ is a landscape-level metric that quantifies the extent to which a natural forest 

landscape has been degraded and fragmented by land use impacts, including roads and 

development. An intact forest landscape (IFL) is defined here as an unbroken expanse of natural 

ecosystems within the zone of current forest extent, showing no signs of significant human 

activity, and large enough that all native biodiversity, including viable populations of wide-

ranging species, could be maintained (Potapov et al. 2008). Although all IFL are within the 

forest zone, some may contain extensive naturally treeless areas, including grasslands, wetlands, 

lakes, alpine areas, taiga, and ice. In general, intact forest landscapes have the following 

characteristics: primarily forested; large enough to support viable populations of all species 

associated with that forest type even in the face of natural disturbances of a magnitude to occur 

once in a century; dominated by native tree species; home to most of their evolved, characteristic 

biodiversity; structure and composition determined mainly by natural events; relatively 

unmanaged by humans, notwithstanding long standing interactions with indigenous forest 

people; and, in forests where patches of trees of different ages occur naturally, a heterogeneous 

landscape. In sum, primary forests retain their full complement of evolved characteristic 

biodiversity, adaptive capacities, optimized ecosystem processes and bio-cultural relationships. 
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 The ecological and conservation significance of a given intactness threshold value varies 

with climatic zone and landscape context. The 500 km2 threshold value is appropriate for a 

reconnaissance assessment and it is likely ecologically significant for many snow/polar (boreal) 

forest landscapes given the typically large spatial scale of natural disturbance regimes. The 

temperate forest zone has only about 3% of the world’s primary forest reflecting the extent to 

which these forest have been cleared and logged. For example, in the Australian state of Victoria, 

there is < 1.2% of old growth mountain ash forest (dominated by Euclayptus regnans) left after 

logging, fires, and the combination of the two (Lindenmayer et al. 2012). Here, a lower threshold 

is warranted as, among other things, the remnants play a vital role as source habitats, restoration 

benchmarks, and core zones in multi-tenure protected area networks. The same is true for the 

Pacific Northwest where approximately 20% of forests >150 years old remain due to extensive 

logging (Strittholt et al. 2006).  

 The move towards international forest deliberations focusing on “all types of forests” can 

be traced to the 1992 Rio Earth Summit (UN 1992). This more generalized approach included 

vegetation types that structurally in science-based classification schemes are considered non-

forest ecosystem types such as woodlands. As a result, this has led global attention away from 

forests that are globally of most ecological significant or at risk, including primary forest. 
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Table S4  

General ecological attributes of primary forests, natural forest with industrial logging, and 

plantation forests for major forest types as stratified by climatic zones as defined in Methods and 

Materials: equatorial (more commonly referred to as “tropical”); snow/polar (“boreal”); and 

warm temperate (“temperate” including what in some regions are known as “cool temperate”). 

The attributes of natural forests with industrial logging will vary depending on the kind of forest 

management applied. 

Ecological Attribute Primary forest 

Natural Forests With 

Industrial Logging Plantation 

Genetic diversity 

including intra-species 

diversity 

Moderate (snow/polar) 

to exceptional 

(equatorial) 

Reduced due to selective 

logging of largest most 

commercially valuable trees 

Very low with 

commercially 

manipulated genomes 

to grow under site-

specific conditions 

Alpha diversity 

Low (snow/polar) to 

exceptional (equatorial) 

Reduced depending on level 

of logging and associated 

impacts Very low 

Narrow range 

endemics 

Low (snow/polar) to 

exceptional (equatorial) 

Low due to loss of habitat 

specialists Very low 

Food web dynamics 

Fully functional 

predator-prey 

dynamics; large 

carnivores all present Few large carnivores Low to none 

Pollination 

Low (snow/polar) to 

exceptional (equatorial) 

Reduced depending on degree 

of biomass removals 

(especially flowering plants) Low to none 
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Total carbon storage 

and sequestration 

Exceptional organic 

carbon stocks in all 

types (equatorial, 

snow/polar, warm 

temperate) but 

sequestration rates 

greatest in equatorial 

Significant CO2 emissions 

from depletion of living and 

dead biomass carbon and soil 

carbon stocks with magnitude 

depending on logging 

intensity and method 

Long-term CO2 

emissions (decades to 

centuries) depending 

on removal of original 

biomass 

Micorhizzal relations 

and soil microfauna 

Low (boreal, tropics) to 

exceptional (temperate) 

Soils compacted, biota 

reduced 

Soils erosive, biota 

reduced especially 

below ground, 

invasives may 

dominate without 

control 

Hydrological cycles Intact and functional Altered 

Highly altered water 

quality and quantity 

especially by roads 

Natural disturbance 

regimes 

Intact and functional 

operating across full 

range of spatio-

temporal scales 

Altered at site and landscape 

level – e.g., fire regimes may 

be suppressed or magnified 

Highly altered – e.g., 

maybe suppressed or 

magnified 

Stand structure 

Relatively simple 

(snow/polar) to  

moderate-exceptional 

(equatorial, warm 

temperate) 

Greatly simplified depending 

on extent of removal of old 

trees and coarse woody debris 

Extensive loss of old 

trees, biological 

legacies, 

oversimplified 

Seral stages 

Complex, all stages 

represented, especially 

Loss of ecologically mature 

stages, salvage logging of 

Young trees with 

simplified composition 
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old growth disturbed areas limits complex 

early seral stage from 

developing 

and structure only, no 

complex early seral 

stage due to 

commercial logging  

Landscape 

heterogeneity 

Large undisturbed 

patches intermixed 

within a mosaic of 

seral stages depending 

on natural disturbance 

events, resulting in 

high beta diversity 

Low to moderate depending 

on extensiveness and 

intensiveness of logging and 

degree of remaining patch 

diversity Uniform and low 

Landscape connectivity 

Natural connections 

intact  

Fragmented with little interior 

habitat and moderate edge 

penetrance 

Highly fragmented 

with mostly edge 

conditions 

Adaptation potential to 

climate change 

High due to low land-

use stressors, intact 

processes, favourable 

microclimates that may 

provide refugia, and 

native species diversity 

that may infer 

resistance 

Reduced due to land-use 

stressors, diminished 

biodiversity, and altered 

microclimates 

Low due to high land-

use stressors, highly 

altered microclimates, 

and invasive species 

intrusions 

Human footprint 

(infrastructure, 

invasives etc.) 

Low (if left 

undisturbed) 

Moderate to high depending 

on forest management 

practices High to exceptional 
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It is now clear that limiting warming requires cuts in 
greenhouse gas emissions, especially in carbon dioxide 
from burning fossil fuel. The latest Intergovernmental 
Panel on Climate Change (IPCC) report estimates 
that from now on, we (that is, humanity) can emit only 
about 269 Gt C (that is, billion tonnes of carbon) if we 
are to limit global warming to no more than 2°C above 
the pre-industrial average planetary surface temperature 
– the target agreed to by the international community4.

The issue I want to address here is the role of for-
est carbon in solving the climate change problem. Can 
planting trees offset fossil fuel emissions? And how 
much worse can the climate change problem get if we 
continue to destroy the world’s remaining forests? 

Global carbon cycle

In order to answer these two questions, I have to first ex-
plain how the global carbon cycle works. From a systems 
perspective, Earth is “open” to the flow of energy but is 
materially closed. Earth has a fixed amount of carbon – 
the total amount does not change, it just changes form: 
it can be gas (CO2); liquid (dissolved inorganic carbon 
in water) and ice; rock (carbonates); or biomass (organic 
carbon in living and dead plants and animals). Carbon 
flows between four major pools: the lithosphere (the 

Counting trees, carbon 
and climate change

What does counting trees have to do with climate 
change? Well, quite a lot, as it turns out. Trees store a 
large quantity of carbon, and when we destroy or de-
grade forests significant amounts of carbon dioxide are 
released into the atmosphere. Greenhouse gases like 
carbon dioxide cause global warming – an increase in 
the amount of solar energy which is kept within the 
Earth system. A little global warming is a good thing, as 
without any Earth’s average surface temperature would 
be about 5°C rather than around 17°C. But now we are 
experiencing human-forced global warming, driven by 
the additional carbon dioxide being injected into the 
atmosphere above that due to natural processes. This 
accelerated global warming in turn causes changes to 
climatic conditions. The changes include altered rainfall 
regimes, the frequency and intensity of extreme weather 
events (heat waves, droughts and floods), along with 
ocean acidification, melting ice, expanding ocean waters 
and rising sea levels.

About 30% of the carbon dioxide in the atmos-
phere that has been added by past and present human 
activities is due to emissions from deforestation and deg-
radation, and 70% is from burning fossil fuel (coal, oil, 
gas) for energy1. About 80% of our energy comes from 
burning fossil fuel2. Currently, about 10% of annual hu-
man emissions are from deforestation and degradation3. 

Trees absorb carbon. Planting more trees will absorb more carbon 
from the atmosphere, and soak up the man-made emissions that are 
causing climate change. It is a simple, easy and attractive solution 
that would allow us to continue our high-emission business as 
usual and still stave off global warming. Brendan Mackey examines 
whether or not it would work. 

Growing forests 
absorb carbon; 
but the rates of 
emission and 
absorption are 
crucial
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crust and upper mantle); the ocean (including 
glaciers and the frozen waters of the north and 
south poles); the atmosphere; and ecosystems 
(especially forests). 

Figure 1 illustrates the major carbon 
pools, the stock of carbon in each pool, and an-
nual flows of carbon between the pools. Car-
bon naturally flows between the atmosphere 
and ecosystems, and the atmosphere and the 
ocean (there is also a small flow between the 
land and the ocean from river discharge, plus 
some natural degassing from volcanic activity). 
Plants grow by absorbing CO2 from the at-
mosphere through photosynthesis. Plants also 
respire about half of this carbon back into the 
atmosphere. Atmospheric CO2 dissolves into 
water as inorganic carbonates; the rate and the 
amount depend on water temperature, acidity, 
and the concentration gradient between the 
atmosphere and the ocean. Due to geographic 
and seasonal variations in these conditions, 
some oceanic zones absorb CO2 while other 

areas discharge CO2 back into the atmosphere. 
The only flow from fossil fuel is from burning 
it for energy; the oil, coal and gas stored in the 
lithosphere do not naturally degas into the 
atmosphere. 

Note in Figure 1, however, the emissions 
coming from deforestation and degradation of 
ecosystems. Land use such as industrial log-
ging mobilizes the carbon stored in the woody 
biomass of trees, the dead biomass, and soil 
carbon, depleting the ecosystem carbon stock, 
and releasing CO2 into the atmosphere at a 
rate above that of natural ecosystem respira-
tion. This is an additional pulse of CO2 into 
the atmosphere; it comes from a different pool 
than that of fossil fuel carbon.

The tricky thing about the global carbon 
cycle is that the various processes illustrated 
in Figure 1 operate over vastly different time-
scales. On an annual basis, around 200 Gt 
C is exchanged between the atmosphere and 
ecosystems and between the atmosphere 

and the ocean. Also on an annual time scale, 
about one-third of fossil fuel emissions are 
taken up by ecosystems and one-third by the 
ocean3. The remaining one-third stays in the 
atmosphere. The atmospheric concentration 
of carbon (in the form of CO2) is increasing 
because the rates of fossil fuel and land carbon 
emissions are greater than the rates of the two 
natural processes that take carbon out of the 
atmosphere; that is, nature cannot fix the prob-
lem faster than we are creating it.

If we were to stop using fossil fuel, a new 
equilibrium would eventually be reached as 
carbon works its way into deep ocean storage 
and the products of the weathering of rock 
are incorporated into ocean floor surface sedi-
ments. These physical processes operate over 
very long times. Global carbon models esti-
mate that the lifetime of the airborne fraction 
of a pulse of CO2 (that is, how long it takes 
for it to be removed from the atmosphere and 
transferred to the deep ocean/sediment sink) 
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and Respiration

Natural Photosynthesis
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Net land use change 
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Figure 1. A simplified visualisation of the global carbon cycle. The numbers represent (a) the stock of carbon in the major pools – the atmosphere; terrestrial ecosystems 
(land carbon); and the ocean (usually depicted as “shallow” and deep” sub-pools plus ocean floor surface sediment which includes the products of weathering and 
deposition of dead marine biomass) – in billions of tonnes of carbon; and (b) annual carbon exchange fluxes in billions of tonnes of carbon per year. The numbers 
associated with the arrows indicate the exchange fluxes between the major pools. The values are consistent with the IPCC’s 2013 report4, and readers are referred to that 
publication for a more detailed and complete account of the global carbon cycle
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is thousands of years. About 70% is removed 
in 300 years but the remaining 30% takes 
between 10 000 and 30 000 years. Practically, 
from a human perspective, fossil fuel emissions 
are “for ever” and will continue to interfere with 
the climate system for millennia.

Can planting trees offset fossil fuel 
emissions?

Given the seriousness of the climate change 
problem, it is no wonder that people look 
hopefully to forests as a way of offsetting fos-
sil fuel emissions. As noted, there is a gross 
carbon exchange of around 200 Gt per year 
between the atmosphere and ecosystems. This 
is an order of magnitude greater than annual 
fossil fuel emissions – so perhaps we can solve 
the problem simply by planting more trees and 
using better forest management? 

Photosynthesis is the biochemical pro-
cess used by plants to produce new biomass 
from the CO2 absorbed from the atmosphere 
through their leaves and the nutrients and 
water drawn up by their roots; it is powered by 
solar energy. About half the carbon assimilated 
through photosynthesis is released by plants 

back into the atmosphere from respiration. 
The rest of the carbon is turned into biomass, 
partitioned between plant parts as woody 
stems, branches, leaves and roots. When plant 
parts die, some of the dead biomass carbon is 
incorporated into the soil carbon pool. The 
maximum amount of carbon a forest ecosys-
tem can grow and store is regulated primarily 
by prevailing climatic conditions (though the 
life history attributes of plants, such as the 
longevity of tree species, is also important). 
Temperature and wetness determine rates of 
both plant growth and respiration; and the 
difference between them (that is, carbon in 
minus carbon out) over decades to centuries 
determines the size of the carbon stock stored 
in the ecosystem. 

Young trees and saplings of course con-
tain carbon; but most of the biomass carbon 
in a mature forest is stored in the stems, 
branches and roots of big old trees5. When a 
forest is subject to industrial logging the stock 
of carbon is therefore greatly depleted6. If the 
forest is allowed to regrow then only the same 
amount of carbon that was in the forest before 
it was logged can be restored. This is helpful 
from a climate change perspective because it 
reduces atmospheric CO2. However, it is best 
understood as simply repaying the “carbon 
debt” from when the forest was logged. Useful 
as this is, it does not offset any of the additional 
fossil fuel emissions humans have added to the 
atmosphere7.

What about planting additional trees 
where forests do not naturally grow – would 
that help? It is an attractive suggestion. It 
comes, though, with a problem: we would need 
to provide the trees with all the inputs to pho-
tosynthesis that in other places nature provides 
– especially water. Planted forests (planta-
tions) in arid lands need irrigation. Plantations 
are expensive to establish and maintain and the 
trees are cut down every 5–15 years as input to 
manufactured woody fibre products – which 
is an insignificant time in terms of reducing 
atmospheric concentrations of CO2. The argu-
ment is sometimes made that logging forests, 
and even converting natural forests to planta-
tions, is good for climate change because the 
harvested carbon is stored in long-lived wood 
products like violins or dining room tables. 
However, the facts are somewhat different8. 
Global paper consumption in 2007 was 510 
million cubic metres and solid wood products 
(sawn timber and wood panels) was 688 mil-
lion cubic metres. The lifetime of carbon in 
pulp and paper products is only around 1–10 
years, and a mere 4% of the carbon in a forest 
tree ends up in longer-lived timber products 
of 30–100 years’ lifespan9. Logging accelerates 
land carbon emissions and the carbon tempo-
rarily stored in pulp, paper and wood products 
is at best a delayed emission.

Does it matter if we cut down the 
forests? 

It seems that we cannot solve the climate 
change problem by planting trees and letting 
logged forest regrow. Does it then matter if we 
continue to log and clear natural forests? How 
much worse can the climate change problem 
get if deforestation continues? About half 

the world’s natural forests have already been 
cleared for crops, ranching and human settle-
ment, leaving about 4 billion hectares of natu-
ral forest cover. Of this only 1.4 billion hectares 
is primary forest that has not been logged to 
some degree and retains its carbon carrying 
capacity10. Agricultural land has lost most of 
its natural biomass carbon but retains some, 

albeit depleted, soil carbon stocks. Also, there 
are substantial stocks of organic carbon stored 
in peat bogs of boreal tundra landscapes. Add-
ing all sources together, there is estimated to be 
about 2400 Gt C in natural ecosystems, with 
around 289 Gt C in living trees. 

Estimating how much how climate change 
would be caused if all the world’s ecosystem 
carbon was released into the atmosphere is 
not straightforward. A useful rule of thumb, 
according to the Carbon Dioxide Information 
Analysis Center (http://cdiac.ornl.
gov), is that 1 ppmv (part per million by vol-
ume) of CO2 in the atmosphere is equivalent 
to 2.13 Gt C. Given this, if all 280 Gt C in 
living trees were logged and the biomass car-
bon emitted into the atmosphere as CO2 then 
atmospheric concentrations could increase by 
131 ppmv. To arrive at an accurate estimate, 
however, requires accounting for the differ-
ently scaled processes illustrated in Figure 1. 
Using this approach, it has been estimated 
that complete global deforestation would 
increase atmospheric concentrations by about 
130–290 ppmv11. Currently atmospheric 
concentrations are about 400ppmv, which is 
around 112 ppmv above pre-industrial levels. 
Conversely, if all the carbon so far released 
by land-use changes (mainly deforestation) 
could be restored through reforestation this 
would reduce atmospheric CO2 at the end of 
the century by 40–70 ppmv. Ignoring the fact 
that reforestation simply repays the land-use 
carbon debt, 70 ppmv equates to only 19 years 
of current global fossil fuel emissions (7.8 
Gt C per year; 3.66 ppmv equivalent) which 

Half the world’s natural forests 
have already been cleared. 

Only about a quarter of what is 
left retains it carbon-carrying 

capacity

The exchange of carbon 
between the atmosphere and 

ecosystems is an order of 
magnitude greater than fossil 

fuel emissions

reviewer
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under a “business as usual” scenario could rise 
to 25 Gt C per year by 21004. This comparison 
illustrates the climate change significance of 
the potential emissions from deforestation and 
the limited extent to which planting trees can 
offset fossil fuel emissions.

Best mitigation option is avoided 
emissions

There is a tendency when it comes to environ-
mental problems for people to want to keep 
doing what they are doing and to find ways 
to mitigate the harm without making any 
major changes to their business operations. 
So, the idea that we can offset fossil fuel emis-
sions by planting trees is appealing. Given the 
seriousness of the climate change problem, 
however, the time has come to accept that we 
have to focus on how we can avoid emissions. 
Carbon is quick to be emitted but drawing it 
back down from the atmosphere and keep it 
securely stored so that it is never again released 
into the atmosphere is very difficult, costly and 

up to now neither technically nor economically 
feasible. The best option therefore is to avoid 
emitting it in the first place. 

When it comes to avoiding emissions 
from deforestation and degradation we face 

difficult challenges. Forests are cut down 
for a reason. The land is where people live 
and work, it is where we grow our food and 
fibre, and where we mine most of our energy 
and minerals. And all of these activities take 

up land at the expense of natural ecosystems 
like forests. It is inevitable that the human en-
deavour has a large land carbon footprint. The 
question before us now, as we head toward a 
world population of 9 billion people by 2050, 
is how much of the world’s remaining forests 
we can leave protected from logging and other 
modern land uses and in so doing avoid sub-
stantial carbon dioxide emissions. The more 
deforestation and degradation, the more land 
carbon emissions are added to the fossil fuel 
emissions that are accumulating in the atmos-
phere, and the harder the mitigation problem 
becomes to solve.

Variability, uncertainty and 
attribution

The various carbon values I have cited in this 
article (including Figure 1) are but estimates 
that carry with them varying degrees of uncer-
tainty. We know with a high degree of accuracy 
the atmospheric concentration of CO2 as this 
gas is well mixed and adequately sampled in 

Drawing carbon back down 
from the atmosphere is 

difficult, costly and technically 
and economically unfeasible. 

Instead we must avoid 
emitting it
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space and time. The estimate of fossil carbon is 
usually defined in terms of “known reserves” as 
exploration continues to reveal new deposits. I 
think our estimates of land carbon – the organ-
ic carbon stored in the living and dead biomass 
and soils of ecosystems – are probably only 
accurate to around ±30%. The carbon den-
sity of ecosystems varies by up to an order of 
magnitude, depending on local environmental 
conditions, especially climate, as plant growth 
is a function of water availability, temperature, 
light and nutrients12. The proportion of organic 
carbon stored above and below ground also var-
ies with climate: tropical forests have far more 
carbon in living trees, whereas boreal forests 
– the subarctic, evergreen coniferous forests of 
northern Eurasia and Canada – have more held 
below ground in decomposing dead biomass12. 
Extant carbon stocks also vary, depending on 
land use and land-use history. As noted, most 
of the carbon above ground is stored in the 
woody biomass of large old trees, so industrial 
logging results in a significant (30–60%) reduc-
tion in biomass carbons stocks compared to 
unlogged forests13. Ecosystem carbon stocks are 
therefore highly variable, reflecting both natural 
heterogeneity in environmental conditions and 
the patchwork impact of land-use activities. In 
most countries, both the natural and human-
induced variability is under-sampled, leading 
to relatively large uncertainty in estimates of 
organic carbon stocks.

A major scientific challenge is to discern 
natural variability in the climate system from 
human-forced climate change. The latest 
IPCC reports do this by running virtual ex-
periments with global climate change models. 
Earth climate system simulations are run from 
the start of the industrial revolution to 2100 
or beyond, with and without human forcings 
(mainly emissions from fossil fuel and defor-
estation). Current climatic conditions can only 
be replicated when human forcings are includ-
ed. Of course, climate change per se can only be 
empirically demonstrated retrospectively given 
that “climate” is defined as the characteristic 
weather conditions over a standard period 
(typically 30 years). 

As we peer into the future, the estimate 
of how much carbon can be emitted before we 
exceed the “2°C warming” commitment (~269 
Gt C) also comes with a degree of uncertainty. 
Unknowable contingencies aside, global cli-
mate models have their own internal errors14 
reflecting, among other things, imperfect 
Earth system process knowledge, inadequately 

calibrated empirical functions, and the range 
of possible future societal responses which will 
determine the level of anthropogenic emissions 
and the strength of human climatic forcing. 
These uncertainties notwithstanding, however, 
it is clear that Earth system models are now 
of sufficient accuracy that their estimates must 
be taken seriously by policy-makers. We need 
no longer invoke the precautionary principle to 
call for action, as it has been scientifically es-
tablished that “Warming of the climate system 
is unequivocal” and “It is extremely likely that 

human influence has been the dominant cause 
of the observed warming since the mid-20th 
century”15. Note that the IPCC term “extreme-
ly likely” equates to an assessed likelihood of an 
outcome of 95–100%. The world community 
can no longer plead ignorance and must take 
urgent action to achieve the deep cuts needed 
in greenhouse gas emissions from all sources – 
fossil fuel and land carbon – if we are to avoid 
a level of global warming beyond human and 
natural adaptive capacities and that will cause 
grave harm to future generations.

Acknowledgements

Thanks to Clive Hilliker for preparation of the 
global carbon cycle figure.

References
1. Houghton, R. A. (2007) Balancing the 

global carbon budget. Annual Review of Earth and 
Planetary Sciences, 35, 313–347.

2. International Energy Agency (2013) CO2 
Emissions from Fossil Fuel Combustion. Paris: Inter-
national Energy Agency.

3. Le Quéré, C., Peters, G. P., Andres, R. J. 
et al. (2013) The global carbon budget 2013. Earth 
System Science Data Discussions, 6, 689–760.

4. Intergovernmental Panel on Climate 
Change (2013) Working Group I Contribution to 
the IPCC Fifth Assessment Report Climate Change 

2013: The Physical Science Basis. Geneva: IPCC. 
http://www.ipcc.ch/report/ar5/
wg1/#.UqgAXQSiSo

5. Brown, S., Schroeder, P. and Birdsey, R. 
(1997) Aboveground biomass distribution of US 
eastern hardwood forests and the use of large trees 
as an indicator of forest development. Forest Ecolo-
gy and Management, 96, 37–47.

6. Roxburgh, S. H., Wood, S. W., Mackey, 
B. G., Woldendorp, G. and Gibbons, P. (2006) 
Assessing the carbon sequestration potential of 
managed forests: A case study from temperate Aus-
tralia. Journal of Applied Ecology, 43, 1149–1159.

7. Mackey, B., Prentice, I. C., Steffen, W., 
House, J. I., Lindenmayer, D., Keith, H. and Berry, 
S. (2013) Untangling the confusion around land 
carbon science and climate change mitigation 
policy. Nature Climate Change, 3, 552–557.

8. Ajani, J. (2011) The global wood market, 
wood resource productivity and price trends: an 
examination with special attention to China. Envi-
ronmental Conservation, 38(1), 53–63. 

9. Le Quéré, C., Andres, R. J., Boden, T. et al. 
(2012) The global carbon budget 1959–2011. Earth 
System Science Data Discussions, 5, 1107–1157.

10. Food and Agricultural Organisation 
(2010) Key Findings Newest Information and 
Knowledge about the World’s Global Forest Resources. 
Rome: Food and Agriculture Organisation.

11. House, J. I., Prentice, I. C. and Le Quéré, 
C. (2002) Maximum impacts of future reforesta-
tion or deforestation on atmospheric CO2. Global 
Change Biology, 8, 1047–1052.

12. Keith, K., Mackey, B. and Lindenmayer, 
D. (2009) Re-evaluation of forest biomass carbon 
stocks and lessons from the world’s most carbon-
dense forests. Proceedings of the National Academy 
of Sciences, 106, 11635–11640.

13. Krankina, O. N. and Harmon, M. E. 
(2006) Forest management strategies for carbon 
storage. In H. Salwasser and M. Cloughsey (eds), 
Forests and Carbon. Portland: Oregon Forest Re-
search Institute.

14. Lee, L. (2013) Uncertainties in climate 
models: Living with uncertainty in an uncertain 
world. Significance, 10(5), 34–39.

15. Intergovernmental Panel on Climate 
Change (2013) Working Group I Contribution to 
the IPCC Fifth Assessment Report Climate Change 
2013: The Physical Science Basis Summary for Policy-
makers. Geneva: IPCC. Retrieved from http://
www.ipcc.ch/report/ar5/wg1/#.
UnSXNvnoaM4

Professor Brendan Mackey is director of the Griffith 
Climate Change Response Program at Griffith Univer-
sity, Queensland. He has a special interest in the sci-
ence and policy of ecosystem-based adaptation and 
mitigation and related public policy issues. He serves 
on the Council of the International Union for Conser-
vation of Nature.

Most of the carbon above 
ground is stored in the 

trunks of large old trees; 
replacing unlogged forests 

with plantations results in a 
significant (30–60%) reduction 

in stored carbon

reviewer
Highlight



at SciVerse ScienceDirect

Applied Geography 42 (2013) 63e72
Contents lists available
Applied Geography

journal homepage: www.elsevier .com/locate/apgeog
Biodiversity, roads, & landscape fragmentation: Two Mediterranean
cases

Matteo Marcantonio a,*, Duccio Rocchini a, Francesco Geri b, Giovanni Bacaro c,
Valerio Amici d

a Fondazione Edmund Mach, Research and Innovation Centre, Department of Biodiversity and Molecular Ecology, GIS and Remote Sensing Unit, Via E.
Mach 1, 38010 S. Michele all’ Adige, TN, Italy
b Laboratory of Ecology DICAM - Department of Civil, Environmental and Mechanical Engineering, University of Trento, Via Mesiano 77, 38123 Trento, Italy
cCNR-IRPI, Istituto di Ricerca per la Protezione Idrogeologica, Via Madonna Alta 126, 06128 Perugia, Italy
dVia Berardenga 3, 53019 Castelnuovo Berardenga, Siena, Italy
Keywords:
Biodiversity conservation
Edge effect
Forest fragmentation
Plant species diversity
Road ecology
Road verge
* Corresponding author. Tel.: þ39 3204240538.
E-mail addresses: matteo.marcantonio@fmach.it, m

(M. Marcantonio), duccio.rocchini@fmach.it (D. Rocchi
(F. Geri), giofbac@gmail.com (G. Bacaro), valerio.amici@

0143-6228/$ e see front matter � 2013 Elsevier Ltd.
http://dx.doi.org/10.1016/j.apgeog.2013.05.001
a b s t r a c t

The most pervasive threats to biological diversity are directly or indirectly linked to the road networks.
For this reason, over the last few decades, interest in the study of the ecological characteristics of the
edges associated with roads has increased. This work aims to investigate the effect of roads as a human-
induced disturbance on the plant diversity in two managed Mediterranean forest sites, focusing on the
responses of plants species richness, evenness, composition and taxonomic diversity.

A stratified random sampling was performed in two protected areas located in Tuscany, Central Italy.
The species richness, composition and abundance were measured in 53$20 � 20 m plots. Ordinary Least
Square and quantile regressions were used to study the effect of the roads on species richness, evenness
and taxonomic distinctness, and redundancy analysis was used to examine the species composition.
Generalized linear models in conjunction with an Information Criterion-based approach to model selection
were used to test the role of road distance in the structure of forest plant biodiversity.

Our findings indicated a clear relationship between road distance and different plant biodiversity
facets, which showed its maximum effect in the first 0e20 m forest-to-road segment and a mitigation
after the 200 m threshold. Furthermore, the presence and abundance of many key forest species, such as
Fagus sylvatica and Abies alba, were influenced more by the road distance than by other environmental
gradients. The few remnants of core forest habitats in the Mediterranean basin highlight the need to
recognize that road construction and maintenance have several ecological implications and accordingly
require long-term monitoring programs.

� 2013 Elsevier Ltd. All rights reserved.
Introduction

The construction of roads represents one of the most wide-
spread forms of natural landscape transformation (Gao & Liu, 2012;
Noss & Cooperrider, 1994; Patarasuk & Binford, 2012; Van der Ree,
Jaeger, van der Grift, & Clevenger, 2011). Over the last few decades,
studies in a variety of terrestrial and aquatic ecosystems have
demonstrated that many of the most pervasive threats to biological
diversity (e.g., habitat destruction and fragmentation, edge effect,
exotic species invasion, pollution, over-hunting and genetic
arcantoniomatteo@gmail.com
ni), geri.francesco@gmail.com
gmail.com (V. Amici).
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barriers) are directly or indirectly linked to roads. As a result, in-
terest in the study of the ecological characteristics of edges asso-
ciated with transportation corridors has increased (Holderegger &
Di Giulio, 2010; Jackson & Fahrig, 2011; Lapaix, Harper, &
Freedman, 2012; Reed et al., 1996; Watkins, Chen, Pickens, &
Brosofske, 2003).

Roads and utility corridors subdivide natural areas into
“islands”, causing a reduction in interior habitats over the land-
scape (Andrews, 1990). In addition, the proximity to roads exposes
organisms to the conditions of a different surrounding ecosystem.
Due to what have been termed “edge effects” (Fahrig, 1997; Hill &
Curran, 2001; Murcia, 1995), the edges may affect the organisms
in a fragment by causing changes in the biotic and abiotic condi-
tions, such as species composition, temperature, moisture, light
availability and wind speed (Delgado, Arroyo, Arévalo, &
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Fernández-Palacios, 2007; Flory & Clay, 2009; Parendes & Jones,
2000; Watkins et al., 2003). In particular, road edges contain few
regionally rare species, have relatively high plant species richness
and are generally dominated by disturbance-tolerant and exotic
species (Forman & Alexander, 1998; Tyser & Worley, 1992). More-
over, roads may alter ecosystem processes and functions (e.g.,
productivity) on the surface, and these alterations are generally
directly proportional to the roads’ widths (Brothers & Spingarn,
1992; Flory & Clay, 2009).

In landscapes where almost the whole native vegetation has
been removed for cultivation, natural road edges are considered
valuable reservoirs of biological diversity because they may main-
tain a number of native-plant communities (Delgado et al., 2007;
Reed et al., 1996). Instead, the disturbance linked to roads is more
evident in forest habitats, with a distinctive set of major ecological
effects (Forman & Alexander, 1998). In fact, discontinuities in forest
cover due to roads inhibit the persistence of a core forest habitat
(McGarigal, Romme, Crist, & Roworth, 2001), which is fundamental
both for the functionality of the whole ecosystem and for the
preservation of rare species, which need old-growth interior
environmental conditions (Reed et al., 1996; Wei & Hoganson,
2005). Road expansion into forest habitats, which was principally
justified by the management of forest resources, has radically
changed in the last decades with the advent of mechanization
(Kivinen, Moen, Berg, & Eriksson, 2010). Forest roads, although
generally narrow and unpaved, are known to affect soil erosion and
the sedimentation of aquatic ecosystems, vegetation and verte-
brates (Donaldson & Bennett, 2004; Forman et al., 2002; Lugo &
Gucinski, 2000). Road construction and maintenance have direct
ecological effects on forest ecosystems, such as habitat alteration,
changes in soil chemistry and water balance, increased fragmen-
tation of formerly continuous habitats, exotic species dispersal and
species behavior modifications (Benítez-López, Alkemade, &
Verweij, 2010; Forman & Alexander, 1998; Forman et al., 2002;
Trombulak & Frissell, 2000). Thus, roads may change forest spatial
patterns by fragmenting the original habitats, interrupting hori-
zontal natural processes and reducing the critical variability in
natural processes and disturbances (Delgado et al., 2007; Forman &
Alexander, 1998; Hawbaker, Radeloff, Clayton, Hammer, &
Gonzalez-Abraham, 2006). Moreover, roads open linear gaps into
the forest habitat, thus creating a new ecosystemwith different and
opposite properties compared with the forest interior (Forman &
Alexander, 1998; Murcia, 1995; Trombulak & Frissell, 2000).

Roads perform crucial economic and social functions in rural sys-
tems, such as the connection between country and urban areas, forest
fire control, forest management, tourism incentives and access to
forest goods for country dwellers (Badia, Serra, & Modugno, 2011;
Gucinski, Furniss, Ziemer, &Brookes, 2001; Patarasuk&Binford, 2012).
However, they often play a key role in altering plant community
composition, ecosystem processes and functions. Nevertheless, the
majority of scientific literature has focused on their relationship with
exotic and invasive plants (Flory & Clay, 2009; Parendes & Jones, 2000;
Pauchard & Alaback, 2004; Spellerberg, 1998).

Most studies considering the effect of roads on plant diversity
refer to the temperate regions of Europe and North America or to
tropical regions (see, e.g., Buckley, Crow, Nauertz, & Schulz, 2003;
Decocq et al., 2004; Laurance, Ferreira, Rankin-de Merona, & Laur-
ance, 1998; Nagendra, Pareeth, & Ghate, 2006; Patarsuk &Binford,
2012), but studies in the Mediterranean region are still lacking.

The Mediterranean basin is considered a biodiversity hot spot
(Médail & Quézel, 1997) that is particularly sensitive to global
changes due to land use/cover changes, intense human activity and
pressure, precipitation totals and extremes, and seasonal extremes
of temperature (Aragón, López, & Martínez, 2010; Valladares,
2004). Currently, its conservation represents an enormous
challenge to scientists and land managers (Scarascia-Mugnozza,
Oswald, Piussi, & Radoglou, 2000). Habitat fragmentation, largely
favored by road openings, usage, and maintenance, is considered
one of the most prominent threats to Mediterranean forest biodi-
versity (Jordán-López, Martínez-Zavala, & Bellinfante, 2009;
Riitters, Coulston, & Wickham, 2012). Therefore, an assessment of
the impact of roads on the diversity of complex forest systems, such
as the Mediterranean system, is urgently needed.

This paper represents one of the first attempts to evaluate the
effect of roads on plant diversity in Mediterranean forests, focusing
on the response of plants species richness, evenness, composition,
and taxonomic diversity. The general hypothesis to be tested is that
roads cause a loss in forest ecosystem integrity and, hence, in plant
diversity. In addition, the role of forest roads in shaping the patterns
of all used diversity metrics is expected to be different with
increasing forest-to-road distances.

Under this framework, the specific goals of this work are the
following: (i) to detect the effect of the road distance on species
richness, evenness, and taxonomic distinctness, evaluating for each
diversitymetric the depth at which changes in the forest habitat are
detectable; (ii) to study the role of the distance to the road in
shaping species richness, evenness, and taxonomic distinctness
compared with other potential environmental drivers and, (iii) to
investigate the response of plant communities to different forest-
to-road distance thresholds.

Materials and methods

Study sites

The study occurred in two Sites of Community Importance (SCI),
named “Bocca Trabaria” (IT5310010) and “Foreste del Siele e
Pigelleto di Piancastagnaio” (IT5190013), located in Tuscany (Cen-
tral Italy, centroid coordinates: longitude 11� 260 540 0 E, latitude 43�

100 120 0 N, datum WGS84; Fig. 1). Their altitude ranges from 700 to
1100 m a.s.l. They host many different forest habitats, such as
broadleaved oak forests, mixed broad-leaved forests, mountain
conifer plantations and, beech forests. Furthermore, the two stud-
ied SCIs comprise small areas with two priority forest habitat types:
Apennines beech forests with Abies alba (9220) and Apennines
beech forests with Taxus baccata and Ilex aquifolium (9210; Habitat
Directive 92/42/CEE) (Table 1).

In this work, we considered only the forest habitat area included
in the SCIs, which covers approximately 85% of the Bocca Trabaria
SCI and approximately 98% of the Foreste del Siele e Pigelleto di
Piancastagnaio SCI (APAT, 2005, pp. 36e39). In total, the forest
habitat covers 3.571 ha (Table 2). In more detail, these forest areas
are dominated by willow oaks (Quercus cerris and Quercus pubes-
cens) and copper beeches (Fagus sylvatica) (Table 2; APAT, 2005, pp.
36e39). These forests underwent an intense coppicing pressure in
the past and are now partially abandoned in support of a natural-
istic management of the woods. However, some forest portions are
still coppiced to maintain a few pasturing areas.

All selected forests were bordered and crossed by numerous
gravel or clay roads, sometimes large enough to be suitable for
heavy vehicles. These roads were mostly used in the past for stand
management purposes, and they are also used today for recrea-
tional activities. The roads have been yet to be fixed with different
types of materials (in most cases, local materials) when the original
substrate has eroded or slipped down. The erosion of the forest
roads is more marked in the late autumn-early winter and spring
periods, as the rainfalls are concentrated in these seasons.
Furthermore, during the year, water drainage ditches and road
verges are managed with more or less frequent clearings of vege-
tation to allow the water to flow and the movement of motorized



Table 2

Fig. 1. e Sample plots distribution (filled points) in the studied areas (delimited by the red lines) with the network of forest roads (white dashed lines). (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this article.)
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vehicles. In addition, potential disturbance inputs were supplied,
mainly in the last years, during the ecological restoration activities,
which needed further openings and road maintenance. These ac-
tions have been developed principally to restore the natural habi-
tats, which were often substituted by exotic conifer plantations in
the last century.

Sampling design and data collection

We measured the total species richness, species composition
and, abundance (coverage) in 53 20 � 20 m squared plots (Fig. 1)
using data collected during the spring of 2010. These plots were
derived from the forest vegetation survey as part of the LIFE08 NAT/
IT/000371 RE.SIL.FOR. (REstoring SILver-fir FORest). The RE.SIL.FOR
project was conducted using a stratified random sampling of forest
habitats (for further information, see Marcantonio, Chiarucci,
Maccherini, Guglietta, & Bacaro, 2012) using the fourth level of
the CORINE Land Cover cartography (APAT, 2005, pp. 36e39).

In each plot, we recorded the presence of all vascular species
(pteridophytes and phanerogams), identifying them at the species
level by standard floras (Pignatti, 1982; Tutin et al., 1993).
Furthermore, we made a visual estimation of the percent canopy
cover of each species. We used standard nomenclature and tax-
onomy according to Pignatti (1982). The field data collection
occurred in late spring-early summer; therefore, somewinter-early
spring nemoral species could have been overlooked.

To detect the presence of roads in the study areas, we used one-
meter resolution color orthophotos provided by PCN (National
Cartographic Portal; http://www.pcn.minambiente.it; Fig.1), which
Table 1
Total area, forest area and dominant forest category for the two studied SCIs.

SCI Total area
(km2)

Forest area
(km2)

Dominant forest type

Foreste del Siele e
Pigelleto

13.1 12.3 Copper beech

Bocca Trabaria 26.0 22.8 Copper beech,
Willow oak
provided detailed data on the roads (Heilman, Strittholt, Slosser, &
Dellasala, 2002) at the same spatial scale of the sampling units. All
detectable roads in the study area were digitized using the Quan-
tumGIS V1.7.3 (Quantum GIS Development Team, 2012) software,
and the distances from the roads to each plot were calculated using
the GRASS V6.4.2 r.distance module (GRASS Development Team,
2011). For all plots, the roads have been recognized to be the
nearest artifact. This condition is needed to avoid other sources of
anthropic disturbance that may alter the results.
Data analysis

We used Ordinary Least Square (OLS) and quantile regression (at
various quantiles or percentiles, i.e., s ¼ 0.75 and s ¼ 0.90) to
quantify the relationship between the plots and road distances in
terms of (i) plant species richness, (ii) Shannon’s diversity index,
(iii) a measure of pure evenness suggested by Ricotta (2003) and
(iv) the taxonomic distinctness index (Clarke &Warwick, 1998). We
chose to use Shannon’s index because it is a classic measure of
species diversity, which accounts for the degree of evenness in
species abundance (Magurran, 2004). In addition to Shannon’s in-
dex, we used another measure of species evenness, which is very
sensitive to rare species, Varb (Ricotta, 2003). We selected this in-
dex because it allowed us to also consider, in the evenness calcu-
lation, some very minor species collected in the interior forest
habitat. This index was derived starting with the rarity function of
Slope and significance for ordinary least square and quantile regressions performed
on species richness (SR), Shannon index (H0), Varb evenness metric and the taxo-
nomic distinctness index (D*). R2 is also reported for OLS models. Quantile regres-
sion significances were calculated throughout a bootstrap procedure. Significance
codes: (***) 0.001 (**) 0.01 (*) 0.05.

Model SR H’ Varb D*

OLS �0.100***
(R2 0.22)

�0.002**
(R2 0.11)

0.0003*
(R2 0.04)

0.008*
(R2 0.08)

Quantreg75 �0.130** �0.002** 0.003 0.012*
Quantreg90 �0.160*** �0.001* 0.0004 0.023*

http://www.pcn.minambiente.it
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dichotomic diversity indices (Engen, 1977), which for a given
community with N species is

Varb ¼
XN
i¼1

piR
2ðpiÞ �

 XN
i¼1

piRðpiÞ
!2

; (1)

where pi is the relative abundance of the ith and R(pi) is the rarity
measure of the ith species, such that the sum of the single species
rarities provides the pooled diversity of the species assemblage.
The rarity function was combined with Patil and Tallie’s (1982)
parametric diversity function:

Db ¼
 
1�

XN
i¼1

pbþ1i

!,
b; (2)

where b is theweight assigned to the species, and if��1, we obtain

Varb ¼
XN
i¼1

pi
��

1� pbi

�.
b
�2
�
 XN

i¼1

pi
��

1� pbi

�.
b
�!2

;

(3)

where Varb is a dominance equitability measure with no upper
bound. The most natural way to convert it into a continuous
evenness measure, which varies between 0 and 1, is using it with a
strictly decreasing function with range [0,1], similar to the arctan
function (Ricotta, 2003), thus obtaining

1� 2
p
arctan Varb; (4)

Eq. (4) (hereafter called simply Varb) was used in this paper with
a b value that tends to 0 to study the effect of the road distance on
the evenness component of the plant communities, also consid-
ering the less abundant species.

Quantile regression models (Koenker & Hallock, 2001) were
used due to a number of advantages that they offer over classic OLS
models. Although OLS regression aims to model the conditional
mean of the target variable against the covariates, quantile
regression aims to model the conditional percentiles of the target
variable against the covariates (Cade & Nonn, 2003). The main
advantage of using quantile regression models is that there are no
distribution assumptions, and the models are robust to outliers and
insensitive tomonotonic transformations. Moreover, they provide a
more comprehensive characterization of the effects of the predic-
tive variables when the number of zero is high compared with
those estimated by OLS regression (see Rocchini & Cade, 2008 and
reference therein). In fact, the regression model is estimated on
quantiles rather than on the mean for the number of observations,
and thus themean regressionmodel can be viewed as an average of
all of the quantile regressions models.

We selected one of the classic taxonomic measures developed
by Clarke andWarwick (1998), i.e., the taxonomic distinctness (D*),
which measures merged information relative to the taxonomy,
number of species and, evenness of the sample and remains
apparently insensitive to the sampling effort (Clarke & Warwick,
1999). Given the multivariate nature of the information incorpo-
rated by this index (Somerfield, Olsgard, & Carr, 1997), it is expected
to be more sensitive to anthropogenic disturbance (e.g., Leonard,
Robert Clarke, Somerfield, & Warwick, 2006; Warwick & Clarke,
1998), such as the presence of roads in forest habitats. Further-
more, it can be used if the data are not counts of individuals.

To build the taxonomic trees needed to calculate the taxonomic
distinctness, we relied on the online database “Catalogue of life:
2010 Annual Check-list” (Bisby et al., 2012), which is available on
the “Encyclopedia of life” project site (EOL; Wilson, 2003). After
collecting the taxonomic information (Division, Class, Order,
Family and, Genus) for all species, we calculated the taxonomic
distinctness using the R function taxondive implemented in the
Picante package (Kembel et al., 2010).

Then, to understand how the road distance interacts with
environmental features in structuring the plant forest diversity, we
built four generalized linear models (GLMs), each with one of the
metrics described above (SR, S0, Varb, D*) as the response variable.
As predictors in all four GLMs, we used the following variables: the
distance from the nearest road (as a continuous variable), mean
annual temperature, mean annual rainfall, Normalized Difference
Vegetation Index (NDVI ¼ (NIR � red)/(NIR þ red); Rouse, Haas,
Schell, & Deering, 1973), altitude, slope, radiance and, folded
aspect. Then, to avoid multicollinearity problems during the
modeling process and to reduce the number of predictors, we used
a full Information-Criterion-based (IC-based) model selection
approach (Calcagno & de Mazancourt, 2010). This approach
ensured that the best model (according to the IC) was identified,
thus allowing us both to assess model-selection uncertainty and to
performmulti-model inference, rather than using the one and only
best model (Johnson & Omland, 2004). We repeated this procedure
for each model, reporting the model beta-weights and their sig-
nificance with respect to only the best model selected by the IC
technique. Using this approach, we were able to study whether the
distance from the nearest road was covered or screened by other
variables during the modeling procedure and therefore understand
its ecological meaning for our data set.

Redundancy Analysis (RDA), a constrained ordination method,
was performed to evaluate the road effects on plant species
composition using plant species log-transformed coverage values.
The RDA technique allows the representation of environmental
variables by vectors along site scores. If the appropriate form of
scaling is used (ter-Braak, 1990) in the RDA space, then the
following occur: (i) the length of the arrow indicates the impor-
tance of the considered environmental variable, (ii) the location of
the site scores relative to the arrows indicates the environmental
characteristics of the studied sites and, (iii) the location of the
species scores relative to the arrows indicates the environmental
preferences of each species present in our sites (Palmer, 1993).

First, to compare the effect of the roads at growing distances
from the plant communities, we performed the RDA analysis using
log-transformed species abundance data and four road distance
categories: (A) 0e20 m; (B) 20e50 m; (C) 50e200 m and, (D) 200e
400 m. These distance classes were chosen considering the studied
habitats, their environmental features and the information found in
the scientific literature about the depth of environmental changes
caused in forests by road segments (Brothers & Spingarn, 1992;
Delgado et al., 2007). Then, to investigate the importance of road
distances with respect to other environmental variables on the
species composition structure, we performed a further RDA anal-
ysis. In this second RDA analysis, we used log-transformed species
abundance data and, as constraining factors, the same seven
environmental variables already used in the GLMs.

Finally, to assess the significance of the two constrained ordi-
nations, we used a permutation test that worked using random
permutations and by refitting the model (Oksanen et al., 2011). The
test statistic value was not significant, and the only way to assess its
significance is permutation. The number of permutations was
decided by the function, which tried to be lazy: it continued per-
mutations as long as it was certain that the final P-value would be
below or above the critical value (usually p ¼ 0.05; Oksanen et al.,
2011). Afterwards, the same procedure was used to evaluate the
significance of every term included in the two RDA analyses
(Oksanen, 2011). All statistical analyses were conducted using the



Table 3
Slope and significance of the four roads distance classes used to modeling species
richness (SR), Shannon index (H0), Varb evenness metric and the taxonomic
distinctness index (D*). In the last row is reported the R2 adjusted of each model.
Significance codes: (***) 0.001 (**) 0.01 (*) 0.05.

SR H0 Varb D*

0e20 m 65.81*** 2.12*** 0.31*** 70.43***
21e50 m �17.40** �0.20 0.01 0.51
51e200 m �18.72** �040* 0.01 1.91*
201e400 m �33.03*** �0.75*** 0.10* 2.62*
R2 adjusted 0.24*** 0.16*** 0.08** 0.10**
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quantreg V4.76 (Koenker, 2011) and vegan V2.02 (Oksanen et al.,
2011) packages in R Statistical Software V2.13.1 (R Development
Core Team, 2012).

Results

A moderate to strong relationship between the diversity indices
and the distance to the nearest road was identified (Fig. 2). This
relationship was always significant, but it was stronger for species
richness (Fig. 2a, R2 ¼ 0.22, p < 0.001) than for Shannon’s Index
(Fig. 2b, R2 ¼ 0.11, p < 0.01), taxonomic distinctness (Fig. 2d,
R2 ¼ 0.08, p < 0.05) and, Varb index (Fig. 2c, R2 ¼ 0.04, p < 0.05).

We found a negative and strongly significant relationship
among road distance, species richness and Shannon’s index, and a
positive and less significant relationship between the evenness
metric Varb and taxonomic distinctness (Table 2). Quantile re-
gressions showed a similar trend to that achieved by OLS,
Fig. 2. e Scatterplots describing relationships between road distance and: (a) Species richne
and empty points (Foreste del Siele e Pigelleto di Piancastagnaio) represent the two study are
s ¼ 0.75 (dashed) and s ¼ 0.90 (dotted) lines.
demonstrating how the observed trend was uniform across the
entire value distribution.

A higher influence of the road distance on plant biodiversity was
recognized when the distance from the road was less than 200 m
(Table 3). The distance category 201e400 m showed a significant
ss, (b) Shannon’s index, (c) Varb and (d) Taxonomic distinctness. Filled (Bocca Trabaria)
as. There were shown ordinary least square regression (solid), quantile regression with



Table 4
Beta-weights coefficients and their significance for the predictor variables used for
species richness (SR), Shannon index (H0), Varb evenness metric and the taxonomic
distinctness index (D*). Empty cells indicate that the variable has been excluded
during the model selection procedure. Significance codes: (***) 0.001 (**) 0.01 (*)
0.05.

SR H0 Varb D*

Variable Beta Beta Beta Beta
Intercept �610.03* �0.90 1.56 99.98***
Slope e e e e

Altitude e e e e

Temperature e e e �1.79
Radiance 8.39** 0.23*** e �0.66*
NDVI e e e e

Rainfall 6.95* e �0.02 e

Aspect �0.09* e e e

Road distance �0.10*** �0.01** 0.0003** 0.01*
R2 adjusted 0.35*** 0.40*** 0.11 * 0.15**
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variation for all diversity indices, whereas the other distance classes
were less or not significant (except for species richness; Table 3).

When road distance was considered in the linear models in
association with other environmental predictors, the road distance
was always selected in the best model using the IC-approach.
Moreover, in all models, it assumed a highly significant Beta coef-
ficient (Table 4).

Both the performed RDA ordinations were characterized by
non-random constraints (p< 0.005) and showed a good proportion
of constrained inertia (0.18 and 0.28). Analyzing the single terms of
the RDA, the distance to the roads resulted in a significant
constraint (p < 0.005) together with slope, elevation and, temper-
ature, underlining a key role of road proximity in shaping species
diversity in the studied forest habitats (Table 5).

The species correlation with the road distance categories
stressed the effect of the road corridors on the species composition.
In fact, the high coverage of F. sylvatica, A. alba and, Ostrya carpi-
nifolia was well correlated with the classes 51e200 m and 201e
400 m, whereas species such as Pinus nigra, Q. cerris, Juniperus
communis, Brachypodium sylvaticum and Carex flacca were corre-
lated with the classes 0e20 m and 21e50 m (Fig. 3).

The RDA ordination showed how the road distance vector
represents an environmental gradient not correlated with other
environmental variables (Fig. 4). Furthermore, many key forest spe-
cies, such as F. sylvatica and A. alba, were influenced by this envi-
ronmental gradient more than the other environmental gradients.

Discussion

The results obtained in this study highlighted both the direct
and indirect effects of roads on the plant diversity of the contiguous
forest habitat, supporting the scientific literature concerning road
ecology in areas other than the Mediterranean (see, e.g., Avon,
Bergès, Dumas, & Dupouey, 2010; Coffin, 2007; Hansen &
Clevenger, 2005; Watkins et al., 2003).
Table 5
Significance values of the RDA constraints. The significance was evaluated through a
permutation (9999) test. Significance codes: (***) 0.001 (**) 0.01 (*) 0.05 not sig-
nificant (NS).

Variable Variance F p-Value

Slope 2.46 5.45 **
Elevation 1.77 3.93 **
Temperature 1.20 2.66 **
NDVI 0.63 1.41 NS
Rainfall 0.54 1.20 NS
Aspect 0.64 1.42 NS
Road distance 1.03 2.30 **
In this work, we focused on the capability of roads to impact
diversity in Mediterranean forests, considering their effects not
only on species richness and abundance but also on species
evenness and taxonomic relationships.

Considering species richness, the distance from the edge of
roads had the maximum influence on the forest segment at a dis-
tance of 0e20 m. Within this distance, a higher average species
richness was recorded (Table 3). The environmental conditions
persisting in the forest portion bounding the roads are appropriate
for open and frequently disturbed habitats, presenting climate and
soil characteristics that differ consistently from those of the forest
interior (Parendes & Jones, 2000; Watkins et al., 2003). Among the
factors that heavily influence the plant communities of road verges,
there is reduced competition from trees, which suffer due to the
changed environmental conditions (Cochrane et al., 1999) or are
removed and pruned by forest operators (Laurance & Yensen,1991).
This effect results in a greater amount of available energy, which
supports plant communities that are denser and more species-rich
(Faria et al., 2009; Harper et al., 2005). After the increase observed
in the first road-to-forest segment, the number of species changed
only slightly until the threshold of 200 m, beyond which the
number of species strongly decreased. A possible explanation is
that the 21e50 m and 51e200 m distance categories represent a
transitional area between forest edges that is affected by the
clearing caused by the roads and the core area of the forest rela-
tively distant from the roads. Starting from this assumption, we
might infer that some shade-tolerant species, coming from road
edges, can cohabit with typical forest interior species, arranging a
transition community towards the core forest community (Avon
et al., 2010). The core community could be represented by the
201e400 m distance category, which is characterized by a sharp
decline in the number of species. For our data, this hypothesis was
further emphasized by the high coverage in the two intermediate
distance classes of typical forest species, such as Ulmus glabra, Acer
obtusatum, Castanea sativa and, Brachypodium rupestre, mixed with
more heliophylus but shade-tolerant or frugal species, such as
Fraxinus excelsior, Prunus spinosa, C. flacca, Cruciata glabra and,
Juniperus communis (Fig. 2; Pignatti, 1982).

When species evenness was considered together with species
richness, the significance of the regression decreased, which might
indicate a mitigation of the road effect, likely due to the inclusion of
the evenness component. This mitigation suggests an uneven
response of the two diversity components (richness and evenness)
to ecological factors. Although the richness component results from
the present-day availability of species in the surrounding landscape
(e.g., agestochory, the dispersal via transportation or soil distur-
bances caused by loggingmachines; Avon et al., 2010), the evenness
is mainly related to the historical landscape context (Reitalu et al.,
2009; Vellend, 2004). Therefore, the evenness of a community is
less controlled by the continuous input of species from the sur-
rounding landscape than by species richness (Reitalu et al., 2009;
Vellend, 2004). Moreover, analyzing the road effect on plant species
richness and evenness (synthesized by Shannon’s index), we
should observe a decrease in the influence of roads. Indeed, our
data revealed a lower significance of Shannon’s index-road distance
regression. The analysis of the Varb metric strengthened this hy-
pothesis, thus confirming a lesser influence of the road distance on
species evenness, particularly when very rare species were
weighted more. The relationship between Varb and road distance
was very weak, and in addition, only plots belonging to the 201e
400 m distance category showed a significant increase in this
metric.

To avoid the bias linked to the use of species richness and their
relative abundances, which express only one part of biodiversity
(Harper & Hawksworth, 1994; Warwick & Clarke, 1998), we used



Fig. 3. e The RDA ordination constrained by four road distance categories, represented with letters: (A) 0e20 m, (B) 21e50 m, (C) 51e200 m and (D) 201e400 m. Plots were
represented by filled points. Species with the greatest coverage values were reported with their names, while others species were showed with grey crosses. Near RDA1 and RDA2
axes labels were reported their proportional inertia values.
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the taxonomic distinctness index (D*; Warwick & Clarke, 1998).
Despite the multivariate nature of D* (Somerfield et al., 1997), our
findings highlighted its lower capacity, compared with species
richness and Shannon’s index, in detecting changes caused by road
proximity. However, despite the decreasing number of species as
the road distance increased, there was a moderate rise in taxo-
nomic distinctness. This finding indicates more similar taxonomic
characteristics of the plant communities due to the proximity of
roads. The decrease in taxonomic distinctness was significant for
the 0e20 m and 21e50 m distance classes, emphasizing that the
major effect of roads on taxonomic relationships expands to a
spatial extent of approximately 50 m. Assuming that (i) a greater
Fig. 4. e The RDA ordination constrained by environmental variables and distance to road
points. Species with the greatest coverage values were reported with their names, while o
reported their proportional inertia values. (For interpretation of the references to color in t
taxonomic difference among species indicates greater phylogenetic
diversity (Magurran, 2004; Warwick & Somerfield, 2010) and that
(ii) the phylogenetic diversity is positively related to ecosystem
functionality (Maherali & Klironomos, 2007), the presence of roads
should cause a lack of ecosystem functions, especially in the first
50-m segment from the road verges. Moreover, we can hypothesize
that the higher taxonomic relatedness of communities within the
first 50 m from the road is imputable to the high energy availability
and to the moderate disturbance. These conditions soften
competitive exclusion mechanisms, allowing the presence of spe-
cies with similar taxonomic traits. In fact, usually at small spatial
scales, similar to those considered in this study, competitive
as a vector variable, all represented with blue vector. Plots were represented by filled
ther species were showed with grey crosses. Near RDA1 and RDA2 axes labels were
his figure legend, the reader is referred to the web version of this article.)
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exclusion mechanisms are the principal ecological phenomena that
structure species assemblages (Grime, 1973; Tilman, 1999). In
contrast, these mechanisms are more apparent in habitats with
small amounts of available energy (Pringle, Young, Rubenstein, &
McCauley, 2007), such as the interior forest habitat, allowing the
coexistence of more ecologically distant species that are able to
exploit different environmental niches.

Species scores in the RDA space showed that roads heavily
shaped the plant species composition in the studied forests. The
201e400 m distance category was clearly correlated with forest
specialist tree species such as A. alba, F. sylvatica and, Corylus
avellana, which are typical components of the broadleaved forest
understory. In contrast, the two distance classes closer to the roads
(0e20 m and 21e50 m) are characterized by heliophylus and
thermophilous species, which are typical of the edges and generally
associated with open habitats. Some of these species are also base-
rich soil species (i.e., B. sylvaticum and C. flacca), further underlining
the strong energy changes and nutrient fluxes that characterize the
forest habitats closer to the roads (Avon et al., 2010; Mrotzek,
Pfirrmann, & Barge, 2000). Therefore, we can suppose that such
communities living along roads have been heavily influenced by
the microclimatic characteristics due to the variations in the inci-
dent sun radiation, wind and water regime, moisture and, tem-
perature caused by the road presence (Forman et al., 2002;
Laurance & Curran, 2008).

These alterations represent severe threats to forest biodiversity
because they could, inter alia, promote the introduction of alien
species (Lapaix et al., 2012) and, at the same time, facilitate the
decline in forest species (Armstrong, 2010; Bossart & Opumi-
Frimpong, 2009; Heilman et al., 2002), thereby seriously
damaging the forest habitats.

Conclusions

The achieved results indicate a significant effect of roads in
shaping different plant diversity facets.

The distance to roads in shaping forest diversity was as strong as
other environmental (NDVI, altitude, slope, radiance and, folded
aspect) and climatic (mean annual temperature, mean annual
rainfall and, solar radiance) potential drivers of plant diversity.

Heliophilous, thermophilous and, base-rich soil species domi-
nate the forest to road interface, proving a radical change in the
forest ecosystem features. Roads showed the greatest power in
affecting forest plant diversity in the first 0e20 m forest-to-road
segment. This effect was observed up to 200 m into the forest.

Based on our results, roads, even relatively small forest paths,
could strongly impact forest biodiversity and are landscape features
that need to be carefully planned, constructed and maintained,
considering their relevant ecological implications (Armstrong,
2010). These factors are crucial in the Mediterranean basin due to
the low percentage of core forest habitat remnants and their key
role in Mediterranean ecosystem equilibrium (Geri, Amici, &
Rocchini, 2010, 2011; Mazzoleni, Di Pasquale, Mulligan, Di
Martino, & Rego, 2004; Pelorosso, Leone, & Boccia, 2009; Tattoni,
Ciolli, & Ferretti, 2011).

In particular, local manager and administrator decisions on road
maintenance and restoration in forest areas should be underpinned
by relevant ecological data. Based on our results, we would suggest
minimizing the impact on forest biodiversity, avoiding heavy ve-
hicles that need larger roads and preferring other less impacting
means that can use existing pathways. When new roads are abso-
lutely required, they should necessarily demand specific planning
in conjunction with long-term ecological monitoring and a correct
impact modeling phase. Indeed, the scientific geographical litera-
ture suggests how forest fragmentation due to roads could be easily
mitigated by an appropriate road location (Coffin, 2007; Forman
et al., 1997; Pereira, Zweede, Asner, & Keller, 2002).

All of these considerations are crucial for the recovery and
conservation of core habitats in Mediterranean forests, which in
turn could undergo the recovery of all those ecosystem services
necessary to the human economy (Bonan, 2008; Chiabai, Travisi,
Markandya, Ding, & Nunes, 2011). The proposed approach could
be further improved by steps such as (i) accurately considering the
types and characteristics of the forest roads (Forman et al., 1997;
Lugo & Gucinski, 2000) and their historical dynamics (i.e., using old
aerial photographs) that might play a key role in detecting forest
biodiversity changes and (ii) using forest indicator taxa, such as
lichens, bryophytes, saproxylic insects or birds (Good & Speight,
1996; Lawton et al., 1998). Such an improvement could help com-
plete the knowledge of the road effects on forest biodiversity in the
Mediterranean basin.

In conclusion, the need to preserve forest core remnants in the
Mediterranean landscape demands understanding qualitatively
and quantitatively the effect of human activity on the whole plant
diversity spectrum. As demonstrated in our manuscript, this goal
can be reached only analyzing plant diversity under different facets
with a focus on its spatial interactions with all man-made land-
scape components (Loreau, Mouquet, & Gonzalez, 2003; Pavoine &
Bonsall, 2011; Wu, 2013).

Acknowledgments

We are grateful to the Editor-in-Chief Jay D. Gatrell and to two
anonymous reviewers for precious insights on a previous draft of
the manuscript. The RESILFOR (REstoring SILver-fir FORest; LIFE08
NAT/IT/000371) project was founded by the European Community.
DR is supported by the EU BON (Building the European Biodiversity
Observation Network) project, funded by the European Union un-
der the 7th Framework programme, Contract No. 308454 and by
the ICT COST Action TD1202 “Mapping and the citizen sensor”,
funded by the European Commission. The PhD Scholarship of
Matteo Marcantonio is supported by FIRS>T (FEM International
Research School e Trentino).

References

Andrews, A. (1990). Fragmentation of habitat by roads and utility corridors: a re-
view. Australian Zoologist, 26, 130e141.

APAT. (2005). La realizzazione in Italia del progetto europeo Corine Land Cover 2000
[The realization of the Corine Land Cover project in Italy]. Roma, Italy: APAT.
Available at <http://www.isprambiente.gov.it/site/_contentfiles/00003700/373.

Aragón, G., López, R., & Martínez, I. (2010). Effects of Mediterranean dehesa man-
agement on epiphytic lichens. Science of the Total Environment, 409, 116e122.

Armstrong, C. (2010). The effect of forest edges on the community structure of
tropical fruit-feeding butterflies. The Plymouth Student Scientist, 3(2), 3e17.

Avon, C., Bergès, L., Dumas, Y., & Dupouey, J. L. (2010). Does the effect of forest roads
extend a few meters or more into the adjacent forest? A study on understory
plant diversity in managed oak stands. Forest Ecology and Management, 259,
1546e1555.

Badia, A., Serra, P., & Modugno, S. (2011). Identifying dynamics of fire ignition
probabilities in two representative Mediterranean wildland-urban interface
areas. Applied Geography, 31, 930e940.

Benítez-López, A., Alkemade, R., & Verweij, P. A. (2010). The impacts of roads and
other infrastructure on mammal and bird populations: a meta-analysis. Bio-
logical Conservation, 143, 1307e1316.

Bisby, F., Roskov, Y., Culham, A., Orrell, T., Nicolson, D., Paglinawan, L., et al. (2012).
Species 2000 & ITIS catalogue of lifeAvailable at <www.catalogueoflife.org/col/>
Accessed March 2012.

Bonan, G. B. (2008). Forests and climate change: forcings, feedbacks, and the
climate benefits of forests. Science, 320, 1444e1449.

Bossart, J. L., & Opuni-Frimpong, E. (2009). Distance from edge determines fruit-
feeding butterfly community diversity in Afrotropical forest fragments. Envi-
ronmental Entomology, 38, 43e52.

Brothers, T. S., & Spingarn, A. (1992). Forest fragmentation and alien plant invasion
of central Indiana old-growth forests. Conservation Biology, 6, 91e100.

Buckley, D. S., Crow, T. R., Nauertz, E. A., & Schulz, K. E. (2003). Influence of skid trails
and haul roads on understory plant richness and composition in managed

http://refhub.elsevier.com/S0143-6228(13)00114-8/sref1
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref1
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref1
http://www.isprambiente.gov.it/site/_contentfiles/00003700/373
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref3
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref3
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref3
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref4
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref4
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref4
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref5
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref5
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref5
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref5
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref5
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref6
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref6
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref6
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref6
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref7
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref7
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref7
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref7
http://www.catalogueoflife.org/col/
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref9
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref9
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref9
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref10
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref10
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref10
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref10
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref11
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref11
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref11
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref12
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref12


M. Marcantonio et al. / Applied Geography 42 (2013) 63e72 71
forest landscapes in upper Michigan, USA. Forest Ecology and Management,
175(1e3), 509e520.

Cade, B. S., & Noon, B. R. (2003). A gentle introduction to quantile regression for
ecologists. Frontiers in Ecology and Environment, 1, 412e420.

Calcagno, V., & de Mazancourt, C. (2010). Glmulti: an R package for easy automated
model selection with (generalized) linear models. Journal of Statistical Software,
34, 1e29Available at <http://www.jstatsoft.org/v34/i12/paper>.

Chiabai, A., Travisi, C. M., Markandya, A., Ding, H., & Nunes, P. A. L. D. (2011). Eco-
nomic assessment of forest ecosystem services losses: cost of policy in action.
Environmental and Resource Economics, 50, 405e445.

Clarke, K., & Warwick, R. (1998). A taxonomic distinctness index and its statistical
properties. Journal of Applied Ecology, 35, 523e531.

Clarke, K., & Warwick, R. (1999). The taxonomic distinctness measure of biodiver-
sity: weighting of step lengths between hierarchical levels. Marine Ecology-
Progress Series, 184, 21e29.

Cochrane, M. A., Alencar, A., Schulze, M. D., Souza, C. M., Nepstad, D. C., Lefebvre, P.,
et al. (1999). Positive feedbacks in the fire dynamic of closed canopy tropical
forests. Science, 284, 1832e1835.

Coffin, A. W. (2007). From roadkill to road ecology: a review of the ecological effects
of roads. Journal of Transport Geography, 15, 396e406.

Decocq, G., Aubert, M., Dupont, F., Alard, D., Saguez, R., Wattez-Franger, A., et al.
(2004). Plant diversity in a managed temperate deciduous forest: understorey
response to two silvicultural systems. Journal of Applied Ecology, 41, 1065e1079.

Delgado, J. D., Arroyo, N. L., Arévalo, J. R., & Fernández-Palacios, J. M. (2007). Edge
effects of roads on temperature, light, canopy cover, and canopy height in laurel
and pine forests (Tenerife, Canary Islands). Landscape and Urban Planning, 81,
328e340.

Donaldson, A., & Bennett, A. F. (2004). Ecological effects of roads. Implications for the
internal fragmentation of Australian parks and reserves. Melbourne: Parks Victoria.

Engen, S. (1977). Exponential and logarithmic species area curves. The American
Naturalist, 111, 591e594.

Fahrig, L. (1997). Relative effects of habitat loss and fragmentation on population
extinction. The Journal of Wildlife Management, 61, 603e610.

Faria, D., Mariano-Neto, E., Zanforlin Martini, A. M., Ortiz, J. V., Montingeli, R.,
Rosso, S., et al. (2009). Forest structure in a mosaic of rainforest sites: the effect
of fragmentation and recovery after clear cut. Forest Ecology and Management,
257, 2226e2234.

Flory, S. L., & Clay, K. (2009). Effects of roads and forest successional age on
experimental plant invasions. Biological Conservation, 142, 2531e2537.

Forman, R., & Alexander, L. (1998). Roads and their major ecological effects. Annual
Review of Ecology and Systematics, 29, 207e231.

Forman, R., Friedman, D. S., Fitzhenry, D., Martin, J. D., Chen, A. S., & Alexander, L. E.
(1997). Ecological effects of roads: towards three summary indices and an
overview for North America. In K. Canters, A. Piepers, & A. Hendriks-Heersma
(Eds.), Proceedings of the international conference on Habitat fragmentation,
infrastructure and the role of ecological engineering. Maastricht & DenHague 1995.
Delft: Netherlands Ministry of Transport, Public Works andWater Management,
Road and Hydraulic Engineering Division.

Forman, R. T. T., Sperling, D., Bissonette, J. A., Clevenger, A. P., Cutshall, C. D., Dale, V. H.,
et al. (2002). Road ecology: Science and solutions. Washington: Island Press.

Gao, J., & Liu, Y. (2012). Deforestation in Heilongjiang Province of China, 1896e
2000: severity, spatiotemporal patterns and causes. Applied Geography, 35,
345e352.

Geri, F., Amici, V., & Rocchini, D. (2010). Human activity impact on the heterogeneity
of a Mediterranean landscape. Applied Geography, 30, 370e379.

Geri, F., Amici, V., & Rocchini, D. (2011). Spatially-based accuracy assessment of
forestation prediction in a complex Mediterranean landscape. Applied Geogra-
phy, 31, 881e890.

Good, J. A., & Speight, M. C. D. (1996). Saproxylic invertebrates and their conservation
through Europe. Convention on the conservation of European wildlife and natural
habitats. Strasbourg: Council of Europe.

GRASS Development Team. (2011). Geographic resources analysis support system
(GRASS) software. Open Source Geospatial Foundation Project [online] URL
<http://grass.osgeo.org>.

Grime, J. P. (1973). Competitive exclusion in herbaceous vegetation. Nature, 242,
344e347.

Gucinski, H., Furniss, M. J., Ziemer, R. R., & Brookes, M. H. (2001). Forest roads: A
synthesis of scientific information. Gen. Tech. Rep. PNW-GTR-509. Portland, OR:
Department of Agriculture, Forest Service, Pacific Northwest Research Station.

Hansen, M. J., & Clevenger, A. P. (2005). The influence of disturbance and habitat on
the presence of non-native plant species along transport corridors. Biological
Conservation, 125, 249e259.

Harper, J., & Hawksworth, D. (1994). Biodiversity e measurement and estimation e

preface. Philosophical Transactions of the Royal Society of London Series B-Bio-
logical Sciences, 345, 5e12.

Harper, K. A., Macdonald, S. E., Burton, P., Chen, J., Brosofsky, K. D., Saunders, S., et al.
(2005). Edge influence on forest structure and composition in fragmented
landscapes. Conservation Biology, 19, 768e782.

Hawbaker, T. J., Radeloff, V. C., Clayton, M. K., Hammer, R. B., & Gonzalez-
Abraham, C. E. (2006). Road development, housing growth, and landscape
fragmentation in northern Wisconsin: 1937e1999. Ecological Applications, 16,
1222e1237.

Heilman, G., Strittholt, J., Slosser, N., & Dellasala, D. (2002). Forest fragmentation of
the conterminous United States: assessing forest intactness through road
density and spatial characteristics. Bioscience, 52, 411e422.
Hill, J., & Curran, P. (2001). Species composition in fragmented forests: conservation
implications of changing forest area. Applied Geography, 21, 157e174.

Holderegger, R., & Di Giulio, M. (2010). The genetic effects of roads: a review of
empirical evidence. Basic and Applied Ecology, 11, 522e531.

Jackson, N. D., & Fahrig, L. (2011). Relative effects of road mortality and decreased
connectivity on population genetic diversity. Biological Conservation, 144, 3143e
3148.

Johnson, J. B., & Omland, K. S. (2004). Model selection in ecology and evolution.
Trends in Ecology & Evolution, 19, 101e108.

Jordán-López, A., Martínez-Zavala, L., & Bellinfante, N. (2009). Impact of different
parts of unpaved forest roads on run-off and sediment yield in a Mediterranean
area. Science of the Total Environment, 407, 937e944.

Kembel, S. W., Cowan, P. D., Helmus, M. R., Cornwell, W. K., Morlon, H., Ackerly, D. D.,
et al. (2010). Picante: R tools for integrating phylogenies and ecology. Bioin-
formatics, 26, 1463e1464.

Kivinen, S., Moen, J., Berg, A., & Eriksson, A. (2010). Effects of modern forest man-
agement on winter grazing resources for reindeer in Sweden. Ambio, 39, 269e
278.

Koenker. (2011). Quantreg: Quantile regressionR package version 4.76. Available at
<http://CRAN.R-project.org/package¼quantreg> Accessed March 2012.

Koenker, R., & Hallock, K. (2001). Quantile regression. Journal of Economic Perspec-
tives, 15, 143e156.

LaPaix, R., Harper, K., & Freedman, B. (2012). Patterns of exotic plants in relation to
anthropogenic edges within urban forest remnants. Applied Vegetation Science,
15(4), 525e535.

Laurance, W. F., & Curran, T. J. (2008). Impacts of wind disturbance on fragmented
tropical forests: a review and synthesis. Austral Ecology, 33, 399e408.

Laurance, W. F., Ferreira, L. V., Rankin-de Merona, J. N., & Laurance, S. G. (1998). Rain
forest fragmentation and the dynamics of amazonian tree communities. Ecol-
ogy, 79, 2032e2040.

Laurance, W. F., & Yensen, E. (1991). Predicting the impacts of edge effects in
fragmented habitats. Biological Conservation, 55, 45e67.

Lawton, J. H., Bignell, D. E., Bolton, B., Bloemers, G. F., Eggleton, P., Hammond, P. M.,
et al. (1998). Biodiversity inventories, indicator taxa and effects of habitat
modification in tropical forest. Nature, 391, 72e76.

Leonard, D. R. P., Robert Clarke, K., Somerfield, P. J., & Warwick, R. M. (2006).
The application of an indicator based on taxonomic distinctness for UK
marine biodiversity assessments. Journal of Environmental Management, 78,
52e62.

Loreau, M., Mouquet, N., & Gonzalez, A. (2003). Biodiversity as spatial insurance in
heterogeneous landscapes. Proceedings of the National Academy of Sciences, 100,
12765e12770.

Lugo, A. E., & Gucinski, H. (2000). Function, effects, and management of forest roads.
Forest Ecology and Management, 133, 249e262.

Magurran, A. (2004). Measuring biological diversity. Malden: Blackwell Publishing.
Maherali, H., & Klironomos, J. N. (2007). Influence of phylogeny on fungal com-

munity assembly and ecosystem functioning. Science, 316, 1746e1748.
Marcantonio, M., Chiarucci, A., Maccherini, S., Guglietta, D., & Bacaro, G. (2012).

Plant biodiversity of beech forests in central-northern Italy: a methodological
approach for conservation purposes. Forest@, 9, 198e216 (in Italian).

Mazzoleni, S., Di Pasquale, G., Mulligan, M., Di Martino, P., & Rego, F. C. (2004). Recent
dynamics of the Mediterranean vegetation and landscape. Chichester: Wiley.

McGarigal, K., Romme, W., Crist, M., & Roworth, E. (2001). Cumulative effects of
roads and logging on landscape structure in the San Juan Mountains, Colorado
(USA). Landscape Ecology, 16, 327e349.

Médail, F., & Quézel, P. (1997). Hot-spots analysis for conservation of plant biodi-
versity in the Mediterranean Basin. Annals of the Missouri Botanical Garden, 84,
112e127.

Mrotzek, R., Pfirrmann, H., & Barge, U. (2000). Effect of road construction material
and light on the vegetation along the roadsides and adjoining forest using the
example of roads in the forest district Bramwald in Niedersachsen. Forstarchiv,
71, 234e244.

Murcia, C. (1995). Edge effects in fragmented forests: implications for conservation.
Trends in Ecology & Evolution, 10, 58e62.

Nagendra, H., Pareeth, S., & Ghate, R. (2006). People within parks-forest villages,
land-cover change and landscape fragmentation in the Tadoba Andhari Tiger
Reserve, India. Applied Geography, 26(2), 96e112.

Noss, R. F., & Cooperrider, A. Y. (1994). Saving nature’s legacy: Protecting and restoring
biodiversity. Washington: Island Press.

Oksanen, J. (2011). Multivariate analysis of ecological communities in R: Vegan
tutorialAvailable at <cc.oulu.fi/wjarioksa/opetus/metodi/vegantutor.pdf>
Accessed on March 2012.

Oksanen, J., Blanchet, F. G., Kindt, R., Legendre, P., Minchin, P. R., O’Hara, R. B., et al.
(2011). Vegan: Community ecology packageAvailable at <http://cran.r-project.
org/web/packages/vegan/vegan.pdf> Accessed April 2012.

Palmer, M. W. (1993). Putting things in even better order: the advantages of ca-
nonical correspondence analysis. Ecology, 74, 2215e2230.

Parendes, L. A., & Jones, J. A. (2000). Role of light availability and dispersal in exotic
plant invasion along roads and streams. In H. J. Andrews (Ed.), Experimental
forest, Oregon. conservation biology, Vol. 14 (pp. 64e75).

Patarasuk, R., & Binford, M. W. (2012). Longitudinal analysis of the road network
development and land-cover change in Lop Buri Province, Thailand, 1989e
2006. Applied Geography, 32, 228e239.

Patil, G. P., & Taillie, C. (1982). Diversity as a concept and its measurement. Journal of
the American Statistical Association, 77, 548e567.

http://refhub.elsevier.com/S0143-6228(13)00114-8/sref12
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref12
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref12
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref12
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref13
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref13
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref13
http://www.jstatsoft.org/v34/i12/paper
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref15
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref15
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref15
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref15
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref16
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref16
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref16
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref17
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref17
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref17
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref17
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref18
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref18
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref18
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref18
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref19
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref19
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref19
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref20
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref20
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref20
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref20
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref21
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref21
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref21
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref21
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref21
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref22
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref22
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref23
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref23
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref23
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref24
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref24
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref24
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref25
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref25
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref25
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref25
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref25
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref26
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref26
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref26
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref27
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref27
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref27
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref28
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref28
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref28
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref28
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref28
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref28
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref28
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref29
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref29
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref30
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref30
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref30
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref30
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref31
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref31
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref31
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref32
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref32
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref32
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref32
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref33
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref33
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref33
http://grass.osgeo.org
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref35
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref35
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref35
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref36
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref36
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref36
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref37
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref37
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref37
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref37
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref38
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref38
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref38
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref38
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref38
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref39
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref39
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref39
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref39
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref41
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref41
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref41
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref41
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref41
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref41
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref42
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref42
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref42
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref42
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref43
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref43
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref43
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref44
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref44
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref44
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref45
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref45
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref45
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref46
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref46
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref46
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref47
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref47
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref47
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref47
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref48
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref48
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref48
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref48
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref106
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref106
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref106
http://cran.r-project.org/package%3dquantreg
http://cran.r-project.org/package%3dquantreg
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref50
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref50
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref50
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref51
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref51
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref51
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref51
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref52
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref52
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref52
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref53
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref53
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref53
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref53
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref54
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref54
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref54
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref55
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref55
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref55
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref55
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref56
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref56
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref56
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref56
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref56
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref57
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref57
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref57
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref57
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref58
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref58
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref58
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref59
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref60
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref60
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref60
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref61
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref61
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref61
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref61
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref62
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref62
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref63
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref63
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref63
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref63
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref64
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref64
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref64
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref64
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref65
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref65
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref65
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref65
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref65
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref66
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref66
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref66
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref67
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref67
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref67
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref67
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref68
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref68
http://cc.oulu.fi/%7Ejarioksa/opetus/metodi/vegantutor.pdf
http://cc.oulu.fi/%7Ejarioksa/opetus/metodi/vegantutor.pdf
http://cran.r-project.org/web/packages/vegan/vegan.pdf
http://cran.r-project.org/web/packages/vegan/vegan.pdf
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref71
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref71
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref71
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref72
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref72
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref72
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref72
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref73
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref73
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref73
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref73
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref74
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref74
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref74


M. Marcantonio et al. / Applied Geography 42 (2013) 63e7272
Pauchard, A., & Alaback, P. (2004). Influence of elevation, land use, and landscape
context on patterns of alien plant invasions along roadsides in protected areas
of south-central Chile. Conservation Biology, 18, 238e248.

Pavoine, S., & Bonsall, M. B. (2011). Measuring biodiversity to explain community
assembly: a unified approach. Biological Reviews, 86, 792e812.

Pelorosso, R., Leone, A., & Boccia, L. (2009). Land cover and land use change in the
Italian central Apennines: a comparison of assessment methods. Applied Ge-
ography, 29, 35e48.

Pereira, R., Zweede, J., Asner, G., & Keller, M. (2002). Forest canopy damage and
recovery in reduced-impact and conventional selective logging in eastern Para,
Brazil. Forest Ecology and Management, 168, 77e89.

Pignatti, S. (1982). Flora d’Italia [The flora of Italy]. Bologna, Italy. (in Italian).
Pringle, R. M., Young, T. P., Rubenstein, D. I., & McCauley, D. J. (2007). Herbivore-

initiated interaction cascades and their modulation by productivity in an Afri-
can Savannah. Proceedings of the National Academy of Sciences, 104, 193e197.

Quantum GIS Development Team. (2012). Quantum GIS geographic information
system. Open Source Geospatial Foundation Project [online] URL <http://qgis.
osgeo.org>.

R Development Core Team. (2012). R: A language and environment for statistical
computing. reference index version 2.2.1. Vienna, Austria: R Foundation for
Statistical ComputingAvailable at <http://www.R-project.org>.

Reed, D. F. (1996). Letters: corridors for wildlife. Science, 271, 132.
Reitalu, T., Sykes, M. T., Johansson, L. J., Lonn, M., Hall, K., Vandewalle, M., et al.

(2009). Small-scale plant species richness and evenness in semi-natural
grasslands respond differently to habitat fragmentation. Biological Conserva-
tion, 142, 899e908.

Ricotta, C. (2003). On parametric evenness measures. Journal of Theoretical Biology,
222, 189e197.

Riitters, K. H., Coulston, J. W., & Wickham, J. D. (2012). Fragmentation of forest
communities in the eastern United States. Forest Ecology and Management, 263,
85e93.

Rocchini, D., & Cade, B. S. (2008). Quantile regression applied to spectral distance
decay. IEEE Geoscience and Remote Sensing Letters, 5, 640e643.

Rouse, J. W., Haas, R. H., Schell, J. A., & Deering, D. W. (1973). Monitoring vegetation
systems in the Great Plains with ERTS. In 3rd ERTS Symposium, NASA SP-351 I
(pp. 309e317).

Scarascia-Mugnozza, G., Oswald, H., Piussi, P., & Radoglou, K. (2000). Forests of the
Mediterranean region: gaps in knowledge and research needs. Forest Ecological
and Management, 132, 97e109.

Somerfield, P., Olsgard, F., & Carr, M. (1997). A further examination of two new
taxonomic distinctness measures. Marine Ecology-Progress Series, 154, 303e306.
Spellerberg, I. F. (1998). Ecological effect of roads and traffic: a literature review.
Global Ecology and Biogeography, 7(5), 317e333.

Tattoni, C., Ciolli, M., & Ferretti, F. (2011). The fate of priority areas for conservation
in protected areas: a fine-scale Markov chain approach. Environmental Man-
agement, 47(2), 263e278.

ter-Braak, C. J. F. (1990). Update notes: CANOCO version 3.10. Wageningen: Agricul-
tural Mathematics Group.

Tilman, D. (1999). Diversity and production in European grasslands. Science, 286,
1099e1100.

Trombulak, S. C., & Frissell, C. A. (2000). Review of ecological effects of roads on
terrestrial and aquatic communities. Conservation Biology, 14, 18e30.

Tutin, T. G., Heywood, V. H., Burges, N. A., Valentine, D. H., Walters, S. M., &
Webb, D. A. (1993). Flora europaea (2nd ed.). Cambridge: Cambridge University
Press.

Tyser, R. W., & Worley, C. A. (1992). Alien flora in grasslands adjacent to roads and
trail corridors in Glacier National Park, Montana (U.S.A.). Conservation Biology, 6,
251e262.

Valladares, F. (2004). Global change and radiation in Mediterranean forest ecosys-
tems: a meeting point for ecology and management. In M. Arianoutsou, &
V. Papanastasis (Eds.), Ecology, conservation and sustainable managements of
Mediterranean type ecosystems of the world. Rotterdam: Millpress.

Van der Ree, R., Jaeger, J. A. G., van der Grift, E. A., & Clevenger, A. P. (2011). Effects of
roads and traffic on wildlife populations and landscape function: road ecology
is moving towards larger scales. Ecology and Society, 16(1), 48Available at
<http://www.ecologyandsociety.org/vol16/iss1/art48/>.

Vellend, M. (2004). Parallel effects of land-use history on species diversity and
genetic diversity of forest herbs. Ecology, 85, 3043e3055.

Warwick, R., & Clarke, K. (1998). Taxonomic distinctness and environmental
assessment. Journal of Applied Ecology, 35, 532e543.

Warwick, R. M., & Somerfield, P. J. (2010). The structure and functioning of the
benthic macrofauna of the Bristol Channel and Severn Estuary, with predicted
effects of a tidal barrage. Marine Pollution Bulletin, 61, 92e99.

Watkins, R. Z., Chen, J., Pickens, J., & Brosofske, K. D. (2003). Effects of forest roads on
understory plants in a managed hardwood landscape. Conservation Biology, 17,
411e419.

Wei, Y., & Hoganson, H. M. (2005). Landscape impacts from valuing core area in
national forest planning. Forest Ecology and Management, 218, 89e106.

Wilson, E. O. (2003). The encyclopedia of life. Trends in Ecology & Evolution, 18,
77e80.

Wu, J. (2013). Landscape ecology. In R. Leemans (Ed.), Ecological systems. New York:
Springer.

http://refhub.elsevier.com/S0143-6228(13)00114-8/sref75
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref75
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref75
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref75
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref76
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref76
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref76
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref77
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref77
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref77
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref77
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref78
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref78
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref78
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref78
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref79
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref80
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref80
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref80
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref80
http://qgis.osgeo.org
http://qgis.osgeo.org
http://www.R-project.org
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref83
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref84
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref84
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref84
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref84
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref84
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref85
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref85
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref85
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref86
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref86
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref86
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref86
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref87
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref87
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref87
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref88
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref88
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref88
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref88
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref89
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref89
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref89
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref89
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref90
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref90
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref90
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref91
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref91
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref91
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref107
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref107
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref107
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref107
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref92
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref92
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref93
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref93
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref93
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref94
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref94
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref94
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref95
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref95
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref95
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref96
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref96
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref96
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref96
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref97
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref97
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref97
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref97
http://www.ecologyandsociety.org/vol16/iss1/art48/
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref99
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref99
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref99
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref100
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref100
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref100
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref101
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref101
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref101
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref101
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref102
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref102
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref102
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref102
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref103
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref103
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref103
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref104
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref104
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref104
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref105
http://refhub.elsevier.com/S0143-6228(13)00114-8/sref105


 
      United States  
       Department of 
       Agriculture              

Forest Service 
 
Washington 
Office 
 
November 2000                   

 

 
 

 

Forest Service 
Roadless Area Conservation 

 

Final Environmental Impact Statement 
 

Landscape Analysis and Biodiversity 
Specialist Report 





 

 

 
 
 
 
 
 
 
 
 

Landscape Analysis and Biodiversity  
Specialist Report 

 
November 2000 

 
USDA Forest Service  

Roadless Area Conservation  
Final Environmental Impact Statement 

 
 
 
 
 
 
 
 
 

Prepared by: 
 

Jon R. Martin, Ecologist1 
Robert L. DeVelice, Vegetation Ecologist2 

Seona Brown, Biologist3 

 
 
 
 
 
 
 
 
 
 
 
 
1USDA Forest Service, Region 6, 333 SW First Avenue, Portland, OR 97204, USA. 
 
2USDA Forest Service, Chugach National Forest, 3301 C Street, Suite 300, Anchorage, AK  
99503, USA. 
 
3USDA Forest Service, Washington Office, 201 14th Street, SW, Washington, D.C.  20250, USA. 
 
 





  Landscape Analysis and  
Roadless Area Conservation FEIS  Biodiversity Specialist Report 

1 

Abstract: 
 
This specialist report provides the analysis for the affected environment and 
environmental consequences of the alternatives discussed in the Roadless Area 
Conservation Final Environmental Impact Statement (FEIS), (November 2000c).  The 
report covers the assumptions, data, methods, and analysis of effects for the landscape 
ecology portions of the biodiversity section of Chapter 3 of the FEIS. 
 
Inventoried roadless areas on NFS lands were assessed in this analysis to determine the 
effect of Alternatives 1 through 4 on certain landscape characteristics important to 
maintaining biodiversity.  The percentage of land area in inventoried roadless areas was  
compared across three geographic divisions (East, West, Alaska), 45 ecoregions, 10 
elevation zones, and 11 landcover classes.  Variation in the size-class distribution of 
inventoried roadless areas was also summarized.   
 
The results of our evaluation highlight the value of inventoried roadless areas towards 
maintaining a representative network of relatively undisturbed areas that function as 
conservation reserves in the United States, supporting a diversity of plant and animal 
species.  The conservation of inventoried roadless areas under the action alternatives 
would expand ecoregional representation, increase acreage of low elevation, biologically 
productive areas, and increase the number of areas large enough to provide refugia for 
species needing large tracts relatively undisturbed by people. 
 
This analysis demonstrated that below 5,000 feet in elevation, 18.5% of lands are located 
in inventoried roadless areas, as compared to 10% in Wilderness, thereby providing 
important additional conservation of lower elevation habitats.  These lower elevation 
habitats may be more biologically productive and diverse than those at higher elevations.  
Further, a full range of landcover types is represented. 
 
More than 34% of inventoried roadless area acreage is adjacent to designated Wilderness 
Areas.  Maintaining these areas in a roadless condition would help support populations of 
species needing large, contiguous blocks of roadless area.  Additionally, conservation of 
inventoried roadless areas would increase the proportion of ecoregions functioning as 
conservation reserves1 on national forest lands.  Although not needed for analysis of this 
project, a more in-depth analysis may be desirable from which a comprehensive national 
biological diversity conservation strategy could be built.  A promising avenue for such 
analysis would be a national synthesis of the vegetation and species distribution data 
contained in the Gap Analysis Project database (Scott and others 1993).  A repeatable, 
computer-based technique for identifying representative reserves (Bedward and others 
1992, Davis and others 1996, Kiester and others 1996) could then be used to rigorously 
quantify the extent to which inventoried roadless areas and conservation reserves contain 
the range of biodiversity. 
 
 

                                                 
1 In this analysis, areas that are strictly managed or managed to maintain natural values; status classes 1 and 
2, respectively (DellaSala and others 2000). 
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Affected Environment: 
 
More than 700 million acres (about 25%) of the United States land base are federally 
managed.  Most of these lands are managed to help ensure that adverse, irreversible, 
long-term resource commitments are not made.  Of these lands, more than 100 million 
acres (about 5% of the country) are Wilderness Areas and national parks where roads are 
prohibited.  Most of this land occurs in the West.  
 
Even with this much of the land area under Federal management, more than 200 fish and 
wildlife species have been listed under the Endangered Species Act as threatened or 
endangered or are proposed to be listed (TEP), and numerous ecosystems have been lost 
or significantly degraded (Noss and others 1997).  As of 1993, about 50% of all federally 
listed threatened and endangered species are known to occur on federal lands.  The other 
50% are found on either State and local public lands, Tribal lands, or private lands.  
Although not a statistical sample, of the more than 24,500 records of federally listed 
species collected by the Natural Heritage Network nationwide, 36% are found on federal 
lands.  The Forest Service, with 16% of the total listed species occurrences, has the 
largest number, followed by the Bureau of Land Management (8%), and the Department 
of Defense (4%) (Stein and others 1995). 
 
Noss and others (1997), have identified more than 30 critically endangered, 58 
endangered, and more than 38 threatened ecosystems in the United States.  The major 
causes for these declines are habitat loss, degradation, and fragmentation (Ehrlich and 
Ehrlich 1981, Harris 1984, Wilson 1985,1988, Soule 1991, Noss and Cooperrider 1994).  
Of the serious ecosystem losses throughout the country, the East has had the most.   
 
The World Wildlife Fund (Ricketts and others 1999) recently completed a conservation 
assessment of terrestrial ecosystems of the United States. This assessment was based on 
standardized protected-area classifications developed by the US Geological Survey, 
National Biological Survey, and the GAP Analysis Project.  Some general findings from 
this assessment include: 
 

• The area protected in parks, monuments, Wilderness, and wildlife refuges is 10%.  
• Most States east of the Mississippi River have protected <1% of their land area. 
• Southern and Midwestern states have the lowest rate of protection (down to .2%) 
• Alaska and California have the highest rates of protection.  
• Most existing protected areas are at high elevation. 
• Protected areas average <25,000 acres. (DellaSala et al, In Press) 

 
Ricketts and others (1999) identified 32 North American ecoregions as globally 
outstanding, that is, where biodiversity attributes equal or exceed those found in most 
distinct ecoregions sharing the same major habitat types on other continents.  They 
further reported that, of the 116 ecoregions considered in the United States, 32 are in a 
critical conservation status, and 22 are endangered.  They recommend emphasizing 
conservation strategies in 13 ecoregions: Hawaiian Moist Forests, Hawaiian Dry Forests, 
Appalachian Mixed Mesophytic Forests, Southeastern Mixed Forests, Northern 
California Coastal Forests, Southeastern Conifer Forests, Florida Sand Pine Scrub, 
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British Columbia Mainland Coastal Forest, Central Pacific Coastal Forests, Klamath-
Siskiyou Forests, Sierra Nevada Forests, Central Tall Grasslands, and California Coastal 
Sage and Chaparral.   
 
Ecological Values of Inventoried Roadless Areas 
 
The ecological effects of roads have been well documented (USDA Forest Service In 
Press).  The effects can be either direct, such as animal mortality from vehicles, or indirect, 
such as altering the behavior of animals (Forman and Alexander 1998, Trombulak and 
Frissell 2000).  Some species, such as exotic plants, may benefit from the disturbance and 
opportunities for introduction and establishment associated with roads (Parendes and Jones 
2000). 
 
Inventoried roadless areas provide a wide range of habitat types that support terrestrial 
wildlife species and communities.  These habitats can be described by type, distribution, 
abundance, size of the area, kinds and intensity of use, disturbances, and the landscape 
context in which each habitat is found.  In addition to supplying habitat for many 
threatened, endangered, proposed, and sensitive species (TEPS), inventoried roadless areas 
support numerous other birds, mammals, reptiles, amphibians, and invertebrates.   
 
Inventoried roadless areas are important in maintaining native species and biodiversity.  
They function as biological strongholds for many species, including wide-ranging 
carnivores (like grizzly bear) and very localized, relatively less mobile species (like land 
snails).  Native plant and animal communities tend to be more intact in roadless areas than 
in roaded areas of similar size.  Species richness and native biodiversity is more likely to be 
conserved, particularly in areas large enough to offer a shifting mosaic of habitat patches in 
various stages of recovery from disturbance (Noss and Cooperider 1994).   
 
Inventoried roadless areas are home to many species of terrestrial and aquatic plants, 
including rare, sensitive, threatened, and endangered species.  Many of these species have 
narrow geographical ranges determined by soil types, climatic conditions, and other 
environmental factors.  These endemic species, because of their limited distribution, are 
often at a higher risk of extinction than are widely distributed species.  Areas in the United 
States with many endemic plant species include Hawaii, California, Texas, Alaska, the 
Pacific Northwest, the Southwest, the Intermountain West, and the South (Gentry 1986). 
 
Inventoried roadless areas support a diversity of aquatic habitats and communities.  
Without the disturbance caused by roads and associated activities, stream channel 
characteristics -- such as channel and floodplain configuration, substrate embeddedness, 
riparian condition, amount and distribution of woody debris, stream flow, and temperature 
regime -- are less likely to be altered (Furniss and others 1991) compared to stream channel 
conditions in roaded areas.  Illegal introduction and harvest of fish species is also less 
likely in these areas because access is limited. 
 
Ecosystem Health 
 
The term ecosystem health, as used in this analysis, is the degree to which ecological 
factors and their interactions are reasonably complete and functioning for continued 
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resilience, productivity, and renewal.  This generalized, human concept incorporates many 
factors that make up the separate but integral parts of a natural ecosystem. These factors 
were evaluated in this report, and the relative degree to which they contribute to ecosystem 
health was estimated.   
 
Ecosystem structure, composition, and processes broadly describe these factors.  
Composition is the biodiversity of an ecosystem – that is, the plants and animals that live 
there.  Structure is the attributes of the environment important to those organisms.  For 
example, a fallen tree is a structural attribute that many species use for their homes.  
Structure can also mean the size or type of habitat patch an animal uses.  Process is the 
various kinds of activities, interactions, cycles, or disturbances acting in an ecosystem.  For 
example, fire is a natural disturbance process.    
 
Ecosystem health is used to evaluate relative differences in outcomes of planning 
alternatives.  Healthy ecosystems would more likely to contain viable populations of all 
native plants and animals, have fully functional natural processes (such as hydrologic and 
fire regimes), and, at a landscape scale, would encompass a range of successional patterns. 
In this analysis, an ecosystem that lacks plants, animals, structures, or processes that have 
been a part of that system for many hundreds and sometimes thousands of years is 
considered to be adversely impacted and would be described as less than healthy.   
 
The estimated historical range of variability is often used as a baseline when evaluating 
ecosystem health (USDA Forest Service 1996).  Scientists can compare historical reference 
conditions with today’s conditions and give a rating of ecosystem health that measures 
departure from the historical conditions.  For example, ponderosa pine forests in the 
Intermountain West historically experienced frequent, but light, understory burns.  Due to 
effective fire suppression, many of these areas now have dense stands of small diameter 
trees and shrubbery, which are typically referred to as forest fuels, or being in the state of 
heavy fuel loading.  As a result, these forests may be viewed as having a relatively lower 
degree of ecosystem health, because they may now be vulnerable to uncharacteristic stand-
replacing wildland fires.   
 
In some parts of the country, the historical range of variability is not a useful benchmark 
because records of pre-settlement ecological conditions are lacking or because of 
irreversible ecosystem changes.  For example, in the East, much of the landscape has 
changed from the introduction of nonnative invasive species.  Large chestnut trees once 
comprised 25% to 30% of many eastern forests; today, virtually all of these large trees have 
been eliminated by the chestnut blight, along with seven moth species that feed exclusively 
on chestnut trees (Opler 1976, Ronderos 2000).  In West Virginia, more than 30% of 
current plant species are nonnative invasives, and much of the forest land has been 
harvested several times since European settlement (Harmon 2000). 
 
In this analysis, the historical range of variability was used as a general environmental 
baseline.  More often, the ecological factors described above were rated qualitatively by 
alternatives to obtain an estimate of relative differences.  Individually, these factors 
represent various parts of an ecosystem; however, together, they provide a more complete 
picture of ecosystem health.   
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Biodiversity  
 
Biodiversity is the variety and abundance of species, their genetic composition, and their 
communities (Adams and others 2000, Wilson 1988).  Protecting areas from damaging 
human development and activities is an essential part of conserving biodiversity (Wilson 
1985, 1988; WRI, IUCN, and UNEP 1992; Noss and Cooperider 1994).  The current 
worldwide rate of species extinction is estimated to be about 400 times greater than that of 
recent geologic time, and this figure is increasing (Wilson 1985).  At least 110 species of 
plants and animals are known to be extinct in the United States, and an additional 416 
species are possibly extinct, with no recent documented sightings.   
 
As described by Noss and Cooperrider (1994), four fundamental principles consistent 
with biodiversity conservation are to:   
 

• Represent, in a system of protected areas, all native ecosystem types and seral stages across 
their natural range of variation. 

• Maintain viable populations of all native species in natural patterns of abundance and 
distribution. 

• Maintain ecological and evolutionary processes such as disturbance regimes, hydrological 
processes, nutrient cycles, and biotic interactions. 

• Manage landscapes and communities that are responsive to short-term and long-term 
environmental change and that maintain the evolutionary potential of the biota. 

 
In addition to the above principles, five basic considerations emerge from conservation 
biology that resource managers can use to retain habitat at the landscape and regional 
scale (Shafer 1990, Thomas and others 1993, Wilcove and Murphy 1991, and Noss 
1992).  These principles are to:  
 

• Minimize the fragmentation of habitats across the landscape; 
• Conserve large blocks of habitat; 
• Conserve blocks of habitat close together and in contiguous blocks. 
• Maintain habitat corridors between blocks of habitat; and 
• Maintain favorable habitat conditions for target species across their native range. 

 
Representation of the full range of habitats in conservation reserves is a fundamental goal 
of nature conservation (Margules and Usher 1981).  Because conservation of inventoried 
roadless areas could expand the area of conservation reserves, determining the potential 
contribution of these areas towards meeting goals of biodiversity conservation is 
important. 
 
This analysis evaluates the effects of the alternatives on biodiversity using both landscape 
and species-habitat approaches (see specialist report on terrestrial and aquatic habitats and 
species for discussion of species habitat approach).  A landscape approach provides a way 
of evaluating large-scale biological, physical, and ecosystem processes and patterns that 
influence biodiversity.  Additional discussion of the affected environment specific to the 
factors analyzed is included under the Analysis of Effects of Alternatives section. 



Landscape Analysis and  
Biodiversity Specialist Report  Roadless Area Conservation FEIS 

6 

Assumptions 
 
Several assumptions were made for this analysis.  If Forest Service policy does not 
change, roading and timber harvest are assumed to continue at a rate no greater than the 
previous 20 years (5%-10% of area harvested/20 years.) in inventoried roadless areas.  
Over the next 5 years, about 1 billion board feet (BBF) is expected to be harvested and 
about 1,160 miles of road built.  More than 50% of the expected timber volume from 
inventoried roadless areas is expected to come from the Tongass National Forest and 
most (304 miles) of the roads will be built in it’s inventoried roadless areas. The 
Intermountain Region of the Forest Service has the next largest expected timber harvest 
from inventoried roadless areas (175 million board feet), with road building of 100 miles, 
followed by the Northern Region (91 million board feet and 30 miles).   Although road 
building is estimated at 20 miles each, timber harvest projections for the Pacific 
Northwest is 74 million BF and the Rocky Mountain Regions is 35.  Less than 10 miles 
of roads are expected to be built in each of the remaining Regions.    
 
Nationally, clearcutting has decreased from 22% of total harvested acres in FY1992 to 
only 10% in FY1997 (USDA Forest Service 1998).  It is assumed that this downward 
trend in clearcut acres will continue.  However, clearcutting is expected to be the most 
commonly used practice in Alaska.  Many national forests have shifted to stewardship 
stand treatments to achieve habitat or forest health objectives.  From 1993 to 1997, 
stewardship projects increased from 24% (176,000 acres) to 40% (183,000 acres) of the 
timber harvest, with the largest increases since 1995.  This trend is expected to continue.  
For this analysis, except for Alaska, about a 5% per year increase in stewardship-type 
projects is assumed.  Over the next 5 years, an estimated 50% to 75% of the acres 
harvested are expected to meet stewardship goals.  Of those acres treated principally for 
commodity outputs, we expect a variety of treatments, from regeneration with a few 
green trees remaining to moderate thinnings to improve growth. 
 
Additional assumptions used in analyzing the effects were as follows:  
 

• The number of federally listed threatened and endangered species will continue to increase, 
and the importance of Federal lands to these species will also continue to increase.  

• Non-timber, special forest products demand will continue to increase. 
• Subsistence resource demand will continue to increase. 
• The Agency will treat fuel hazards on up to 3 million acres annually.  Some portion of this 

will be in inventoried roadless areas. 
• Fuel management costs will continue to increase. 
• Demand for motorized outdoor recreation use on NFS lands continues to rise, resulting in 

increased demand for opportunities on inventoried roadless areas (Cordell and others 
1999). 

• Mechanical pre-treatment may be needed on some forests that now are at moderate to high 
risk from uncharacteristic wildfire effects before prescribed fire can be applied. 

• Because of the ease of access provided by roads, timber and special forest product harvest 
is higher closer to roads and decreases as the distance from roads increases; therefore, the 
pressure on those harvest products is greater near roads. 

• Management restrictions to protect TEPS species will increase as more species are listed, as 
will management of habitat where needs conflict between listed species. 
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• Few forests are at high risk from uncharacteristic wildfire effects in Regions 8, 9, and 10.  
• People will continue to place a high value on inventoried roadless areas as a result of 

increasing demand for open space, clean water, abundant fish and wildlife, and opportunity 
for personal renewal.   

• About 30 million acres of currently unroaded land could become reclassified as roaded 
because of development, at the same or lower rate of development than in these areas over 
the past 20 years (5-10% per 20 years).  

• Reliance on regeneration harvest will continue to decline, except on NFS lands in Alaska. 
• Under Alternative 1, the greatest proportion of roads would be built for timber harvest, 

including salvage harvesting, which would continue, consistent with land management 
plans. 

• National forest timber volume offer rates will remain relatively constant at about 3.3 
BBF/year. 

• Reliance on inventoried roadless areas for meeting timber volume projections will decline 
according to trends in the latest revised land management plans.   

• Timber harvest prescriptions will include a full range of intensities from very light thinning 
to clearcutting, under Alternatives 1 and 2.  

• Skidding of logs is not prohibited under alternatives without roads. 
• Timber volume reductions from prohibitions in inventoried roadless areas would not be 

replaced from other NFS lands. 
• Protecting public health and safety and private property will continue to be emphasized. 

 
The term “ecosystem health” is a qualitative communication tool to summarize the many 
ecological factors evaluated in this report.  
 
 

Methodology and Information Used 
 
The analysis presented here uses methods similar to the Alaska-wide assessment of 
terrestrial biodiversity as described by Duffy and others (1999).  Both studies use coarse-
scale surrogates for biodiversity, including ecoregions and landcover types.  However, 
using coarse-scale surrogates may not adequately represent the location and range of 
biologically important sites (Duffy and others 1999).  For example, although a large 
portion of an ecoregion may be in conservation reserves, the range of biodiversity in that 
ecoregion may not be represented in those reserves.  The distribution of many of the 
species may reflect ecological conditions operating at finer scales than conditions 
depicted by broad ecoregions, elevation classes, and landcover types. 
 
For this analysis, the biophysical classification defining ecoregions was used to provide a 
mapped summary of environmental attributes across the United States.  In addition to 
ecoregions, mapped elevation classes derived from a digital elevation model and 
landcover classes based on satellite imagery were used as surrogate indicators of 
biodiversity.  In an ecoregion, changes in elevation likely reflect local gradients of 
temperature and precipitation. 
  
To evaluate the adequacy of inventoried roadless areas in representing landscape diversity, 
a 12% threshold of each evaluated category was used, based on the recommendation of the 
World Commission on Environment and Development (WCED 1987) that at least 12% of a 
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country’s land mass should be set aside as conservation reserves.  In this analysis, 12% was 
used for comparison, although it may have been too low.  For example, Noss and 
Cooperider (1994) argue that 25% to 75% of a region is required to achieve representation.   
 
The acreages of National Forest Land used in this analysis was obtained from national 
geographic information system (GIS) maps (USDA Forest Service 2000a).   This map 
contained only gross acreage; that is, private inholdings were included in the acreage 
estimates.  This problem was not large for Alaska or the Western United States, but the 
gross acreage of NFS lands in the East was nearly double the actual acreage (table 1). 
 
Table 1. Acreage of National Forest System land (rounded to the nearest 1,000 acres), 
shown with (i.e. gross acreage) and without private inholdings (i.e. net acreage).  
 

Geographic Division 

aNet area of national 
forest land  

(1000 acres) 

bGross area of 
national forest land 

(1000 acres) 
Ratio between net and 

gross (%) 

Alaska 22,083 22,083 100 
East 25,252 45,687 55 
West 144,966 165,036 88 

Total 192,300 232,805 83 
aUSDA Forest Service 1999a; does not include private inholding acreage 
bUSDA Forest Service 2000a; includes private inholding acreage. 
 
The following GIS layers were electronically overlaid and summarized in the analysis of 
biodiversity representation:  
 

• Ecoregions of North America (Omernik 1995, Gallant and others 1995, as modified by 
Ricketts and others 1999). 

• Elevation classes derived from a national scale digital elevation model (USDI Geological 
Survey 1996). 

• Landcover grid derived from advanced very high-resolution radiometer imagery (AVHRR; 
Fleming 1997, USDA Forest Service 1999b). 

• Land management status (DellaSala and others, In Press). 
• Inventoried roadless areas (USDA Forest Service 2000a). 
• Designated Wilderness Areas (USDA Forest Service 2000b). 
• National Forest Lands (USDA Forest Service 2000b). 

 
As with almost any GIS database, any errors associated with these layers transferred into 
the analytic results.  Because the land-management status and inventoried roadless area 
coverages represent a composite of data from many sources, variations in mapping 
procedures among the sources potentially caused inconsistencies that were difficult to 
detect in the combined coverages.  The landcover grid undoubtedly contained 
misclassifications.  Variations in acreage estimates summarized from the overlay 
analyses resulted from variations in the resolution of the input databases and 
generalization during rasterization.  The error rate was estimated to be minimal and it did 
not affect conclusions drawn from this national-scale analysis.  
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Based on criteria of species richness, endemism, rare habitat, and rare phenomena, 
Ricketts and others (1999) assigned globally outstanding status to a subset of ecoregions.  
These ecoregions are highlighted in the ecoregion summary tables 3 and 4 and are shown 
in Figure 1.  
 
DellaSalla and others (In Press) assigned each polygon in their GIS coverage of land 
management status to one of four categories (adapted from GAP Analysis Project, Scott 
and others 1993).  Status 1 represents areas with an active management plan in operation 
to maintain a natural state, in which natural disturbances are allowed to proceed without 
human intervention or are mimicked through management (such as designated 
Wilderness Areas and national parks).  Status 2 represents areas generally managed for 
natural values which may receive use that degrades the quality of existing natural 
communities (such as wildlife refuges).  Status 3 represents public lands not specifically 
designated for maintaining natural values, with mandates that prevent permanent 
conversion of natural habitat types to human-dominated habitat types and protect 
federally listed endangered and threatened species (for example NFS lands outside 
designated Wilderness).  Status 4 represents private or public lands without an existing 
easement or management agreement to maintain native species and natural communities 
which may be managed for intensive human use.  For this analysis, the combination of 
status classes 1 and 2 is referred to as conservation reserves. 
 
Throughout the text, the term inventoried roadless areas includes all three categories of 
inventoried roadless areas unless otherwise specified.  The three types of inventoried 
roadless areas distinguished in the FEIS (2000c) include:  
 

1. Inventoried roadless areas where road building is already prohibited under current land 
management plans. 

 
2. Inventoried roadless areas recommended for Wilderness designation in land management 

plans and where road building is already prohibited under current plan decisions.  In our 
analysis, these areas were lumped with the first category. 

 
3. Inventoried roadless areas where road building and reconstruction are presently allowed.   

 
For this analysis, each contiguous inventoried roadless area was treated as a separate and 
unique inventoried roadless area.  This distinction was important because many 
inventoried roadless areas in the Forest Service GIS database contain mapped units (often 
referred to as GIS polygons) that are not adjacent to each other.  Conversely, many map 
units that adjoin each other create a mosaic of polygons with different classification 
labels.  Consequently, artificial boundaries were created in the database that added no 
value to understanding the ecological differences.  When polygons joined each other, the 
lines were dissolved and a single map unit was created.  The analysis used these separate 
mapping units. 
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Increases of reserve areas when inventoried roadless areas were considered along with 
Wilderness Areas were calculated using the following formulas: 
 

• Overall inventoried roadless area increase = 100 x inventoried roadless acres/Wilderness 
acres. 

• Roads allowed increase = 100 x inventoried roadless acres where roading is now allowed/ 
(Wilderness acres + inventoried roadless acres where roading is prohibited). 

 
Ecosystem Attributes 
 
The following ecosystem attributes were used to assess ecosystem health in the FEIS:   
 

• Landscape Characteristics 
o Habitat fragmentation 
o Connectivity 
o Inventoried roadless area representativeness 

§ Ecoregions 
§ Elevation Distribution  
§ Landcover class 

o Size of inventoried roadless areas 
o Comparison of size of Wilderness Areas considered with inventoried roadless areas 
o Historical fire regimes  
o Nonnative invasive species  

 
• Species Characteristics 

o Terrestrial animal habitat and species 
o Aquatic animal habitat and species 
o Terrestrial and aquatic plant species 
o Threatened, endangered, proposed and sensitive species 

 
• Watershed Health 

o Water quantity and timing 
o Water quality and drinking water source areas 
o Soil loss, sedimentation and site productivity 
o Landslide potential 
o Channel morphology 
o Fire effects on watersheds 
o Air quality 

 
• Forest Health 

o Insects and disease potential 
o Fuel management 
o Fire suppression 
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Results 
 
Alternative 1 – No Action 
 
Alternative 2 – Prohibit Road Construction and Reconstruction Within 
Inventoried Roadless Areas 
 
Alternative 3 – Prohibit Road Construction, Reconstruction, and Timber 
Harvest Except for Stewardship Purposes Within Inventoried Roadless 
Areas 
 
Alternative 4 – Prohibit Road Construction, Reconstruction, and All Timber 
Cutting Within Inventoried Roadless Areas 
 
 
Ecosystem health would be maintained or enhanced by all of the action alternatives 
(Table 2).  Alternatives 2 and 3 are the most likely to protect2 ecosystem health in the 
long-term, while allowing management flexibility for restoring fire-dependent 
ecosystems.  Alternative 4, which prohibits all timber harvest except for that needed for 
protection or recovery of threatened or endangered species, may negatively affect long-
term conservation of biodiversity in some western fire-dependent forests.   
 
Potential effects to ecosystem health under Alternatives 2 through 4:  
 

• Protection of large areas for animals sensitive to human noise and disturbance (such as 
grizzly bears, wolves, pine marten, cougar, and elk). 

 
• Protection of globally outstanding ecoregions and other important habitat. 
 
• Providing a network of landscapes where natural processes can operate without the 

influence of human activity, and which thus function as reference points for comparison 
with actively managed landscapes.  

 
• Protection of ecosystems from invasive nonnative species. 
 
• Maintenance of landscape character and health. 
 
• Potential for ecological damage from increased risk of uncharacteristic effects of  wildland 

fires in some areas, under all alternatives including Alternative 1. 
 
• Loss of timber harvest as a management tool under Alternative 4 may limit managers’ 

ability to respond to change which could negatively affect biodiversity and watershed 
health. 

                                                 
2 In this analysis, protect, in relation to inventoried roadless areas, refers to the conservation or protection 
of certain landscape characteristics that would result from the prohibition of certain activities that could 
degrade those characteristics.  It does not infer the same degree of protection conveyed by Wilderness 
designation.  
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Table 2.  Comparing relative beneficial effects of alternatives: H=high relative benefit; 
M=moderate; L=low.   
 

Alternatives 1 2 3 4 
 

Effects of alternatives 
No 

action 
No road     

construction or 
reconstruction 

No road 
construction or 
reconstruction; 
steward-ship 

timber harvest 
only 

No road 
construction/ 

reconstruction; 
no timber 

harvest 

 
Ecosystem health benefits 

 
L 

 
H 

 
H 

 
H 

 
Conservation of biodiversity 

 
L 

 
H 

 
H 

 
H 

 
Protection from fragmentation 
& improvement in connectivity 

 
L 
 

 
M 

 
H 

 
H 

 
Representation of ecoregions, 
elevations, landcover class 

 
L 

 
M 

 
M 

 
M 

 
Size of inventoried roadless 
areas 

 
L 

 
H 

 
H 

 
H 

 
Size of conservation areas 
(all Wilderness + inventoried 
roadless areas) 

 
L 

 
H 

 
H 

 
H 

 
Distribution of conservation 
areas  

 
L 

 
M 

 
M 

 
M 

 
Restoration of fire regimes  

 
H 

 
M 

 
M 

 
L 

 
Protection from invasive 
species 

 
L 

 
M 

 
M 

 
M 

 
None of the alternatives would adequately conserve biodiversity in the East, which has 
few areas managed as conservation reserves, a long history of timber cutting and invasion 
by nonnative species, and human population densities exceeding other parts of the 
country.  Significant improvements in the conservation of biodiversity in the East could 
come from management emphasizing ecosystem restoration.  
 
Alaska is rated highest in ecosystem health; more than 65% of the NFS lands are 
currently managed under strict protection.  All prohibition alternatives would increase 
this to more than 85%, with the largest benefit associated with low elevation stands on 
the Tongass National Forest.  Locally, however, because much of the low elevation land 
is in old-growth forest and often on highly productive sites, some reductions in ecosystem 
health would continue.   
 
Many important increases in acreage of poorly protected globally outstanding and 
nationally important ecosystems would occur under the prohibition.  Likewise, increasing 
the acreage of low-elevation forests protected greatly increases the opportunity to 
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conserve biodiversity.  In the West, prohibiting future roading in the inventoried roadless 
areas that currently allow roading increases the number of inventoried roadless area map 
units larger than 250,000 acres from 1 to 13 and increases the number of 50,000 to 
250,000 map units from 50 to 147.  These size increases would greatly enhance the long-
term conservation of large wide-ranging TEPS species (such as grizzly bear, wolf, 
wolverine, and lynx), help ensure continued high-quality water from these areas, and 
improve the possibility of wildland fire playing a more natural role.  In the East, the 
largest increase in acreage and number of individual inventoried roadless area map units 
occurs in the 5,000 to 25,000 acre size-class under all action alternatives.  Reducing the 
potential to build roads in largely undisturbed ecosystems would greatly reduce the 
potential for spread of nonnative species.  
 
Landscape Characteristics 
 
The total land area of the United States (excluding Hawaii) is 2.3 billion acres.  Using the 
database developed by DellaSala and others (2000), 5% of the area is in Status 1, strictly 
managed to maintain natural values; 5% is in Status 2, managed to maintain natural 
values; 21% is Status 3, multiple-use management; and 69% is Status 4, no active 
management to maintain natural values.  Nationally, the combined percentage in Status 
classes 1 and 2 (conservation reserves) ranges from a high of 36% in Alaska to 7% in the 
West and 2% in the East (DeVelice and Martin, In Press).  When Alaska is excluded, 
about 5% of the United States landbase is in conservation reserves.  This figure is 
considerably less than the suggested 12% minimum (WCED 1987) and an order of 
magnitude less than the midpoint of the range, 25% to 75%, suggested by Noss and 
Cooperrider (1994). 
 
On a broad geographic basis, the total area in inventoried roadless areas amount varies 
from 14.8 million acres (3.8% of the land area) in Alaska to 42.1 million acres (4.4%) in 
the West and 1.6 million acres (0.2%) in the East.  When only areas that currently allow 
roading are considered, the total area included varies from 4.6 million acres (1.2%) in 
Alaska to 28.7 million acres (3.0%) in the West and 0.9 million acres (0.1%) in the East. 
 
To put the roadless area initiative into context, the total of 58.5 million acres included 
under all classes of inventoried roadless areas represents about 2.5% of the land in the 
study area.  When only those inventoried roadless areas where current management 
prescriptions allow roads are considered, only 1% of the U.S. is included. 
 
In general, the number, size, and distribution of inventoried roadless areas across NFS 
lands is reflective of the level of landscape modification and development.  For example, 
relative to the amount of NFS lands, the amount and size of inventoried roadless areas is 
progressively smaller from Alaska to the East (figure. 2).   
 
Total acreage alone does not necessarily indicate the relative value of conserving these 
areas.  For example, because of the scarcity of inventoried roadless areas and other 
protected areas in the East, their value may be quite high. 
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Figure 2.  Size-class distribution of protected inventoried roadless area mapping units under 
Alternatives 2, 3, and 4  (USDA Forest Service 2000a). 
 
Analysis of the area protected across the range of vegetation types and ecoregions 
showed that a higher percentage of the range of types is protected in Alaska and the West 
than the East (Table 3).  Some types in all three regions of the country have a low level of 
protection, however.  Whether this low amount is adequate is unknown; however, it is 
well below the 25 to 75% suggested by Noss and Cooperrider (1994) for adequate 
representation of biodiversity. 
 
Ecoregions 
 
The ecoregion classification used in our coarse-scale analysis is summarized in Figure 1 
(Table 3 lists ecoregion names) (Gallant and others 1995, Omernik 1995).  It summarizes 
key environmental variables across the United States, including physiography, geology, 
soils, hydrology, climate, land use, vegetation, and wildlife.  These ecoregions were 
further aggregated into three broad geographic divisions: Alaska, the East, and the West 
(Table 1).  
 
Ricketts and others (1999) provide descriptions of the biodiversity of each ecoregion and 
identify globally outstanding ecoregions.  Criteria of species richness, degree of 
endemism (those species with restricted geographical ranges determined by soil types, 
climate, and other environmental factors), and rarity were used to determine globally 
outstanding ecoregions.   
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Figure 1.  Ecoregions of the United States  (Ricketts and others 1999). 
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Table 3. Ecoregion area and protected status of inventoried roadless, Wilderness, and 
other special designated areas.  Globally outstanding ecoregions are shaded. 
 

 
Ecoregiona 

(name and code number) 
 

 
 

Total NFS 
land  

(acres) 

NFS land in 
Wilderness 

or other 
special  

designated 
areas 

(%) 

   NFS land in  
inventoried 

roadless 
areas where 
road building 
is prohibited 

(%) 

NFS land in 
inventoried 
roadless 

areas where 
road 

construction 
is  

allowed 
(%) 

Total NFS land 
in Wilderness, 
 other special  

designated 
areas, or 

 inventoried 
roadless areas 

(%) 

Alaska      

Northern Pacific Coast (23)b 10,983,000 33 26 17 77 

Ice fields and Tundra (104) 10,674,000 36 34 23 94 

Eastern United States      
Western Great Lakes (7) 10,883,000c 12 0 1 13 
New England/Acadia (12) 1,458,000 13 8 9 30 

Allegheny Highlands (15) 742,000 7 1 0 8 
Appalachian/Blue Ridge (16) 9,500,000 8 4 4 16 

Mixed Mesophytic (17) 4,534,000 2 0 2 4 

Central US Hardwoods (18) 4,764,000 2 0 1 3 
Ozark Mountains (19) 3,554,000 6 1 2 9 

Southeast Mixed Forests (22) 3,068,000 <0.5 0 <0.5 <0.5 

Piney Woods (48) 2,868,000 2 0 0 2 

Middle Atlantic Coast (50) 719,000 7 0 3 10 
Southeastern Conifer (51) 1,969,000 5 1 1 7 

Florida Sand Pine Scrub (52) 246,000 4 0 1 5 

Northern Tall Grasslands (59) 138,000 0 0 34 34 
Western United States      
North Central Rockies (30) 17,001,000 23 11 16 50 
Okanogan Forests (31) 810,000 1 1 16 18 
Cascade Mtns. Leeward (32) 3,168,000 52 12 6 70 

North Cascades (33) 1,801,000 54 18 4 76 

Central Pacific Coastal (34) 1,727,000 8 5 2 15 

Central/South. Cascades (36) 7,163,000 27 6 4 37 
Eastern Cascades (37) 7,923,000 5 2 4 11 
Blue Mountains (38) 7,183,000 19 5 8 33 

Klamath-Siskiyou (39) 7,008,000 30 7 8 45 

Sierra Nevada Forests (41) 10,237,000 26 4 7 37 

Great Basin Montane (42) 960,000 35 6 46 87 
South Central Rockies (43) 30,824,000 29 12 27 68 
Wasatch/Uinta Montane (44) 6,980,000 10 6 38 54 

Colorado Rockies (45) 19,037,000 21 5 20 46 

                                                 
Source: USDA Forest Service 2000a. 
aTable includes only ecoregions with inventoried roadless area land and more than 100,000 acres of national 
forest.  Refer to figure 1 to locate the ecoregions. 
bGlobally outstanding ecoregions (Ricketts and others 1999) shaded and in italics. 
cThis number was inadvertently shown as 10,983,000 in the FEIS. 
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Table 3.  (cont.)  
 

 
Ecoregion 

(name and code number) 
 

 
 

Total NFS 
land  

(acres) 

NFS Land in 
Wilderness 

or other  
special  

designated  
areas 

(%) 

NFS land in 
inventoried 
roadless 

areas where 
road building 
is prohibited 

(%) 

NFS land in 
inventoried 
roadless 

areas where 
road 

construction 
is 

allowed 
(%) 

Total NFS land 
in Wilderness, 
other special  
designated 
areas, or 

inventoried 
roadless areas 

(%) 
Western U.S.  (cont.)     

Arizona Mountains (46) 15,729,000            16 5 6 27 
Madrean Sky Islands (47) 1,517,000               24 24 0 48 

Palouse Grasslands (53) 467,000                58 1 12 71 

Montana Valley/Foothill (57) 1,294,000          4 4 27 35 
NW Mixed Grasslands (58) 7,035,000 0 1 5 6 

Western Short Grasslands (63) 3,136,000 <0.5 <0.5 <0.5 <0.5 
Cen. Cal. Shrub/Savanna (70) 1,180,000 24 5 19 48 

So. Cal. Woods/Shrub (71) 3,040,000 32 9 18 59 

So. Cal. Coastal Scrub (72) 752,000 16 11 9 36 

Snake/Col. Shrub Steppe (75) 1,282,000 7 9 24 40 

Great Basin Shrub Steppe (76) 8,205,000 12 4 47 63 
Wyoming Basin (77) 547,000 27 1 35 63 
Colorado Plateau (78) 3,388,000 17 3 19 39 

Mojave Desert (79) 423,000 82 2 3 87 
Sonoran Desert (80) 179,000 25 7 3 35 

Chihuahuan Deserts (81) 332,000 5 15 11 31 
Source: USDA Forest Service 2000a. 
aTable includes only ecoregions with inventoried roadless area land and more than 100,000 acres of national forest.  Refer 
to figure 1 to locate the ecoregions. 
bGlobally outstanding ecoregions (Ricketts and others 1999) shaded and in italics. 
 
 
Alternative 1 – No Action 
 
Forty-five of the 83 ecoregions in the ‘lower 48’ and Alaska have at least 100,000 acres 
of NFS land located in inventoried roadless areas. Of these, 35 ecoregions have more 
than 12% of their area managed to protect natural values, such as Wilderness or 
inventoried roadless areas. These 35 ecoregions make up over 70% of the NFS land base.   
 
Sixteen ecoregions that contain more than 100,000 acres of NFS lands in the continental 
United States have been assigned a status of globally outstanding (Ricketts and other 
1999). Globally outstanding ecoregions are biologically distinct based on species 
richness, degree of species endemism,3 and rarity.  
 

                                                 
3 Those species with restricted geographical ranges determined by soil types, climate, and other 
environmental factors. 
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Less than 8% of the acreage in the globally outstanding ecoregions is now protected in 
the East, which is well below the 25% to 75% recommendations of Noss and Cooperrider 
(1994) and the 12% World Commission on Environment and Development (1987) 
(Figure 1 shows boundaries of ecoregions in the East). Eighty-three percent of the 
ecoregions in the West already exceed the 12% protection threshold and 56% exceed the 
25% threshold. All of the globally outstanding ecoregions in the West and Alaska already 
exceed the 12% protection levels, and most (81%) exceed the 25% protection level. 
 
Alternative 2 – Prohibit Road Construction and 
Reconstruction Within Inventoried Roadless Areas 
 
This alternative would greatly improve the protection of ecoregions from road 
construction and associated human disturbances within the NFS; more than doubling the 
ecoregion area protected in inventoried roadless areas in 11 of the 45 ecoregions (Table 
4). The largest acreage increases would occur in Alaska, the Sierra Nevada, and the 
Klamath-Siskiyou regions of California.  
 
Under this alternative, most of the ecoregions on NFS lands would exceed the 12% 
protection threshold suggested by the World Commission on Environment and 
Development (1987). Sixty-four percent of the ecoregions would exceed the minimum 
protection threshold of 25%, and 5 ecoregions would exceed the upper limit of 75% 
protection suggested by Noss and Cooperrider (1994).  
 
While many of the ecoregions in the United States are not considered globally 
outstanding, several changes that would result from this alternative are noteworthy. 
Nationally, 5% or less of Okanogan Forests, Eastern Cascade Forests, Montana Valley 
and Foothill Grasslands, and Northwest Mixed Grasslands ecoregions are protected in 
special designated areas. This alternative would more than double the area protected in 
these ecoregions. 
 
Under this alternative, the Chihuahuan Deserts and Central Pacific Coast (Coastal 
Washington and Oregon) have the smallest area protected of all the globally outstanding 
ecoregions in the West. The largest percentage increase in the West occurs in the 
Northwest Mixed Grasslands, Wyoming Basin, Montana Valley and Foothill Grasslands, 
and Okanogan forest ecoregions. Table 4 shows the increased protection for ecoregions 
resulting from this alternative. The table only includes those ecoregions with greater than 
100,000 acres of NFS lands. Globally outstanding ecoregions (Ricketts and others 1999) 
are shaded. 
 
Since relatively few acres are protected in the East, even small increases are important. 
Under this alternative, four Eastern ecoregions in the national forests would exceed the 
12% threshold of protection (Table 3). Two areas, the New England/Acadian Forests and 
the Northern Tall Grasslands, would exceed the 25% threshold. The largest acreage 
increase would occur in the Ozark Mountains and Mixed Mesophytic ecoregions (Table 4).  
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Table 4.  Increased protection for ecoregions under Alternative 2 prohibitions.  Globally 
outstanding  ecoregions are shaded. 
 

 
Ecoregiona 

(name and code number) 
 

 
Increase in acreage protected in alternative 2 

when compared to no-action 
(%) 

Alaska  
Northern Pacific Coast (23)b 34 

Icefields and Tundra (104) 41 

East  
Western Great Lakes (7) 12 

New England/Acadia (12) 44 
Allegheny Highlands (15) 8 

Appalachian/Blue Ridge (16) 53 

Mixed Mesophytic (17) 64 

Central US Hardwoods (18) 32 

Ozark Mountains (19) 64 
Southeast Mixed Forests (22) 49 

Piney Woods (48) 8 
Middle Atlantic Coast (50) 41 
Southeastern Conifer (51) 25 

Florida Sand Pine Scrub (52) 33 

Northern Tall Grasslands (59) < 0.5 

West  
North Central Rockies (30) 52 
Okanogan Forests (31) 1420 

Cascade Mtns. Leeward (32) 13 
North Cascades (33) 7 

Central Pacific Coastal (34) 18 

Central/South. Cascades (36) 16 
Eastern Cascades (37) 90 

Blue Mountains (38) 42 
Klamath-Siskiyou (39) 28 

Sierra Nevada Forests (41) 26 

Great Basin Montane (42) 132 
South Central Rockies (43) 76 

Wasatch/Uinta Montane (44) 249 
Colorado Rockies (45) 83 

Arizona Mountains (46) 34 

 
 
Source:  USDA Forest Service 2000a. 
aTable only includes ecoregions with inventoried roadless area land and greater than 100,000 acres of national forest.  Refer 
to figure 1 for the location of the ecoregions. 
bGlobally outstanding ecoregions (Ricketts and others 1999) are shaded and in italics. 
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Table 4. (cont.)   
 

 
Ecoregion 

(name and code number) 
 

 
Increase in acreage protected in alternative 2 

when compared to no-action 
(%) 

West (cont.)  

Madrean Sky Islands (47) <1 

Palouse Grasslands (53) 156 

Montana Valley/Foothill (57) 494 
NW Mixed Grasslands (58) 762 

Western Short Grasslands (63) <1 
Central California. Shrub/Savanna (70) 137 

Southern California Woods/Shrub (71) 46 

Southern California Coastal Scrub (72) 37 

Snake/Col. Shrub Steppe (75) 244 

Great Basin Shrub Steppe (76) 380 
Wyoming Basin (77) 901 
Colorado Plateau (78) 211 

Mojave Desert (79) 12 
Sonoran Desert (80) 10 

Chihuahuan Deserts (81) 56 

 
 
Alternative 3 – Prohibit Road Construction, Reconstruction, and Timber 
Harvest Except for Stewardship Purposes Within Inventoried Roadless 
Areas  
 
The effects of Alternative 3 on the area of ecoregions protected from roading are the same 
as in Alternative 2.  Alternative 3 prohibits timber harvest except for stewardship purposes.  
Stewardship timber harvest could only be used where it maintains or improves roadless 
characteristics and meets one or more of the following objectives: 1) improves TEPS 
species habitat; 2) reduces the risk of uncharacteristically intense fire; or 3) restores 
ecological structure, function, processes, or composition.  Such stewardship activities can 
have strong local benefits to biodiversity.  For example, reducing fire intensity by reducing 
accumulated fuels in ponderosa pine forests in the Intermountain West may greatly 
enhance local biodiversity by increasing the survival of large, old-growth pines after 
wildland fires; reducing mortality from moisture stress; reducing insect and disease 
outbreaks in stressed stands; restoring fire-dependent herbs and shrubs; and restoring the 
historical fire regime.   
 
These benefits would need to be weighed, at the local project scale, against the risks of 
implementing the treatments.  For example, depending on the terrain, equipment type, skill 
of equipment operators, and administrative oversight, benefits from vegetation treatments 
may be outweighed by adverse effects to soil and water resources.  If all of these factors are 
carefully managed, the results can be beneficial (see Forest Health section in FEIS (USDA 
Forest Service 2000c) for a more complete discussion).  Although there are many examples 
of successful fuel reduction efforts in individual forest stands, large-scale treatment of fuels 
has not been shown to enhance natural fire regimes and conditions effectively. 
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Alternative 4 – Prohibit Road Construction, Reconstruction, and All Timber 
Cutting Within Inventoried Roadless Areas 
 
The effects of alternative 4 on the area of ecoregions protected from roading are the same 
as in alternative 2.   
 
Alternative 4 could have some local negative effects on biodiversity because stewardship 
vegetation treatments would not be allowed unless needed for protection or recovery of 
TEP species.  As a result, ecosystems that currently are or could be contributing to local 
biodiversity may be negatively altered by uncharacteristic wildland fire effects, or insect 
and disease outbreaks.  Over time, these areas may experience stand-replacement fires, 
with landscape vegetation patterns shifting towards larger even-aged stands. 
 
Although many examples of successful fuel reduction efforts in individual forest stands can 
be cited, large-scale treatment of fuels have not been shown to restore natural fire regimes 
and conditions effectively.   
 
Ecoregions - Summary of Effects  
 
All of the action alternatives would result in measurable cumulative beneficial effects 
relative to the amount of protected lands in the 45 ecoregions containing NFS lands.  
Table 3 displays the cumulative beneficial effects, by ecoregion, of the prohibitions in 
inventoried roadless areas in concert with other acres currently protected by designations 
such as Wilderness.  The magnitude of cumulative benefits would vary, but all 
ecoregions show an increase in the acres of protected areas, and approximately 24% of 
them would more than double.  Without a prohibition on road building and 
reconstruction, there would be a greater likelihood of cumulative incremental loss of 
lands providing roadless characteristics and values in many ecoregions, particularly 
where the current percentage of lands in protected status is low.  A more complete 
discussion of cumulative effects to conservation of biodiversity can be found in the 
Terrestrial and Aquatic Habitats and Species specialist report. 
 
Elevation distribution 
 
Human settlement in North America has primarily affected lower elevation habitats 
because these were the most accessible and most productive lands.  A general 
misconception is that inventoried roadless areas are mostly at high elevations in poor 
quality, rocky and cold habitats, which is understandable because most Wilderness Areas 
are at high elevations, as shown in Figure 3 and Table 5. 
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Figure 3.  Percentage and acreage of National Forest lands in the conterminous United 
States in inventoried roadless areas versus GAP1, by elevation.  Class 1 = 0-1000 feet; 2 = 
1001-2000; 3 = 2001-3000; and so on.  GAP1 = All agency Wilderness. 
 
Figure 3 displays three sets of information.  The bars display two sets of information for 
each elevation class: the percentage of total NFS land in that elevation class that is 
located in inventoried roadless area; and the percentage of total NFS land in that 
elevation class that is located in GAP1 status (i.e. all agency Wilderness).  The triangles 
connected by a line display the total NFS acreage for each elevation class.  For instance, 
this figure shows that for almost 25 million acres of NFS land that lies between 
elevations of 6,000 and 7,000 feet (elevation class 7), approximately 30% of that acreage 
is located in inventoried roadless area, and approximately 15% is located in GAP1 
(Tongass data are not included in Figure 3).  
 
The distribution of habitats across a range of elevations can indirectly describe the 
diversity of habitats.  Habitats at high elevations are dominated by plants that thrive in 
cold environments with short growing seasons.  These habitats often have shallow, poor 
soils and greatly reduced tree growth.  Habitats at low elevations are generally more 
productive.  Forests at low elevations grow some of the largest trees in North America 
such as the redwood and Douglas fir that grow along the coast of northern California and 
in western Oregon.  Species richness is generally greater at low and mid-elevations (Noss 
and Cooperrider 1994).    
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Table 5. Distribution of inventoried roadless areas and designated Wilderness by elevation 
class and geographic division.  
 

Elevation 
classes 

aTotal area of 
NFS land in 

each elevation 
class 

Inventoried 
roadless areas 

where road 
building is 

allowed in each 
elevation class 

Inventoried 
roadless areas 

where road 
building is 

prohibited in 
each elevation 

class 

Wilderness area 
within each 

elevation class 

Inventoried 
roadless area 

plus Wilderness 
area total within 
each elevation 

class 
(feet) (acres) (%) (%) (%) (%) 

      
Alaska           

0000-1000 8,109,000 17 36 20 73 
1001-2000 5,278,000 22 39 25 87 
2001-3000 3,376,000 24 45 26 95 
3001-4000 2,499,000 24 48 25 97 
4001-5000 1,518,000 20 54 24 97 
5001-6000 587,000 15 56 27 98 
6001-7000 170,000 11 69 18 98 
7001-8000 63,000 10 78 11 99 
8001-9000 35,000 4 95 1 99 

 >9000 30,000 3 95 0 98 
      

East           

0000-1000 19,443,000 1 + 2 3 
1001-2000 18,068,000 2 1 8 10 
2001-3000 5,209,000 6 5 5 16 
3001-4000 2,464,000 8 6 8 22 
4001-5000 445,000 11 4 11 26 
5001-6000 55,000 16 4 23 42 

 >6000 3,000 26 10 7 44 
      

West           

0000-1000 1,181,000 2 5 4 11 
1001-2000 3,317,000 7 7 8 22 
2001-3000 11,473,000 9 5 8 22 
3001-4000 15,332,000 9 7 10 25 
4001-5000 24,054,000 9 6 10 25 
5001-6000 24,051,000 12 8 15 34 
6001-7000 24,394,000 20 10 17 46 
7001-8000 22,992,000 28 10 16 53 
8001-9000 16,967,000 30 9 18 57 

 >9000 21,275,000 23 9 36 68 
Source:  USDA Forest Service 2000a. 
+ represents values greater than 0, but less than 0.5 
a Gross National Forest Land, Includes private Inholdings. 
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Alternative 1 – No Action 
 
In the West, only about 1 million acres of land is below 1,000 feet in elevation. Most land 
is above 4,000 feet. Likewise, most of the land that is currently unroaded due to 
Wilderness designation or decisions in land management plans is at higher elevations. 
Less than 10% of the land below 1,000 feet in the West is protected (Table 5).  
 
In the East, about 2.8 million acres are currently protected in Wilderness, areas 
recommended for Wilderness, and inventoried roadless areas where land management 
plans currently prohibit road construction. More than 70% of this land lies between 1,000 
and 3,000 feet in elevation. Very little acreage is protected above 4,000 feet or below 
1,000 feet. This situation is most pronounced on forests in the Southeastern United States, 
since there are very few designated Wilderness Areas, or other areas that limit road 
construction.  
 
In Alaska, more than 55% of all elevation classes are currently protected from road 
construction. Above 5,000 feet, more than 75% of the land is in categories that prevent 
road construction. On the Tongass National Forest, more than 55% of elevation classes 
between 3,000 and 7,000 feet are protected, and more than 30% of the classes between 0 
and 3,000 feet are protected from roading.  
 
Alternatives 2 through 4  
 
Habitat protected from roading would increase across all elevation classes in the NFS 
under this alternative. More than 74% of all elevation classes in Alaska would be 
protected from roading with the largest increases occurring in the lower elevation classes. 
In the West, more than 42% of elevation classes above 1,000 feet on NFS lands would be 
protected from roading.  Elevations below 1000 feet would be the least protected in both 
the East and West.  
 
Elevation Distribution – Summary of Effects  
 
All action alternatives would have cumulative beneficial effects to biodiversity by 
improving the elevational distribution of protected areas, and by increasing the number of 
protected acres in each elevation class.  Without a prohibition on road building and 
reconstruction, it is likely that cumulative incremental loss of roadless characteristics 
would increase and the ecological value of these lands would decline.   
 
Size Considerations 
 
The size of a protected area is positively related to biodiversity (MacArthur and Wilson 
1967).  Large areas generally contain more species, more species with large home ranges, 
and more species sensitive to human activity.  Ecosystem processes, particularly fire 
disturbance processes, are generally more intact in larger areas.  Small areas are important 
for conserving biodiversity of species with small home ranges, species with special habitat 
needs, or for providing linkages between larger areas.   
 



  Landscape Analysis and  
Roadless Area Conservation FEIS  Biodiversity Specialist Report 

25 

Of the more than 2,800 named inventoried roadless areas, about 70% of these areas are 
larger than 5,000 acres (USDA Forest Service 2000a).  Some areas, though, are as small as 
2 acres, such as small islands which were given individual roadless area names, even 
though they may function collectively as a single unroaded area.  
 
Describing the inventoried roadless areas by the size of each map unit is more 
ecologically informative than arbitrarily grouping map units.  For example, roads or other 
developments may isolate map units within the same named inventoried roadless area.  
Consequently, this area would have very different value to wildlife than would one large 
contiguous area.  Species, such as grizzlies or wolverine, which thrive in undeveloped 
areas, would likely do well in a large, contiguous area, but they may not inhabit an area 
of similar size dissected by roads and clearcuts.  In this example, the large, contiguous 
block of habitat provides the animals with needed security habitat. 
 
Of the 58.5 million inventoried roadless acres, more than 96% of the acreage is in 
contiguous map units larger than 5,000 acres each.  About 22% of the 2,827 individually 
named units are between 500 and 5,000 acres.  The inventoried roadless areas less than 500 
acres are not included in this analysis because most of the acreage is in the larger size-
classes.   
 
The number of inventoried roadless areas and size class distribution in Alaska, the East, 
and the West are shown in Figure 2.  Most of the areas larger than 500 acres are less than 
25,000 acres (2,554 areas totaling 18.5 million acres), and 26 areas totaling 15.7 million 
acres exceed 250,000 acres.  The West has the greatest number of inventoried roadless 
areas larger than 500 acres (2,496 areas); the East has 244 and Alaska has 269. 
 
About 20 million acres of inventoried roadless area in the conterminous United States and 
Alaska area are adjacent to designated Wilderness (Table 6).  This acreage represents about 
34% of the total roadless acreage.  Most polygons of designated Wilderness larger than 500 
acres on NFS lands are less than 50,000 acres (353 polygons out of 462, totaling 5.3 
million acres), and only 25 polygons totaling 19.3 million acres exceed 250,000 acres 
(Figure 4).  If all of the adjacent inventoried roadless areas are considered along with 
designated Wilderness, the number of polygons larger than 500 acres but smaller than 
50,000 acres decreases to 295 (4.5 million acres), and the number of polygons larger than 
250,000 acres increases to 45 (39.3 million acres). 
 
Without the limitation of adjacency, 2,435 areas (totaling 24.9 million acres) smaller than 
50,000 acres but larger than 500 acres are in the merged inventoried roadless area and 
Wilderness analysis class (Figure 5), and 57 areas are larger than 250,000 acres (totaling 
47.0 million acres).   
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Table 6. Acreage of inventoried roadless areas adjacent to existing Wilderness.   
 

Inventoried roadless areas  
recommended for Wilderness where 

road building  
is already prohibited 

All  
inventoried roadless areas  

Geographic  
Division 

 
Wilderness  
within NFS 

lands  
(acres) 

Lands  
adjacent to  
Wilderness  

(acres)  

Total lands  
in this  

Category  
(acres)a 

Percent  
adjacent to 
Wilderness 

(%) 

Lands  
adjacent to  
Wilderness 

(acres) 

Total lands 
in this  

category  
(acres)a 

Percent  
adjacent to 
Wilderness 

(%) 

Alaska 5,747,000 4,140,000 10,117,000 41 5,649,000 14,779,000 38 

Eastern U.S. 2,025,000 122,000 655,000 19 460,000 1,618,000 28 

Western U.S. 26,917,000 4,625,000 13,409,000 34 13,972,000 42,121,000 33 

Totals 34,690,000 8,886,000 24,182,000 37 20,080,000 58,518,000 34 
Source:  USDA  Forest Service 2000a. 
Note: data rounded to nearest 1000 acres. 

 
Alternative 1 – No action 
 
If only those inventoried roadless areas larger than 500 acres but smaller than 25,000 
acres where road building is already prohibited are considered (fig. 6) they total 1,522 
areas across 7.9 million acres.  Eleven areas totaling 7.0 million acres exceed 250,000 
acres.  
 
About 33% of the inventoried roadless area map units currently protected under the no-
action alternative are between 5,000 and 25,000 acres1 (fig. 6).  Eleven units are greater 
than 250,000 acres (with 10 of these in Alaska).  The East has about 10% the number of 
map units protected in the 5,000 to 25,000 acre size-class than does the West.  No map 
units are larger than 50,000 acres in the East, and only three are between 25,000 and 
50,000 acres.  The East has a higher percentage of smaller areas than the West does. 
In Alaska, more than 10 million acres of inventoried roadless areas are currently 
protected.  Of this acreage, 81% is in inventoried roadless area map units larger than 
50,000 acres.  Alaska also has the largest inventoried roadless areas.  Most of the acreage 
in Alaska occurs in 10 separate areas that are each more than 250,000 acres.  
 
 
 
 
 
 
 
 
 
 
 
 
 
1Map units refer to the individual parcels defined in the geographic information system (GIS) database.  For 
reporting purposes, forests often grouped several map units into a single named inventoried roadless area. 



  Landscape Analysis and  
Roadless Area Conservation FEIS  Biodiversity Specialist Report 

27 

0

50

100

150

200

250

50
1-1

,00
0

1,0
01

-5,
00

0

5,0
01

-25
,00

0

25
,00

1-5
0,0

00

50
,00

1-2
50

,00
0

25
0,0

01
-1,

00
0,0

00

>1
,00

0,0
00

size class (acres)

nu
m

be
r o

f a
re

as

1

10

100

1,000

10,000

100,000

1,000,000

10,000,000

100,000,000

to
ta

l a
re

a 
(a

cr
es

)

# wild
# wild+prohib IRA

# wild+all IRA

ac wild

ac wild+prohib IRA

ac wild+all IRA

 
Figure 4. Increased number of protected areas when inventoried roadless area acreage is 
considered with adjacent Wilderness acreage  (USDA Forest Service 2000a). 
 
A substantial percentage of inventoried roadless areas are adjacent to existing Wilderness 
(Table 6), providing a major cumulative benefit for large animals such as the grizzly bear, 
by increasing the size of security areas and improving travel ways to other habitat.  In 
Alternative 1, nearly nine million acres of inventoried roadless areas adjoin existing 
Wilderness and are currently protected by land management plans.  In the East, one-fifth of 
the 655,000 acres of the currently protected inventoried roadless areas are next to 
Wilderness and protected by land management plans.  
 
In Alaska, 41% of the currently protected inventoried roadless areas are adjacent to 
Wilderness; in the West, 34% are adjacent to Wilderness.  When Wilderness and 
inventoried roadless areas where road building is currently prohibited are considered 
together, the size of these areas increases considerably (Figure 4).  The six grizzly bear 
recovery areas identified in the recovery plan (USDI Fish and Wildlife Service 1993) 
include more than 23 million acres, of which 7.5 million is Wilderness (Table 7).  When 
the inventoried roadless areas that currently prohibit roading are considered along with 
Wilderness, about 44% of the recovery areas are protected from road building and other 
development.   
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Figure 5. Increased number of protected areas when inventoried roadless area acreage is 
combined with Wilderness acreage, without the adjacency restriction (USDA Forest 
Service 2000a). 
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Figure 6.  Current size-class distribution of protected inventoried roadless area mapping 
units (USDA Forest Service 2000a). 
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Alternative 2 –Prohibit Road Construction and Reconstruction Within 
Inventoried Roadless Areas  
 
Alternative 2 greatly increases the protection of the large (>5,000 acres) contiguous 
roadless areas.  This increase would have a large positive effect on conserving 
biodiversity in the “lower 48”.  Since much of Alaska is already protected from road 
construction, the proportional benefits to biodiversity could be less than in some other 
states. 
 
Table 7.  Acreage of inventoried roadless areas in grizzly bear recovery areas in Montana, 
Idaho, Washington, and Wyoming.  
 

Recovery 
areas 

 
 
 
 
 

Total 
recovery 

area 
(acres) 

 
 
 

NF land 
in Wilderness 

(acres) 

 
NF land in 
roadless 

areas where 
road building 
is prohibited 

(acres) 

NFS Land in 
Roadless 

areas where 
road 

construction 
is  

allowed 
(acres) 

 
 

Total NF 
in Wilderness 
or inventoried 
roadless area 

(acres) 

Bitterroot 3,468,000 1,713,000 752,000 682,000 3,147,000 

Cabinet/Yaak 1,488,000 94,000 332,000 224,000 649,000 

North Cascades 6,245,000 1,928,000 954,000 312,000 3,194,000 
Northern Continental 
Divide 5,717,000 1,640,000 428,000 688,000 2,757,000 

Selkirk Mountains 690,000 42,000 86,000 137,000 265,000 

Yellowstone 5,899,000 2,126,000 342,000 328,000 2,797,000 
Source: USDA Forest Service 2000a. 

 
In the West, 12 inventoried roadless map units of more than 250,000 acres, 97 areas 
between 50,000 and 250,000 acres, and 985 areas between 5,000 and 50,000 acres would 
be added to the already protected units in the no-action alternative (Figures 2 and 6).  The 
number of areas below 5,000 acres increases by 185.  In the East, the largest change is in 
the 5,000 to 25,000 acre size-class where 77 inventoried roadless map units are added to 
what is already protected in the no-action alternative.  Two map units between 25,000 and 
50,000 acres are added in the East as a result of Alternative 2. 
 
In Alaska, the number of inventoried roadless areas of more than 5,000 acres increases 
slightly from 122 in the no-action alternative to 142 with a prohibition of road construction 
and reconstruction (Figures 2 and 6).  The total acreage in these size-classes increases by 
about 50%.  In the less than 5,000-acre size-classes, the number of inventoried roadless 
map units shrinks by about 60%.   
 
Most polygons of designated Wilderness on the national forests are less than 50,000 acres 
(353 polygons out of 462, totaling 5.3 million acres), and only 25 polygons totaling 19.3 
million acres exceed 250,000 acres (Figure 4).  Alternative 2 increases the amount of 
protected inventoried roadless area adjacent to Wilderness from about 9 million to more 
than 20 million acres (Table 6).  When adjacent inventoried roadless areas are considered 
along with national forest Wilderness Areas, the number of these combined areas smaller 
than 50,000 acres decreases to 295 (4.5 million acres), and the number or polygons larger 
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than 250,000 acres increases from 25 to 45 (39.3 million acres).  The cumulative beneficial 
effect of the prohibitions in inventoried roadless areas is shown in concert with other areas 
currently protected by Wilderness designation (Figure 4 and Table 6).   
 
The largest acreage adjoining Wilderness is in the West, with nearly 14 million acres (33%) 
adjacent to Wilderness Areas (Table 6).  Relative to the no-action alternative, the largest 
increases in the West are in the upper size-classes.  In the 250,000 to 1 million-acre size-
class, the number of roadless areas increases from 18 to 26; in the 1-million-acre-or greater 
size-class, the number increases from 5 to 8 (Figure 7). 
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Figure 7. Increased number of large protected areas when inventoried roadless area 
acreage is combined with adjacent Wilderness acreage in the Western U.S. (USDA Forest 
Service 2000a). 

 
This alternative would support the recovery of grizzly bears in the West by increasing the 
acreage of Wilderness and inventoried roadless areas in grizzly bear recovery areas from 
44% in the no-action alternative, to 54% in Alternative 2 (Table 7).  Likewise, it greatly 
increases the number and size of protected areas along important wildlife corridors 
between them.  The largest increases in connectivity are shown in Figure 8. 
 
In the East, the area adjoining Wilderness Areas increases from about 122,000 acres to 
about 460,000 acres (Table 6).  The size-class distribution of the contiguous Wilderness 
and inventoried roadless areas is about the same as the no-action alternative, but the 
50,000 to 250,000 acre size-class increases from 3 to 5 areas in the East (totaling about 
310,000 and 458,000 acres, respectively). 
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Figure 8.  Example of inventoried roadless area contributions to grizzly bear recovery 
areas (Weaver and other 1986, USDI Fish and Wildlife Service 1993, USDA Forest Service 2000a).  
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Alternative 3 – Prohibit Road Construction, Reconstruction, and Timber 
Harvest Except for Stewardship Purposes Within Inventoried Roadless 
Areas;  
and 
Alternative 4 – Prohibit Road Construction, Reconstruction, and All Timber 
Cutting Within Inventoried Roadless Areas  
 
The effects on biodiversity related to the size of inventoried roadless areas would be the 
same as in Alternative 2.   
 
Size Considerations - Summary of Effects 
 
All of the action alternatives would have cumulative beneficial effects to biodiversity by 
increasing the number and acreage of protected, large contiguous blocks of habitat.  The 
magnitude of cumulative benefits would vary, with the greatest gains in number of large 
protected areas in the West and the greatest number of acres in large protected areas in 
Alaska.  Nationally, about 34% of inventoried roadless acreage is adjacent to Wilderness.  
Without a prohibition on road building and reconstruction under Alternative 1- No 
Action, cumulative incremental loss of large contiguous blocks of these lands providing 
roadless characteristics and values would be more likely.  A more complete discussion of 
cumulative effects to conservation of biodiversity can be found in the Terrestrial and 
Aquatic Habitats and Species Specialist Report. 
 
 
Landcover Class 
 
The distribution of inventoried roadless area and designated Wilderness acreage by 
landcover class on national forest lands is summarized in Table 8. 
 
In Alaska, designated Wilderness exceeds 12% of the area in five of eight landcover 
classes.  Inventoried roadless areas represent about 74% of the combined acreage of 
deciduous forests, mixed forests, and shrublands, and less than 10% of the combined 
acreage in these landcover classes is contained in designated Wilderness. 
 
In the East, if all inventoried roadless area acreage is considered along with designated 
Wilderness acreage, representation of the evergreen class would exceed the 12% 
threshold.  None of the other eight landcover classes would be represented at or above the 
12% threshold. 
 
In the West, designated Wilderness exceeds 12% of the area in three of eight landcover 
classes.  If inventoried roadless area acreage were considered along with designated 
Wilderness acreage, seven of the eight landcover classes would exceed the 12% 
threshold.  Only the water class would remain below the threshold. 
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Table 8.  Percentage of National Forest lands in inventoried roadless areas (USDA Forest 
Service 2000a) and designated Wilderness (USDA Forest Service 2000b) by landcover 
class (derived from Fleming 1997 and USDA Forest Service 1999b) and geographic 
division.  The Wilderness acreage includes inventoried roadless areas with special 
designations.  Total area values are gross National Forest System acres.   
 

  

 

  Total Area 

All 
inventoried 

roadless 
areas 

Inventoried 
roadless 
areas - 
roads 

allowed 
Wilderness 

area 
   Landcover type (acres) (%) (%) (%) 
       
  Alaska     

1 Deciduous Forest 1,000 90 70 0 
2 Evergreen Forest 11,496,000 54 18 23 
3 Mixed Forest 3,000 46 13 0 
4 Shrub-Brush 1,107,000 74 53 9 
7 Tundra 87,000 66 23 15 
9 Barren Land 3,948,000 59 18 37 

10 Water 155,000 51 19 23 
11 Glaciers-Snow 4,867,000 82 19 15 

       
  East     

1 Deciduous Forest 24,226,000 4 2 3 
2 Evergreen Forest 11,806,000 3 2 10 
3 Mixed Forest 6,124,000 4 2 3 
4 Shrub/Brush 1,000 0 0 0 
5 Rangeland 3,000 0 0 0 
6 Wetland 7,000 0 0 0 
8 Undifferentiated Shrub/Grass 2,713,000 4 3 1 

10 Water 807,000 1 1 8 
       
  West     

1 Deciduous Forest 7,861,000 31 26 10 
2 Evergreen Forest 120,148,000 26 17 18 
4 Shrub/Brush 15,820,000 25 18 12 
5 Rangeland 9,350,000 11 10 3 
7 Tundra 2,798,000 22 11 61 
8 Undifferentiated Shrub/Grass 8,406,000 26 20 9 
9 Barren 89,000 40 40 10 

10 Water 565,000 6 3 2 
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Fragmentation 
 
Fragmentation, in this analysis, refers to human activities dividing large areas of forest into  
smaller tracts separated by different landscape elements.  Examples are common in urban 
areas and in forest landscapes where clearcutting was used extensively.  (The Tongass 
Biological Resources Specialist Report includes a discussion of natural and human-caused 
fragmentation regarding the Tongass National Forest).  As fragmentation increases, the 
amount of unaltered central or core habitat decreases, and ecosystems are increasingly 
subject to adverse edge effects (see Terrestrial Wildlife specialist report) from surrounding 
human activity or changes in microclimate (Chen and others 1995, Concannon 1995), 
increase in human-caused fires, and invasion of nonnative species (Saunders and others 
1991, Skole and Tucker 1993).   
  
Connectivity is a measure of the extent to which habitat patches allow wildlife species to 
move across a landscape or region.  The degree of connectivity required varies by 
species.  For example, a landscape for spotted owls is considered well connected if 
habitat patches are less than 6 miles apart, and weakly connected if the patches are more 
than 24 miles apart (USDA Forest Service 1993).   
 
Habitat in roadless areas tends to be less fragmented and better connected than in roaded 
areas of similar size.  This connectivity is important to fisher, marten, and lynx 
populations that have been negatively affected by fragmentation and loss of connectivity 
resulting from timber harvest (Ruggiero and others 1994) and forest roads (USDI Fish 
and Wildlife Service 1998).  Smaller patch size and loss of interior forest habitat has 
adverse effects on numerous species dependent on such habitat. 
 
Roads are a major contributor to forest fragmentation because they divide large 
landscapes into smaller patches, and convert interior forest habitat into edge habitat.  As 
additional road building and timber harvest activities increase habitat fragmentation 
across large areas, populations of some species may become isolated in smaller groups, 
increasing the risk of local extinctions (Noss and Cooperider 1994).  Clearcut timber 
harvest units and associated roads affect 2.5 to 3.5 times more of the landscape than the 
surface area occupied by the actual activities themselves (Reed and others 1996).  Over 
the past 50 years, landscapes have been appreciably affected by fragmentation caused by 
clearcutting and road building (Harris 1984, Saunders and others 1991, Noss and Csuti 
1994, Forman and Alexander 1998).     
 
Roads also fragment some invertebrate habitat.  In the Klamath-Siskiyou province, Frest 
(pers. comm.) documented a reduction in habitat for common land snails from 
fragmentation caused by roads and other land-disturbing activities.  Reasons cited include 
microclimate changes on the road surface; loss of habitat complexity and structure 
causing increased exposure to predators; increased effective width of roads; and chemical 
avoidance of exhaust residues, petroleum products, and other chemicals by many species. 
Timber harvest, particularly where associated with extensive ground disturbance and 
canopy removal, provides a substantial threat to population viability of invertebrates as 
well (Frest 1993, Frest and Johannes 1995). 
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Alternative 1 – No Action 
 
The relative effects of the most common ground-disturbing activities on landscape 
fragmentation and connectivity are summarized in Table 9. Alternative 1 would result in 
the greatest degree of fragmentation and the largest negative impact on biodiversity when 
compared to the other alternatives. Over the next 5 years, the projected road construction 
miles and timber harvest levels are the largest in this alternative.  
 
More than half of the timber harvest volume would be from clearcutting, primarily on the 
Tongass National Forest (if the roading prohibitions apply to the Tongass, very little 
clearcutting would occur). Clearcutting is an important cause of biodiversity loss due to 
the loss of biological legacies, such as snags and logs, which usually remain after a 
natural disturbance (Franklin and others 2000). In the long term, since inventoried 
roadless areas would likely continue to be available for development, fragmentation and 
effects from loss of connectivity are expected to continue to occur over time. The actual 
effect will vary depending on the location, final harvest and roading prescriptions, 
mitigation measures, and the condition of the surrounding landscapes. Actual estimates of 
biodiversity losses would be determined at the local project level. 
 
While the Intermountain Region would have the highest harvest levels and road 
construction in the ‘lower 48’, less than 10% of the acres harvested are expected to be 
from clearcutting. The remaining acres harvested are likely to be through tree thinning, 
which can be less fragmenting if post-harvest canopy cover remains relatively high. For 
example, thinnings that substantially lower canopy covers can have adverse affects on the 
movements of northern goshawk (Reynolds and others 1991) and American marten  
(Ruggiero and others 1994) prey species, at least in the short term. Harris (1984) suggests 
that impacts from fragmentation generally are relatively low from thinning compared to 
clearcutting. 
 
Table 9. Relative impact of management activities on fragmentation and connectivity.  
 

Management activity Most impact Moderate impact Least impact 

Clearcutting and associated 
roads 

X   

Thinning from below to reduce fire 
risk or to enhance old growth a 

  X 

Classified road construction  X  

Temporary road construction b   X 
a Thinning of small diameter trees in the understory. 
b Designed with minimal clearing widths and decommissioned after use. 
(Roadless Database 2000) 

 
There may be local impacts on some national forests, such as the Payette, Dixie, Manti-
Lasal, Clearwater, and the Idaho Panhandle, since a higher percentage of timber harvest 
is expected on these forests than others in the West. Seven national forests in the East are 
planning to harvest more than 5MMBF over the next 5 years. Of these, the Monogahela, 
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Superior, and Ozark/St. Francis are projecting the highest levels of harvest volume and 
road construction, and may experience some increase in fragmentation depending on 
harvest prescriptions and levels of associated road construction. 
 
This alternative would provide the opportunity for thinning, brush piling, under burning, 
and other vegetation treatments to conserve or enhance ecosystem structure, function, and 
composition. Such stewardship activities can have important local beneficial effects on 
biodiversity. For example, reducing wildland fire intensity by reducing accumulated fuels 
in ponderosa pine forests in the West may conserve local biodiversity by increasing the 
survivability of large, old-growth pines following wildland fires; reducing mortality from 
moisture stress; reducing insect and disease outbreaks in stressed stands; restoring fire 
dependent herbs and shrubs; and restoring the historical fire regime.  
 
These benefits should be weighed at the local project level against the risks of 
implementing these treatments. For example, depending on the terrain, tree removal 
prescription, equipment type, skill, and concern of the equipment operators, and 
administrative oversight, benefits from stewardship timber harvest may be outweighed by 
adverse impacts to terrestrial and aquatic resources. Since this alternative would allow the 
full range of timber harvest to occur, some local negative impacts to these resources and 
to biodiversity from reduction in snags, coarse down wood, canopy cover, and large old-
growth trees would likely occur.  
 
 Alternative 2 – Prohibit Road Construction and Reconstruction Within 
Inventoried Roadless Areas  
 
This alternative would greatly reduce the potential for further fragmentation and loss of 
connectivity from road construction or timber harvest. The level of fragmentation 
depends on the land management objectives and type of timber harvest. On the Tongass 
National Forest, the roads prohibition would greatly reduce clearcutting and the effects 
from human-caused fragmentation. 
 
This alternative would be beneficial to animals with large home ranges such as the 
grizzly bear. In the West, important connectivity would be conserved between 
Yellowstone, Bitterroot, North Continental Divide, and Cabinet/Yaak ecosystems 
because of increased inventoried roadless area protection. 
 
Alternative 3 – Prohibit Road Construction, Reconstruction, and Timber 
Harvest Except for Stewardship Purposes Within Inventoried Roadless 
Areas 
 
The impacts on biodiversity from increased fragmentation and reduced connectivity 
would be less than under Alternative 2.  Clearcutting is not expected to occur under this 
alternative. Only timber harvest that maintains or restores biodiversity is expected under 
this alternative. 
 
This alternative would provide the opportunity for thinning, brushing, under burning, and 
other vegetation treatments to conserve or enhance ecosystem structure, function, and 
composition. Such stewardship activities can have important local benefits on 
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biodiversity and overall ecosystem health. For example, reducing fire intensity by 
reducing accumulated fuels in ponderosa pine forests in the West may conserve local 
biodiversity by: increasing the survivability of large, old-growth pines following wildland 
fires; reducing mortality from moisture stress; reducing insect and disease outbreaks in 
stressed stands; restoring fire dependent herbs and shrubs; and restoring the historical fire 
regime.  
 
Depending on the terrain, equipment type, skill of equipment operators, and 
administrative oversight, benefits from vegetation treatments may be outweighed by 
adverse impacts to terrestrial and aquatic resources. If all of these factors are carefully 
managed, the results can be positive. While there are many examples of successful fuel 
reduction efforts in individual forest stands, it has not been shown that large-scale 
treatment of fuels can effectively restore natural fire regimes and ecological conditions.  
 
Alternative 4 – Prohibit Road Construction, Reconstruction, and All Timber 
Cutting Within Inventoried Roadless Areas 
 
No adverse effects on biodiversity from fragmentation and loss of connectivity are 
expected since no timber would be harvested. 
 
This alternative would have some local negative effects on biodiversity since 
stewardship-type timber harvest treatments would not be allowed with the exception of 
those timber harvest activities needed for protection or recovery of a T&E species, or 
species that have been proposed for listing under the ESA. As a result, ecosystems that 
currently are or could be contributing to local biodiversity may be negatively altered by 
uncharacteristic wildland fire or insect and disease outbreaks. It is likely that some of 
these areas, over time, would experience stand replacement fires, and landscape 
vegetation patterns would shift more towards larger, even-aged stands initiated by large 
fire. 
 
Fragmentation - Summary of Effects 
 
Cumulatively, all of the action alternatives would result in a lower risk of future increases 
in landscape fragmentation, relative to the no-action alternative.  Because no substantial 
differences exist in the rate of timber harvest activities between action alternatives, a 
marked difference in the level of cumulative beneficial effects is unlikely.  Both federal 
and non-federal lands will likely show some increases in habitat fragmentation and loss 
of connectivity from unrelated actions, and some beneficial site-specific decisions.  
Assessing the magnitude of beneficial cumulative effects will be difficult.  The effects of 
the no-action alternative, considered in light of reasonably likely increases in habitat 
fragmentation and loss of connectivity in adjacent landscapes, would likely result in some 
adverse cumulative effects to biodiversity.  A more complete discussion of cumulative 
effects to conservation of biodiversity can be found in the Terrestrial and Aquatic 
Habitats and Species Specialist Report. 
 



Landscape Analysis and  
Biodiversity Specialist Report  Roadless Area Conservation FEIS 

38 

Historical Fire Regimes 
 
Fire regimes are typically characterized by fire frequency, size, and intensity (Agee 
1993).  For example, coastal spruce-fir forests of western Oregon historically burned 
every 200 to 400 years in large, intense, stand-replacing fires.  This fire regime can be 
contrasted with ponderosa pine forests where fires often burn every 5 to 10 years.  These 
fires are usually light, understory burns that do little damage to overstory trees.  Fire 
regimes have been mapped for the Forest Service’s fuels management strategy (Hardy 
and others 2000).    
 
About 39 million acres of national forest lands in the interior west have been affected by 
fire suppression (USDA Forest Service 2000d).  The largest effects have been in 
ecosystems with low-intensity, frequent (0-35 years) fire return intervals.  These 
ecosystems are typified by plant associations on dry sites in the West such as the 
Ponderosa Pine and Douglas-fir types.  Effects from fire suppression have resulted from 
excluding several fire cycles.  Excluding fire has increased tree density of shade-tolerant 
trees in the understories and increased fuel build-up on the forest floor.  During periods of 
drought, the increased competition for water and nutrients often causes significant stand 
mortality from insects and diseases attacking stressed trees that in turn amplify the fuel-
loading problem.  Consequently, when a wildfire starts under these conditions, it often 
burns the entire stand.   
 
Many stands have developed such a large fuel load that using only prescribed fire to 
reduce the fuels has a high risk of killing the larger and older trees.  Thus, pretreatment 
using either hand piling of fuels or commercial treatments, is needed to reduce prescribed 
fire intensity.  About 7.5 million acres meet criteria for stand condition, type, and fuel 
loads that indicate some type of mechanized pretreatment would be needed before fire is 
reintroduced. 
 
Alternative 4, which precludes the use of commercial harvest, is assumed to have the 
least likelihood of fuel treatments to restore historical fire regimes because hand piling 
and burning are very costly.  Based on historical funding levels, sufficient funds to treat 
fuels in alternatives 2-4 are unlikely.  In some local areas, lack of fuel treatments could 
degrade stand and landscape structure and biodiversity.  Alternatives 1, 2, and 3 provide 
the most management flexibility to use the full range of tools available to restore 
historical fire regimes.    
 
Nonnative Invasive Species 
 
Invasion by nonnative species is one of the most important issues in natural resource 
management.  The ability of these species to alter native population, community, and 
ecosystem structure and function is well documented (Mooney and Drake 1986, Vitousek 
and others 1987, Drake and others 1989).  More than 6,000 species now growing in this 
country are known to have originated outside the United States (Table 10).  
Unfortunately, the ability of natural resource managers to eliminate invasive species, 
once they have become established, is very limited. 
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Table 10.  Estimated number of established nonnative species in the United States.   
 

Species Number  
Plants 3,723 
Terrestrial vertebrates 142 
Insects and arachnids >2,000 
Fishes 76 
Mollusks 91 
Plant pathogens 239 
Total >6,200 
Source: Williams and Meffe 1998. 
 
One of the major effects of nonnative species on biodiversity is loss of native species 
(Nott and others 1995).  Invasive species are known to have caused the extinction of at 
least 109 vertebrate species around the world (Cox 1993).  In the United States for 
example, seven moth species that fed exclusively on the American chestnut are now 
extinct because of the loss of the American chestnut (Opler 1976).  Chestnut blight, a 
nonnative fungal disease from Asia, was introduced to this country early in the 20th 
Century; it was responsible for the nearly complete loss of large American chestnut trees 
in forests in the East. 
 
Roads influence the spread of invasive organisms through transport by vehicles or by 
altering the adjacent habitat to encourage these species and other early successional ones.  
In the Pacific Northwest, transport of Port-Orford-cedar root disease on vehicles is 
primarily responsible for the extensive loss of Port-Orford-cedar (Zobel and others 1985).   
 
Road building creates habitat along roads typically unique to the surrounding native 
ecosystem and often favored by many nonnative invasive plants.  These roadside habitats 
typically persist for as long as the road is maintained.  Hundreds of these plant species 
occupy roadside and adjacent habitats all over the country (Westbrooks 1998).  
Nonnative blackberries, St. John’s wort, kudzu, and Scotch broom are examples of 
invaders that thrive in the conditions along roadsides; roadside habitat allows these light-
loving species to persist and flourish.  In turn, their presence along the roads, allows them 
to spread readily into surrounding landscapes after timber harvest or wildfire.  Spread 
into surrounding landscapes is more likely in ecosystems with high natural disturbance 
rates, or where native ecosystems have already been significantly affected by these 
species.  Once these species invade, eradication efforts are rarely successful; hence, the 
effects are usually irreversible.   
 
The no-action alternative, Alternative 1, which would not prohibit building roads into 
inventoried roadless areas, would have the highest likelihood of introducing and 
spreading road-transported invasive species. In the West, 29 national forests have more 
than 5 MMBF of timber harvest (requiring road construction) scheduled from inventoried 
roadless areas.  Although invasive plant introductions could increase in all of these 
forests, the most effects would be expected on the Dixie, Payette, Manti-Lasal, Fishlake 
and Idaho Panhandle National Forests.  Increased effects on these forests are expected to 
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result from projected higher timber volume and road-building miles, and moderate to 
high incidence of natural disturbance.   
 
Although the Tongass National Forest has the largest road mileage and volume proposed 
in unroaded areas, the climate and low rates of natural disturbance limit the risk of road-
transported species introductions and spread.  Of the seven forests in the East harvesting 
more than 5 million BF from unroaded areas, the Monogahela, Superior, and the White 
Mountain national forests are projecting the highest harvest volume and road building 
miles; they may experience the greatest risk of introductions.  It is estimated that more 
than 60% of the plant species on the Monogahela National Forest are exotics that have 
become naturalized and 28% of the landscape has been affected by these species.  
Consequently, the activities on the Monogahela in inventoried roadless areas are expected 
to further reduce the limited native ecosystems in the East.   
 
Reference Landscapes    
 
Because knowledge about the effects of management activities is incomplete, the demand 
for information addressing ecological issues over long periods and large landscapes is 
great.  Never before has such widespread consensus been reached on the importance of 
acquiring more knowledge about large-scale ecological patterns, processes, and 
management activities (Bormann and others 1999).  Issues, such as continued viability of 
wide-ranging animals, watershed cumulative effects, and restoration of fire-dependent 
ecosystems, appear to require working at these larger scales. 
 
In the West, for example, though broad consensus on allowing fire to play a more natural 
role is apparent, no consensus has been reached on the best way to do this, let alone 
whether planned treatments can even make a significant difference.  Substantial evidence 
suggests that small-scale fuel reduction and prescribed fire efforts can change the 
response of these stands to wildfire.  Little direct evidence has been found that landscape-
scale management activities can significantly alter the behavior of wildfire.  Several 
strategies could be used to address this question.   
 
Historically, managers have relied on the learning-from-experience model supported by 
small-scale research projects.  This type of management is similar to what Walters (1986) 
calls passive adaptive management.  Passive adaptive management was most commonly 
used over the past several decades to evaluate landscape effects from clearcutting.  In this 
example, managers, influenced by the public and scientists were eventually convinced to 
change.  This method of learning tends to be slow, disruptive, and qualitative.    
 
Comparative management approaches are a more active form of adaptive management.  
These approaches may incorporate principles of the scientific method in managing -- such 
as establishing controls, using multiple treatments, repeating those treatments (replication), 
and randomly assigning treatments.  These learning approaches greatly enhance the ability 
of people to compare and contrast long-term differences on the ground.  These comparisons 
are particularly important in forest ecosystems where differences may not play out within 
the career lives of managers, scientists, or local citizens.  In the long-term, use of 
comparative management approaches can greatly improve the choices for future 
generations. 
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These approaches have been widely used to test stand-scale treatments, particularly when 
researchers have become involved.  Very few examples of application at the landscape or 
watershed scale exist.    In the fire example, such a large-scale management experiment 
may compare different treatments in inventoried roadless areas such as continued fire 
suppression, wildfire only, prescribed fire only, and combinations of mechanical or hand 
treatments with fire.  This approach to answer the question about whether management 
can influence wildfire behavior at the landscape scale could be applied at a variety of 
scales.  Such an approach would require a long-term commitment to management 
direction for landscape or watershed treatment units.  
 
Inventoried roadless areas may be valuable as reference landscapes (or watersheds) for 
helping to ensure a long-term commitment to large-scale monitoring and experiments.  
As such, they provide an opportunity for retrospective study, evaluating long-term trends 
and conditions in natural settings, or for long-term comparison of treatments in 
surrounding landscapes.   
 
Reference areas do not mean “hands off” management.  These areas may be useful as part 
of more structured management experiments where treatments are assigned, 
implemented, and monitored over a long period.  For example, reference areas may 
provide useful long-term information about approaches to restoring historical fire regimes 
and fuel loads in the Intermountain West.  Some areas could be allowed to burn only by 
wildfire, some using prescribed fire, and others with a combination of mechanical 
treatments and prescribed fire.  Some areas could be selected where fires will continue to 
be suppressed.  The type of treatments or management approach used should be dictated 
by local conditions and the questions that scientists, managers, and the public, working 
together, determine to be most valuable.     
 
Long-term commitment to learning is essential.  Typically, the next generation of 
scientists, citizens, and managers will be the ones to gain the knowledge from the large 
management experiments established today.  Selection of reference areas should thus be 
collaborative among scientists, managers, and the public.  This collaboration will help 
ensure that the right questions and values are being considered and long-term 
commitments to learning are made.  Consideration may also be given to other means to 
ensure this long-term view, such as designating of certain inventoried roadless areas as 
research natural areas or experimental forests. 
 
Reference landscapes not only provide a crucial resource for research pertaining to 
adaptive management; they also provide places that scientists can engage in species-
specific research to gain a better understanding of the biology and ecology of individual 
species or assemblages.  These areas also provide important teaching opportunities. 
 
No alternative would preclude the use of inventoried roadless areas as reference 
landscapes or watersheds for long-term study.  The no-action alternative would provide 
less opportunity for building commitment to long-term study in natural settings because 
many inventoried roadless areas would be subject to commodity production.  Alternatives 
2 and 3 would place progressively greater limits on human activities, which would 
narrow the range of possible management experiments.  Alternative 4, which does not 



Landscape Analysis and  
Biodiversity Specialist Report  Roadless Area Conservation FEIS 

42 

allow timber harvest with the exception of that needed for recovery or protection of TEP 
species, places the most limits on the range of possible management experiments.  
Alternatives 2, 3, and 4, however provide the best opportunity for long-term commitment 
to gaining important knowledge about landscape-scale challenges facing resource 
managers today.   
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Abstract: The scientific literature contains numerous descriptions of observed and potential effects of global

climate change on species and ecosystems. In response to anticipated effects of climate change, conservation

organizations and government agencies are developing “adaptation strategies” to facilitate the adjustment

of human society and ecological systems to altered climate regimes. We reviewed the literature and climate-

change adaptation plans that have been developed in United States, Canada, England, México, and South

Africa and found 16 general adaptation strategies that relate directly to the conservation of biological diversity.

These strategies can be grouped into four broad categories: land and water protection and management;

direct species management; monitoring and planning; and law and policy. Tools for implementing these

strategies are similar or identical to those already in use by conservationists worldwide (land and water

conservation, ecological restoration, agrienvironment schemes, species translocation, captive propagation,

monitoring, natural resource planning, and legislation/regulation). Although our review indicates natural

resource managers already have many tools that can be used to address climate-change effects, managers will

likely need to apply these tools in novel and innovative ways to meet the unprecedented challenges posed by

climate change.

Keywords: adaptation, biodiversity, climate change, conservation, management, restoration, wildlife

Una Revisión de las Estrategias de Adaptación al Cambio Climático para el Manejo de Vida Silvestre y Conservación
de la Biodiversidad

Resumen: La literatura cient́ıfica contiene numerosas descripciones de efectos observados y potenciales del

cambio climático sobre las especies y ecosistemas. En respuesta a los efectos anticipados del cambio climático,

las organizaciones de conservación y agencias de gobierno están desarrollando “estrategias de adaptación”

para facilitar el ajuste de la sociedad humana y los sistemas ecológicos a régimenes climáticos alterados.

Revisamos la literatura y los planes de adaptación al cambio climático que se han desarrollado en Estados

Unidos, Canadá, Inglaterra, México y Sudáfrica y encontramos 16 estrategias generales de adaptación que

se relacionan directamente con la conservación de la biodiversidad. Estas estrategias se pueden agrupar en

cuatro grandes categoŕıas: protección y manejo de agua y tierras; manejo directo de especies; monitoreo

y planificación; legislación y poĺıtica. Las herramientas para la implementación de estas estrategias son

similares o idénticas a las utilizadas actualmente por conservacionistas en todo el mundo (conservación de

tierras y agua, restauración ecológica, esquemas agroambientales, translocación de especies, propagación en

cautiverio, monitoreo, planificación de recursos naturales y legislación/regulación). Aunque nuestra revisión

indica que los manejadores de recursos ya cuentan con muchas herramientas que pueden ser utilizadas para

atender los efectos del cambio climático, las tendrán que aplicar de manera novedosa e innovadora para

enfrentar los retos sin precedentes que plantea el cambio climático.
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Introduction

Global climate change is already having significant effects
on species and ecosystems (Gitay et al. 2002; Hannah
et al. 2002a, 2002b; Schneider & Root 2002; Stenseth
et al. 2002; Walther et al. 2002; Hannah & Lovejoy 2003;
Parmesan & Yohe 2003; Root et al. 2003; Inkley et al.
2004; Thomas et al. 2004; Lovejoy & Hannah 2005;
Parmesan 2006; Fischlin et al. 2007). Effects described
to date include

• shifts in species distributions, often along eleva-
tional gradients;

• changes in the timing of life-history events, or phe-
nology, for particular species;

• decoupling of coevolved interactions, such as
plant–pollinator relationships;

• effects on demographic rates, such as survival and
fecundity;

• reductions in population size (especially for boreal
or montane species);

• extinction or extirpation of range-restricted or iso-
lated species and populations;

• direct loss of habitat due to sea-level rise, in-
creased fire frequency, bark beetle outbreaks, al-
tered weather patterns, glacial recession, and direct
warming of habitats (such as mountain streams);

• increased spread of wildlife diseases, parasites, and
zoonoses (including Lyme borreliosis and plague);

• increased populations of species that are direct
competitors of focal species for conservation ef-
forts; and

• increased spread of invasive or non-native species,
including plants, animals, and pathogens.

Although further attempts to describe, understand,
and predict the effects of climate change are important,
there is also considerable interest in identifying practical
strategies that could help reduce or ameliorate antici-
pated negative effects of climate change (Hannah et al.
2002a; Inkley et al. 2004; Da Fonseca et al. 2005; Fischlin
et al. 2007). In the rapidly evolving dialogue on climate-
change science and policy, these approaches are com-
monly termed as “adaptation strategies” (The Heinz Cen-
ter 2007; Julius & West 2007).

For biologists the word "adaptation" has been used for
almost 200 years to describe the evolutionary process by
which populations of organisms change over time in re-
sponse to other organisms and the physical environment
(Lamarck 1809; Mayr 1982). In the context of climate-
change planning, however, the term adaptation generally
refers to human activities intended to minimize the ad-
verse effects of climate change on human infrastructure
and sensitive aspects of the natural environment (Fischlin
et al. 2007; Julius & West 2007).

With respect to species and natural communities, the
two uses of the word adaptation are closely related: past

climate variation has clearly been one of the major drivers
of the process of adaptation in evolutionary time, and it
can be expected that more rapid climate shifts, as pre-
dicted under a variety of future climate-change scenar-
ios, will likewise drive significant evolutionary changes
in plant and animal species (Kilpatrick 2006). As with
past climatic shifts, some species will adapt and thrive
under altered climate regimes, whereas others will de-
cline and may even become extinct (Hannah et al. 2005).
For species that will be adversely affected by rapid an-
thropogenic climate change, certain human activities—
adaptation measures under the second definition—may
ameliorate anticipated adverse effects.

We describe 16 possible adaptation strategies that have
been proposed in the scientific literature and in public
policy documents. We grouped these strategies into four
broad categories: land and water protection and manage-
ment; direct species management; monitoring and plan-
ning; and law and policy. We attempted to be as inclusive
as possible in our review, even when a recommended
strategy seemed overly general or simplistic. We critiqued
each strategy on the basis of information from the conser-
vation literature. Each strategy has distinct strengths and
limitations and varies in its appropriateness for particular
management contexts.

The strategies we reviewed are broad and general, such
as might be adopted by management agencies at a na-
tional or subnational level. Much of the actual work of
climate adaptation will necessarily occur at a finer scale,
on the level of individual nature reserves, parks, and
watersheds (Hughes et al. 2003; Singh 2003; Opdam &
Wascher 2004). Tools for facilitating this fine-scale work
are currently being tested, including statistical downscal-
ing of climate predictions (Easterling 1999) and fine-scale
modeling of climate impacts on wildlife distributions and
vegetative communities (Carroll 2005; The Heinz Center
2007).

Although we attempted to be comprehensive in devel-
oping this synopsis, additional strategies will inevitably
be developed in response to particular challenges. We
hope our review will stimulate further thinking on the
part of the management and scientific communities on
this important topic.

We drew on adaptation strategies that have been de-
scribed to date in the scientific literature and in policy
documents that have been developed by government
agencies and nonprofit organizations in Canada, México,
South Africa, and United States (Hansen et al. 2003; The
Sheltair Group 2003; Mukheibir & Ziervogel 2006; UN
Environment Program [UNEP] Convention on Migratory
Species 2006; Mitchell et al. 2007; Intersecretarial Com-
mission on Climate Change 2007; Fischlin et al. 2007;
Julius & West 2007; The Heinz Center 2007). These docu-
ments list a broad spectrum of potential adaptation strate-
gies, ranging from human infrastructure changes to im-
proved natural resource management.
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As part of our initial review of these documents, we
compiled lists of strategies that appeared to be most rele-
vant to the direct management of species and ecosystems.
Comparison of these lists quickly revealed that no one
document provided a truly comprehensive set of strate-
gies for the maintenance of biodiversity. To enhance fu-
ture discussions, we used an integrated framework based,
in part, on a taxonomy of natural resource management
actions developed by the IUCN (International Union for
the Conservation of Nature) and Conservation Measures
Partnership (2006b) to compile a reasonably complete
set of strategies. Strategies are numbered 1–16 under
the four broad categories of conservation activities. This
taxonomy does not include categories for monitoring or
planning activities, which we nonetheless believe are im-
portant for effective climate-change adaptation.

Strategies Related to Land and Water Protection
and Management

Land and water protection and management activities, as
described by the IUCN and Conservation Measures Part-
nership (2006b), are often combined within a single man-
agement authority (such as a parks department, forestry
department, or land trust). Strategies involve protection-
ist and interventionist approaches to natural resource
conservation, and the focus is on the land (or water)
resource.

1. Increase Extent of Protected Areas

This strategy would increase the extent of terrestrial
and aquatic habitat protected from nonclimate anthro-
pogenic threats (McNeely & Schutyser 2003; Mitchell
et al. 2007). The strategy could also be used to protect
refugia (areas with minimal climate impacts), movement
corridors, or stepping stones for wildlife dispersal (strat-
egy 5).

A suite of legal tools is already available for protect-
ing lands, waterways, and marine areas (including fee ti-
tle acquisition, easements, proclamation, legislation, and
condemnation). The global conservation community has
used these tools to protect high-priority conservation ar-
eas in ecosystem types and human societies around the
world (Bruner et al. 2001).

Given the resource needs of the world’s growing hu-
man population, it is unlikely that society will be able
to directly protect enough land to facilitate the move-
ment of all species and communities. Furthermore, the
world’s existing protected-area networks have been de-
signed to protect static (rather than dynamic) patterns of
biodiversity (Lemieux & Scott 2005; Lovejoy 2005; Scott
& Lemieux 2005). The performance of static networks
at conserving biodiversity in the face of climate change
remains largely untested (Zacharias et al. 2006), but sim-

ulation studies suggest that some of these networks will
likely fail to achieve their original objectives (Hannah
et al. 2005). New approaches to land conservation that
acknowledge the dynamic nature of climate-change ef-
fects on ecosystems will likely be needed (e.g., strategy
14; Hannah & Hansen 2005).

2. Improve Representation and Replication within
Protected-Area Networks

Representation attempts to build a more comprehensive
portfolio of protected areas (e.g., protecting examples
of all major ecosystem types within a country), whereas
replication attempts to conserve multiple examples of
each ecosystem type (Julius & West 2007).

As noted, conservation tools are available for protect-
ing terrestrial and aquatic areas. Both strategies may work
well as part of a matrix conservation or stepping-stone
approach to facilitate dispersal (strategies 5 and 7). Rep-
resentation has already been used as a strategy for local
and regional land-protection efforts (Wisconsin Natural
Areas Program 2008), and tools such as land-cover maps
and geospatial data on rare species distributions could
facilitate the broader application of both strategies.

It is unclear that representation will continue to be
a relevant conservation strategy over the long-term be-
cause distributions of the individual components of
ecosystems may shift in different ways as a result of cli-
mate change, potentially resulting in new combinations
of species and even new ecosystem types (Carroll 2005;
Hannah & Hansen 2005).

3. Improve Management and Restoration of Existing
Protected Areas to Facilitate Resilience

It may be possible to offset some of the small-scale ef-
fects of climate change in protected areas through direct
management activities (Mitchell et al. 2007). A number
of commonly used techniques for ecological restoration
(SERI 2006) may be relevant here (Julius & West 2007):
riparian forest plantings could shade streams and offset
localized warming; dikes and levees could protect coastal
sites from sea-level rise; and prescribed fire could reduce
fuel loads and potential for catastrophic wildfires (The
Sheltair Group 2003; Fischlin et al. 2007).

Intensive management is usually more tractable at
small, well-defined sites such as parks, nature reserves,
and natural areas (Kusler & Kentula 1990; Thayer 1992;
National Research Council 1994). Restoration techniques
for certain communities, such as tallgrass prairie and long-
leaf pine, have received considerable attention and test-
ing (SERI 2006; Julius & West 2007). Nevertheless, direct
management is expensive and may only be feasible for
small sites and limited areas (Fischlin et al. 2007). Also,
focusing on protected areas neglects the overall matrix in
which these areas are embedded: what happens outside
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protected areas often influences what happens inside (da
Fonseca et al. 2005).

4. Design New Natural Areas and Restoration Sites to
Maximize Resilience

It may be possible to design new natural areas and restora-
tion sites to enhance the resilience of natural systems to
climate-change effects (Lovejoy 2005). For example, salt-
marsh restoration sites adjacent to steep shorelines would
likely be inundated and lost under conditions of acceler-
ated sea-level rise. In contrast, restored marsh communi-
ties adjacent to gently sloped shorelines may be able to
regress naturally landward as sea-level rises (Yamalis &
Young 2007). Similarly, the establishment of protected-
area networks along elevational gradients may be a vi-
able adaptation strategy for certain taxa; such networks
would provide organisms with the spatial flexibility to
shift distributions along elevational gradients as climatic
conditions change. Protection of such future habitat ar-
eas should be a key consideration whenever new natural
areas or extensions to existing natural areas are proposed
(Fischlin et al. 2007).

Ecological restoration projects often use multiple plant
species, some of which may exhibit greater resilience
to climate change at particular sites. Species mixes for
restoration projects could be adjusted to include species
that are thought to be more resilient to anticipated
changes in a particular area. Increased vigor and rate of
spread of invasive plant species has been identified as a
potential problem under certain climate-change scenar-
ios (Truscott et al. 2006; Yamalis & Young 2007), and in-
novative management strategies will probably be needed
to address this problem.

This strategy is likely to serve as an important filter
criterion for future protection and restoration efforts.
Funders and project managers may question the wisdom
of investing scarce conservation dollars in projects that
are not sustainable in the face of climate change. Never-
theless, projects that are not sustainable over the long-
term may nonetheless have important short-term bene-
fits, for example providing intermediate areas of habitat
for climate-sensitive species until longer-term refugia are
identified (Hannah & Hansen 2005).

5. Protect Movement Corridors, Stepping Stones, and Refugia

This strategy represents a refinement of strategies 1 and
2 and would direct protection efforts toward areas and
regions that have been deemed essential for climate-
induced wildlife movements (Allan et al. 2005). Such
areas might include movement corridors for terrestrial
species (Intersecretarial Commission on Climate Change
2007), habitat islands that could serve as stepping stones
between larger reserves, stopover areas for migratory wa-
terfowl, or refugia where climate-change impacts are pre-
dicted to be less severe (Julius & West 2007). In aquatic

systems, unblocked streams and rivers serve as important
movement corridors for aquatic species (Pringle 2001;
Chu et al. 2005).

As described under strategy 1, tools are already avail-
able for protecting terrestrial areas and riverine corridors.
A pilot project is already underway in the Netherlands to
designate and protect movement corridors (Fischlin et al.
2007).

It can be difficult to predict future species movements
with confidence. For example, Carroll (2005) used dy-
namic population-habitat models to study potential move-
ments of lynx (Lynx canadensis), marten (Martes amer-

icana), and wolves (Canis lupus) in the northeastern
United States and southern Canada. He found signifi-
cant contrasts in predicted linkage needs for these three
species, which suggests it may not be straightforward
to identify more general movement corridors for larger
suites of terrestrial species. A practical concern is the
tremendous cost associated with protection of large-scale
movement corridors (Fischlin et al. 2007).

6. Manage and Restore Ecosystem Function Rather than
Focusing on Specific Components (Species or Assemblages)

This strategy focuses on the maintenance of aspects of
ecosystem function (such as nutrient uptake by riparian
forest buffers or wetland filtration of nutrients and sedi-
ments) in conservation areas. It de-emphasizes historical
condition, historic species composition, and the condi-
tion of reference sites as sources of management infor-
mation. To implement this strategy, managers would first
define key variables or indicators of ecosystem function,
and then undertake activities designed to keep those vari-
ables within acceptable parameters (Harris et al. 2006;
Fischlin et al. 2007; Mitchell et al. 2007).

Ecological conditions at individual sites are likely to
shift in ways that are difficult to predict and that differ
from historic reference conditions (Harris et al. 2006). To
date, those practicing ecological restoration have used
historic data or undisturbed reference sites as a baseline
for management (SERI 2006). Given the significant shifts
that have and will occur in species distributions, it may
be easier for managers to focus on sets of variables de-
scribing ecosystem function, rather than attempting to
maintain a particular species composition or community
type at a given site (Harris et al. 2006).

This strategy may be difficult to implement in practice
without focusing on individual ecosystem components.
Shifting the focus of management from components to
functions may mean some components will become extir-
pated or extinct. Depending on the attributes of ecosys-
tem function selected, it may be possible to maintain
these variables within acceptable limits with a greatly re-
duced complement of species or even with non-native
species.
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7. Improve the Matrix by Increasing Landscape Permeability
to Species Movement

This strategy focuses on increasing broader landscape
connectivity and permeability to species movement (da
Fonseca et al. 2005), especially outside protected areas
and protected-area networks. Rather than focusing on a
single species or ecosystem type, this approach would
use a variety of existing management techniques to en-
hance the ability of the broader landscape matrix to sup-
port movements by large numbers of animal and plant
species in response to climatic changes. This strategy is
consistent with a number of existing management ap-
proaches, such as agrienvironment schemes in United
States and Europe (Donald & Evans 2006; Giliomee 2006)
and dam removals, fish ladders, and other techniques
to restore connectivity in freshwater aquatic systems
(Pringle 2001; Chu et al. 2005; Battin et al. 2007).

A suite of conservation tools is already available for
implementing this approach (including agrienvironment
schemes and dam removals), and large-scale implemen-
tation programs have been successfully demonstrated in
the United States and Europe (Donald & Evans 2006).
Modeling techniques are available to assess landscape
permeability to species movement (Singleton et al. 2002)
and to predict likely paths of dispersal across the land-
scape matrix under particular climate-change scenarios
(Carroll 2005). Nevertheless, this approach does not
focus on rare species or species with narrow habi-
tat requirements, and a pure application of this ap-
proach would likely consign some of these species to
extinction.

Strategies Related to Direct Species Management

These strategies include actions intended to manage or
restore species, where the focus of management is the in-
dividual species (IUCN and Conservation Measures Part-
nership 2006b).

8. Focus Conservation Resources on Species that Might
Become Extinct

This strategy would invest resources in the maintenance
and continued survival of those species most likely to
become extinct as a result of global climate change. Al-
though this strategy is not explicitly described in the
policy documents reviewed for this study, it is implicit in
efforts such as the campaign to prevent polar bear extinc-
tion. The IUCN (2008) has recently begun incorporating
projections of future risk from climate change into its
red-list rankings, an activity that is also consistent with
this strategy.

This is an intuitive strategy for wildlife managers, fol-
lowing a long tradition of conservation efforts for rare
or extinction-prone species. Rare species may be espe-

cially susceptible to climate-change effects, and there
may be climate thresholds above which extinction prob-
abilities for these species increase dramatically (Hoyle &
James 2005; Fischlin et al. 2007). There are numerous
published reports of species declines and even extinc-
tions correlated with climate change (Parmesan 2006).
From a management perspective, climate change may
provide opportunities for innovative approaches, such
as the scheme described by Kilpatrick (2006) to acceler-
ate the evolution of resistance to avian malaria in native
Hawaiian birds.

Conventional management of endangered species has
relied heavily on in situ conservation approaches. Such
approaches will be increasingly difficult to sustain in a
world where climate change is dynamically altering both
ecosystem components and processes (Lovejoy 2005).
Despite our best efforts, rare or endemic species will
likely become extinct as a result of climate change
(Koprowski et al. 2005). Traditional endangered species
management can also be extraordinarily expensive
(Canadian Wildlife Service & U. S. Fish and Wildlife Ser-
vice 2005). Unless significant new sources of funding are
developed, resources will simply not be available for com-
prehensive conservation actions targeting every species
imperiled by climate change.

9. Translocate Species at Risk of Extinction

This approach recommends moving animals, plants, and
other organisms from sites that are becoming unsuitable
due to global climate change to other sites where condi-
tions are thought to be more favorable for their continued
existence. Other names for this strategy include assisted
dispersal, assisted migration, and assisted colonization
(Julius & West 2007; McLachlan et al. 2007; Mitchell et al.
2007; Hoegh-Guldberg et al. 2008).

Translocation techniques have been developed and
demonstrated for many plant and animal species (e.g.,
Schweitzer 1994; Thomas 1995; Griffith et al. 1989;
Thomas 1999; Haight et al. 2000; Bothma 2002;
Tenhumberg et al. 2004). Nevertheless, with any translo-
cation attempt, there is a risk of failure and even extinc-
tion (Maxfield et al. 2003; Groombridge et al. 2004). For
many species, it will be difficult to predict optimal loca-
tions for assisted dispersal. This is due to significant gaps
in our knowledge regarding the biology of many rare
species and to challenges associated with forecasting op-
timal future habitats (Suarez-Seone et al. 2004; Tolimieri
& Levin 2004; Carroll 2005).

10. Establish Captive Populations of Species that Would
Otherwise Go Extinct

This approach would initiate captive maintenance pro-
grams for species that would otherwise become extinct
due to climate change. Such an approach would nec-
essarily serve as the strategy of last resort for species
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otherwise facing extinction (Hansen et al. 2003). Seed,
sperm, and egg banking represent extreme forms of this
strategy (Guerrant et al. 2004).

Rearing techniques and approaches to captive hus-
bandry and propagation have been described for many
animals (Kleiman et al. 1997) and plants (Guerrant et al.
2004), and modern society has an industry (zoos, botanic
gardens, and aquaria) dedicated to this approach. Never-
theless, given the resources required for captive mainte-
nance programs (Kleiman 1989), this is unlikely to be a
viable long-term strategy for any more than a few species.
Under extreme climate-change scenarios, ecosystem con-
ditions may be so altered that the reintroduction of
these species will be unfeasible, essentially making these
species living fossils.

11. Reduce Pressures on Species from Sources Other than
Climate Change

This strategy seeks to reduce or remove other, nonclimate
stressors to give wildlife species the maximum flexibility
to evolve responses to climate change (Lovejoy 2005;
Robinson et al. 2005; Julian & West 2007; Mitchell et al.
2007).

Species clearly experience multiple stressors, and the
removal of these other stressors may allow individual
species the flexibility needed to adapt to climate change.
Fischlin et al. (2007) and Robinson et al. (2005) note
that this may be the only practical large-scale adaptation
policy for marine systems.

Although numerous other stressors affect species
(IUCN and Conservation Measures Partnership 2006a),
limited resources are available to address the broad suite
of stressors. Given these circumstances, there is potential
for a loss of focus and much diffuse action across a broad
range of stressors.

Strategies Related to Monitoring and Planning

These strategies are related to the monitoring of wildlife
populations, the development of wildlife and natural re-
source management plans, or general societal climate-
change adaptation plans.

12. Evaluate and Enhance Monitoring Programs for Wildlife
and Ecosystems

Monitoring systems provide information that managers
can use to adjust or modify their activities (Walters 1986;
Margoluis & Salafsky 1998). Such information is partic-
ularly relevant in times of rapid global change (Adger
et al. 2003; Fischlin et al. 2007). This strategy suggests
evaluating the current state of the systems that collect,
analyze, and interpret environmental information. Many
of the systems for collecting this information are incom-
plete (Heinz Center 2002, 2006).

Significant gaps exist within and among current en-
vironmental monitoring systems (Heinz Center 2002,
2006). Society clearly needs a better system for moni-
toring and reporting on ecosystem condition.

Costs to adapt existing monitoring systems and de-
velop new monitoring systems are likely to be high, in
many cases requiring new legislation and regulations and
possibly new tools and approaches to monitoring. Also
required is better integration and coordination across the
existing monitoring programs (Heinz Center 2006).

13. Incorporate Predicted Climate-Change Impacts
into Species and Land-Management Plans, Programs,
and Activities

Climate change is not addressed in many existing natural
resource plans (Hannah et al. 2002). This strategy rec-
ommends incorporating climate-change information into
existing and future natural resource planning activities.

Information about actual and potential climate-change
impacts can be of considerable benefit to land and natural
resource managers in refining decisions (Intersecretarial
Commission on Climate Change 2007). Many existing
natural resource plans already contain provisions for up-
dates and revisions, which could provide a mechanism
for incorporating information about climate-change ef-
fects and adaptation strategies into these documents. In
addition, the IUCN (2008) is now including projections
of future risk to species from climate change into its Red
List.

The problems with this approach are mainly practical
at present. There is a cost associated with revisiting and
revising management plans (as well as institutional inertia
and potential unwillingness to do so), and detailed pre-
dictions of potential climate-change effects are currently
only available for a small subset of species and areas.

14. Develop Dynamic Landscape Conservation Plans

As described by Hannah and Hansen (2005), dynamic
landscape conservation plans include information on
fixed and dynamic spatial elements, along with manage-
ment guidelines for target species, genetic resources, and
ecosystems within the planning areas. Fixed spatial ele-
ments include protected areas where land use is fully
natural. Dynamic spatial elements include all other areas
within the landscape matrix, where land use may change
over time. The plan includes a desired future condition
for each element, based on predicted shifts in distribu-
tion of species and other ecosystem components. It also
describes any intermediate conditions that may be neces-
sary for a species to transition between current and future
conditions. The management guidelines suggest mecha-
nisms and tools for management and provide specific rec-
ommendations to the government agencies responsible
for implementation.
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Unlike many traditional resource management plans,
dynamic landscape conservation plans explicitly address
the climate adaptation needs of wildlife and biodiver-
sity at a landscape scale (Hannah & Hansen 2005). Such
plans are likely to be compatible with other regional
planning efforts (e.g., county or watershed management
plans). Nevertheless, planning efforts can be resource-
intensive, and many natural resource management plans
have been developed but not implemented. Dynamic
landscape plans may recommend that certain spatial el-
ements (areas of land or water) be converted from hu-
man uses to “natural” management to facilitate species
movements (Hannah & Hansen 2005). Such recommen-
dations are likely to prove controversial, especially in
settings where the condemnation of private property
or the translocation of human populations would be
required.

15. Ensure Wildlife and Biodiversity Needs Are Considered as
Part of the Broader Societal Adaptation Process

Many of the adaptation strategies being developed in
communities around the globe are focused on human
health and infrastructure needs (The Heinz Center 2007).
Mitchell et al. (2007) recommend that the needs of
wildlife and biodiversity also be considered as part of
the overall societal adaptation process.

Given the importance of wildlife for human recreation
and enjoyment and the value of ecosystem services, such
as pollination and water filtration, wildlife and ecosys-
tems should also be addressed in climate-change adapta-
tion plans (Mitchell et al. 2007).

If global climate change leads to significant crises in hu-
man society, there may be a tendency to view the needs
of wildlife and the needs of humans as conflicting, rather
than complementary. In such either-or comparisons, the
needs of human society could trump the needs of wildlife
and biodiversity.

Strategy Related to Law and Policy

This strategy includes efforts to reform or enhance public
policies regarding wildlife management and biodiversity
conservation. Tools include legislation, regulations, poli-
cies, private-sector standards and codes, and compliance
and enforcement actions (IUCN and Conservation Mea-
sures Partnership 2006b).

16. Review and Modify Existing Laws, Regulations,
and Policies Regarding Wildlife and Natural
Resource Management

Laws and policies related to wildlife management, natu-
ral resource management, and biodiversity conservation
should be reviewed to ensure that their provisions are
consistent with the needs of managers dealing with the

effects of climate change (Intersecretarial Commission
on Climate Change 2007) . Many of these laws and regu-
lations are decades old, and most were developed before
climate change became a significant concern. New leg-
islative tools or regulations may be necessary to address
specific climate-change impacts.

Existing laws and regulations were designed for the
conservation of “static” biodiversity (Lovejoy 2005;
Lemieux & Scott 2005; Scott & Lemieux 2005). Many
of these regulatory tools and approaches will need to be
revisited in the light of the significant changes that are an-
ticipated under even moderate climate-change regimes.

Actually addressing the deficiencies identified through
these reviews may be difficult without significant politi-
cal will. There will likely be significant concern expressed
from all sides about sweeping revisions to existing laws
and regulations.

Discussion and Conclusions

To those who are already familiar with the practice of
wildlife management and biodiversity conservation,
many of the strategies reviewed here will undoubtedly
look like business as usual. Strategies such as land pro-
tection, habitat restoration, species translocation, and
captive propagation have long been considered integral
components of the manager’s toolbox (IUCN and Con-
servation Measures Partnership 2006b). Even many of
the adaptation strategies that are proposing new activi-
ties (such as reviewing monitoring programs or laws and
regulations) involve the review of existing approaches,
rather than the development of new techniques.

On the one hand, this is reassuring. Our review of
the literature showed that society (and the community
of wildlife and natural resource managers in particular)
already possesses many of the tools that will be necessary
to help wildlife and ecosystems adapt to climate change.
Business as usual may not be so bad after all.

Yet in a very real sense business as usual is no longer
an option in a world where climate change has the po-
tential to irrevocably alter biodiversity and ecosystems in
both major and minor ways. Managers may still be us-
ing many of the same tools, but they will increasingly
need to view the ways in which they use these tools
through the lens of climate-induced changes to species
and ecosystems. Our old, static views of biodiversity
will need to yield to new and dynamic understandings
of changing ecosystems and changing climates (Lovejoy
2005). Dynamic landscape conservation plans (Hannah
& Hansen 2005) represent just one approach for com-
bining existing management approaches with the most
up-to-date projections of climate-change effects. Other
new and innovative tools such as statistical downscaling
(Easterling 1999) and small-scale climate-habitat models
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(Carroll 2005) will undoubtedly become increasingly im-
portant for managers in the future (The Heinz Center
2007).

Some of the strategies described here will probably
prove more useful than others. Targeted land protection
and efforts to increase landscape permeability will clearly
benefit a broad range of species. Other activities, such as
species translocation and captive propagation, will bene-
fit only a handful of species and may ultimately be unsuc-
cessful at preventing the extinction of individual species,
despite our best efforts. The literature discussing these
approaches clearly indicates that no one strategy is opti-
mal; each has particular circumstances in which it may
be more or less appropriate. There is also considerable
opportunity for the development of additional strategies
and approaches; we have only begun to think about the
management of climate-change effects in a systematic
manner.
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Influence of Headwater Streams on Downstream Reaches in Forested
Areas

Lee H. MacDonald and Drew Coe

Abstract: The source areas of headwater streams typically compose 60% to 80% of a catchment. This, plus the
typical increase in precipitation with elevation, means that headwater streams generate most of the streamflow
in downstream areas. Headwater streams also provide other important constituents to downstream reaches,
including coarse and fine sediment, large woody debris, coarse and fine organic matter, and nutrients. The
relative importance of headwater streams as a source of these other constituents is highly variable because the
amount and quality of each constituent can be modified by in-channel storage, dilution, biological uptake,
diminution, and chemical transformations. Headwater sources of water, fine sediment, and fine particulate
organic matter are more likely to be delivered to downstream reaches than coarse sediment, woody debris,
nutrients, or an increase in water temperatures. The complexity and temporal variability of channel-hillslope
interactions, in-channel processes, and downstream conditions makes it difficult to rigorously link upstream
inputs and anthropogenic activities to the condition of downstream resources. These issues may preclude the use
of adaptive management, particularly in larger basins, as adaptive management implicitly assumes that (1)
downstream changes can rapidly be detected, (2) management will change rapidly in response to any adverse
change, and (3) a management change will rapidly improve the affected resource. Since these assumptions may
be difficult to satisfy—particularly in larger basins—the use of adaptive management must be carefully
examined before it can be applied at the watershed scale. FOR. SCI. 53(2):148–168.

Keywords: streamflow, sediment, large woody debris, cumulative watershed effects, adaptive management

HEADWATER STREAMS compose the uppermost por-
tions of the stream network. Headwater streams
typically represent from 60 to 80% of the total

stream length within a catchment (Schumm 1956, Shreve
1969), and they drain 70 to 80% of the total catchment area
(Sidle et al. 2000, Meyer and Wallace 2001). The small size
of headwater streams means that they are particularly re-
sponsive to natural and anthropogenic disturbances such as
debris flows, changes in vegetative cover, changes in sedi-
ment inputs, and changes in organic matter inputs (Benda et
al. 2005, Hassan et al. 2005a, Richardson et al. 2005). The
preponderance of headwater streams, when combined with
their sensitivity and potential linkages to downstream re-
sources, means that headwater streams are of increasing
interest to scientists and resource managers (Whiting and
Bradley 1993, Gomi et al. 2002, JAWRA 2005).

By definition, headwater streams begin where surface
runoff is sufficiently concentrated to cause scour and dis-
tinct banks (Dietrich and Dunne 1993). This surface runoff
may occur only during storm events or snowmelt (“ephem-
eral”), seasonally (“intermittent”), or continuously (“peren-
nial”). Headwater channels can be distinguished from hill-
slope rills because they are relatively persistent features on
the landscape and generally occur in strongly convergent
areas. The channel head or the initiation point for headwater
channels can migrate in response to large storm events or

severe disturbance (Montgomery and Dietrich 1989, Istan-
bulluoglu et al. 2004), but such changes do not alter the
general location of a stream within a landscape and usually
do not alter stream order.

The downstream end of headwater channels is more
ambiguous, but in this article the lower boundary is defined
as the colluvial-alluvial transition point. When the drainage
area is 1 km2 or less, colluvial (hillslope) processes domi-
nate channel form and in-channel fluxes. As the drainage
area increases from 1 km2 to 10 km2, alluvial processes
become an increasingly dominant control on channel mor-
phology and fluxes (Montgomery and Foufoula-Georgiou
1993, Brummer and Montgomery 2003, Stock and Dietrich
2003). Some authors have suggested that a drainage area of
1 km2 and a channel slope of 20 to 30% defines this
colluvial-alluvial transition point (Montgomery and
Foufoula-Georgiou 1993, Woods et al. 1995, May and
Gresswell 2004), but variations in climate, geology, and
other factors means that this transition can occur when the
drainage area is as small as 0.1 to 0.3 km2 (Benda and
Dunne 1997a) or as large as 10 km2 (Madsen 1994, Brum-
mer and Montgomery 2003). For the purposes of this article
headwater channels are defined as any channel with a drain-
age area of up to 10 km2. In the Pacific Northwest this upper
limit corresponds to streams that are up to about 10 m wide
(Brummer and Montgomery 2003).
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Given their location in the landscape, the hydrologic,
geomorphic, and biological characteristics of headwater
streams result from a dynamic mix of colluvial and alluvial
processes. In downstream channels the channel conditions
and material fluxes are again a complex integration of the
fluxes and processes from both upslope and upstream, but
the hillslopes adjacent to higher-order channels generally
play a much smaller role in terms of streamflow, sediment
yields, nutrient fluxes, aquatic productivity, and aquatic
biodiversity.

The management of headwater channels is important
because they drain the vast majority of the catchment area,
and they are a critical source of water, sediment, fine and
coarse organic matter, and nutrients (Gomi et al. 2002).
They also are the first source of aquatic life as one makes
the transition from hillslopes into the channel network.
From a regulatory perspective, headwater streams have been
largely ignored despite their potential effect on downstream
reaches. Towns and cities generally are located adjacent to
larger streams and rivers, and laws such as the Clean Water
Act initially focused on regulating point sources, maintain-
ing water quality in these larger streams for domestic use,
and sustaining fisheries. It was not until 1972 that the Clean
Water Act explicitly addressed nonpoint pollution sources,
such as hillslope erosion. Similarly, state-level forest prac-
tice regulations focused on perennial, fish-bearing streams
until the late 1980s or early 1990s.

The wider recognition of the importance of headwater
streams is relatively recent (Jackson et al. 2001, Gomi et al.
2002, Halwas and Church 2002, Jackson and Sturm 2002,
Benda et al. 2005, Hunter et al. 2005). Relative to higher-
order channels, there have been much fewer studies on the
conditions and instream dynamics of headwater streams
despite their relative predominance in terms of drainage
area and total stream length. Although most paired-water-
shed studies have been conducted at the scale of headwater
streams, these typically have focused on the watershed-scale
changes in streamflow and sediment yields and treated the
watershed as a black box. Few studies have rigorously
examined the extent to which headwater streams control
downstream conditions, despite the conceptual recognition
of headwater-downstream linkages (e.g., Vannote et al.
1980, Benda et al. 2004b). Hence, the purpose of this article
is to review existing knowledge with respect to:

1. How well are headwater streams connected to down-
stream areas in terms of the generation and delivery of
discharge, coarse and fine sediment, coarse and fine
organic matter, temperature, and nutrients?

2. To what extents do natural disturbances and anthro-
pogenic activities alter the connectivity between hill-
slopes, headwater streams, and downstream areas?

3. To what extent are downstream conditions controlled
by the inputs from headwater streams as compared to
colluvial processes from the adjacent hillslopes and
the intervening riparian and fluvial processes?

The answers to these three questions are important be-
cause they determine the extent to which downstream con-
ditions are affected by management activities in headwater

drainages. The strength of the linkages between headwater
catchments and downstream conditions are important for
justifying the regulation of headwater streams, and for pre-
dicting the magnitude and timing of cumulative watershed
effects (CWEs).

Similarly, the magnitude and timing of the connectivity
between headwater streams and downstream reaches di-
rectly affects the extent to which adaptive management can
be applied in larger catchments. Adaptive management is
increasingly touted as the most practical approach for re-
source management given the complexities and uncertain-
ties in predicting management impacts at the watershed
scale (Stednick et al. 2004). In larger watersheds the suc-
cessful use of monitoring and adaptive management de-
pends to a large extent on the strength of the linkages
between upstream and downstream resources, and the re-
sponsiveness of downstream resources to a specified change
in upstream management. Hence, the final objective of this
article is to assess the validity of the assumptions implicit in
the use of adaptive management at the watershed scale, and
the relative detectability of anthropogenic effects on down-
stream channel conditions.

The following sections discuss the extent to which head-
water streams are connected to downstream areas with
respect to discharge, coarse and fine sediment, coarse and
fine organic matter, temperature, and nutrients. Most of the
examples are drawn from forested streams from northern
California up through British Columbia, as this is where
these issues are particularly controversial and much of the
recent research has been conducted. The final section ad-
dresses the implicit assumptions and constraints on using
adaptive management at the watershed scale.

Contribution of Headwater Streams to
Downstream Runoff

The contribution of headwater streams to downstream
runoff is critical for water supply as well as the transport of
sediment, coarse and fine organic matter, and nutrients
(Moore and Wondzell 2005). Approximately 95% of the
runoff in a channel is generated on hillslopes (Knighton
1998). Since first-order channels compose the vast majority
of the drainage network, it follows that headwater streams
are usually the primary source of streamflow.

The delivery of water from hillslopes to channels can
occur as surface flow, subsurface stormflow, or groundwa-
ter (Dunne and Leopold 1978, Novotny and Olem 1994). In
headwater catchments the delivery of water to the channel
and hence the magnitude and timing of peak flows are
controlled primarily by hillslope processes (Dunne 1976).
In a 1 km2 basin the time to peak flow can vary from about
25 min when Horton (infiltration-excess) overland flow is
the dominant runoff process, to 1 hour for saturation over-
land flow, and over 18 hours when subsurface stormflow is
the dominant runoff process (Dunne 1976). Horton overland
flow is rare in forested areas in the western United States,
and water from the hillslopes is delivered to the channel
network primarily by subsurface stormflow (McGlynn et al.
2004, McNamara et al. 2005) and secondarily by saturation
overland flow.
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The amount and timing of hillslope runoff varies as the
channel network expands and contracts under different
moisture conditions (Hewlett and Nutter 1970, Hunter et al.
2005), and the hillslopes become hydrologically connected
or disconnected from the stream network (McNamara et al.
2005). During dry periods, hydrologic connectivity is pri-
marily restricted to wet convergent areas and the riparian
zones immediately adjacent to the channel (McGlynn et al.
2004). Subsurface stormflow is only generated under rela-
tively wet conditions, and the delivery of this water to the
stream channel is increasingly viewed as threshold-depen-
dent. In humid forested catchments recent studies indicate
that subsurface stormflow only occurs when rainfall ex-
ceeds about 20 to 55 mm under wet antecedent conditions
(Weiler et al. 2005). Hillslopes with shallower soils tend to
have lower thresholds (Weiler et al. 2005, Tromp-van
Meerveld and McDonnell 2006), and the entire hillslope
may not be hydrologically connected to the stream until the
deepest soils wet up. This means that even though hillslopes
compose most of the drainage area, complete hillslope-
stream connectivity may only occur a couple of times per
year in drier, rain-dominated forested areas, and only during
spring snowmelt in snow-dominated areas (McGlynn and
McDonnell 2003, Weiler et al. 2005, McNamara et al.
2005).

The variability and complexity in hillslope-stream con-
nectivity helps explain why headwater streams can have
higher peak flows per unit area and greater variability than
their downstream counterparts (Figure 1) (Woods et al.
1995, Gomi et al. 2002). The higher peak flows in headwa-
ter basins can be attributed to several factors, including the
general tendency for precipitation to increase with increas-
ing elevation; the greater potential for an entire basin to be
simultaneously affected by an intense rain event; the poten-
tial for the entire basin to fall within a narrow elevation

band and therefore be subjected to rain or rain-on-snow
rather than a mixture of rain and snow; the ability for an
entire basin to be simultaneously at or near peak snowmelt
rates; and the potential for runoff from different portions of
a basin to be synchronized.

As basin size increases, the magnitude and timing of
storm runoff are increasingly controlled by the structure and
morphology of the drainage network and valley bottoms
rather than hillslope-scale runoff processes (Robinson et al.
1995, Gomi et al. 2002, McGlynn et al. 2004). As a hypo-
thetical example, the maximum channel length in a 100 km2

basin will be on the order of 15 to 20 km. During high flows
the mean water velocity should be around 1.5 m s�1, so the
average water molecule might spend several hours in the
channel before reaching the basin outlet. Depending on the
dominant runoff process, the travel time for water in the
stream is comparable to the time lag between precipitation
(or snowmelt) and the input of water into the stream chan-
nel. With increasing basin size the in-channel travel time
increases and the hillslope runoff processes become pro-
gressively less important in defining the magnitude and
timing of stormflow hydrographs.

In larger basins rainfall and snowmelt inputs will exhibit
greater spatial variability, and the peak flows from the
various sub-basins are more likely to be desynchronized.
Larger basins generally will have more potential water
storage in and on the banks and floodplains. With increasing
basin size there is more potential for transmission losses, but
in most mountainous environments these generally are as-
sumed to be negligible (Table 1). Transmission losses can
be substantial when a stream flows across a coarse-textured
alluvial fan or alluvial plain (Herron and Wilson 1999,
Woods et al. 2006), in karst terrane, and in semi-arid envi-
ronments when the water table is below the deepest portion
of the stream channel.

Figure 1. Unit area peak flows with a recurrence interval of four years versus catchment area for 477 gauging
stations in Washington state.
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Because stream channels are relatively efficient convey-
ers of water, particularly at higher flows, any change in
runoff induced by management activities in headwater ba-
sins is likely to affect downstream runoff (Table 1). The
aggregation of various management-induced changes in
flow from different headwater areas can result in a cumu-
lative watershed effect (CWE), and the magnitude of this
effect depends primarily on the changes in flow resulting
from each management activity, and only secondarily on
how these changes in flow are transmitted downstream
(MacDonald 2000).

The management-induced changes in flow can be diffi-
cult to assess in large forested watersheds for several rea-
sons. First, paired-watershed studies have shown that the
combination of forest harvest and roads can increase the
size of peak flows, decrease the size of peak flows, or have
no significant effect (Harr and McCorison 1979, Austin
1999, Moore and Wondzell 2005). The majority of studies
conducted in small (i.e., 10–300 ha), rain-dominated catch-
ments in the Oregon Cascades and along the Pacific Coast
have shown that extensive forest harvest increases the size
of the average storm peak flow by about 13 to 44% (Moore
and Wondzell 2005). In snowmelt-dominated areas forest
harvest generally increases the annual maximum peak flows
by about 40%, but values can range up to 87% (Troendle
and King 1987, King 1989, Moore and Wondzell 2005).
Both field (Toman 2004) and modeling (Wigmosta and
Perkins 2001) studies indicate that road runoff can increase
peak stormflows in small headwater streams by up to 500%,
but studies in larger basins generally have not been able to
document a road-induced increase in peak stormflows. This
variability means that an understanding of the underlying
causal processes is needed to predict the hydrologic re-
sponse of different headwater basins to a given set of
management activities.

A second difficulty is whether the results from small
watersheds can be extrapolated to larger basins, as most
paired-watershed studies have been conducted at the head-
water scale. The combined effect of forest harvest and roads
on runoff is still controversial in basins larger than about 10
to 20 km2, especially where rain-on-snow events generate
the largest floods. A 1996 article, for example, claimed that
forest harvest and roads increased peak flows by up to

100% in large catchments (62–559 km2) as compared to
a 50% increase in catchments smaller than 1.0 km2 (Jones
and Grant 1996). Other researchers used different statis-
tical methods to analyze the same data set and found no
significant increases in peak flows in the same large
catchments (Thomas and Megahan 1998, Beschta et al.
2000). A decreasing change in the size of peak flows with
increasing catchment size could be attributed to increased
floodplain storage, greater spatial and temporal variabil-
ity in rainfall and snowmelt, greater variability in basin
characteristics (e.g., geology, soils, vegetation, and
drainage network structure), and the tendency for per-
centage area disturbed to decrease with increasing basin
size (Megahan and Hornbeck 2000, Beschta et al. 2000).
In the snowmelt-dominated Rocky Mountains, the
changes in flow due to harvesting 24% of a nearly 17 km2

basin were similar to the values observed in small head-
water basins (Troendle et al. 2001).

A third problem is the decline in measurement accu-
racy in larger basins because streamflows usually are
measured in natural channels rather than with carefully
engineered flumes or weirs. A lower accuracy limits our
ability to detect significant change (see section on adap-
tive management). A final limitation is that treatments
such as forest harvest do not persist over time due to
vegetative regrowth. In larger basins, treatments tend to
be spread out over longer time periods and regrowth will
reduce both the magnitude of the changes in streamflow
and the number of storms or years that can be compared
(Austin 1999, Jones 2000).

We conclude that headwater streams are the dominant
source of runoff. This water is generally conveyed to down-
stream areas (Table 1), and in-channel processes become
increasingly important with increasing basin size. Manage-
ment-induced changes in runoff have been repeatedly de-
tected in small experimental watersheds, but it is much more
difficult to detect the effects of forest management on runoff
in larger basins due to the spatial and temporal variations in
precipitation and snowmelt, transmission and storage losses,
the uncertainties in quantifying the site-scale changes in
runoff, measurement errors, and the difficulty of rapidly
imposing a given treatment while maintaining a comparable
untreated control.

Table 1. Generalized relative likelihood of the storage, transformation, and delivery of eight different constituents from headwater streams to
downstream reaches

Constituent

Likely magnitude of
Means of
deliveryStorage Transformation Delivery

Discharge Low Low High All flows, minimal delay
Fine sediment (�2 mm) Low to moderate Low Moderate to high All flows, but predominantly high flows
Coarse sediment (�2 mm) High Moderate to high Low to moderate High flows and mass wasting events
Large woody debris High Low to moderate Low Mass wasting or extremely high flows
Coarse particulate

organic matter
Moderate High Moderate Primarily high flows and mass wasting

Fine particulate
organic matter

Low to moderate Moderate Moderate to high All flows, especially high flows

Nutrients High High Low to moderate All flows
Temperature Low High Low to moderate Low flows
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Hillslope Sediment Production and Delivery

While hillslope runoff is usually delivered to headwater
channels by subsurface flowpaths, sediment is transported
into headwater channels and downstream reaches by surface
processes (Benda and Dunne 1997a, b, Istanbulluoglu et al.
2004). The proportion of hillslope erosion that is delivered
to channels varies with the transport process, proximity to
the stream channel, flowpath characteristics, sediment par-
ticle size, level of disturbance, and the magnitude of runoff
and erosion events (Dietrich et al. 1982, Wemple et al.
1996, Reid and Dunne 1996, Benda and Dunne 1997a, b,
Croke and Mockler 2001, Sidle et al. 2004, Istanbulluoglu et
al. 2004). Similarly, the ability of headwater streams to
deliver sediment to downstream reaches is a function of
channel type, transport process, transport capacity, and sed-
iment particle size (Knighton 1998, Bunte and MacDonald
1999, Hassan et al. 2005a). The delivery of sediment to
stream channels generally can be classified as discrete (e.g.,
debris flows) or relatively chronic (e.g., soil creep or the
storm-by-storm delivery of sediment from roads).

Mass wasting accounts for 60% to more than 90% of
long-term sediment inputs in many headwater catchments in
the Pacific Northwest (Swanson et al. 1982, Benda and
Dunne 1987, Raines 1991, Paulson 1997, Brardinoni et al.
2003, Benda et al. 2005). At a larger scale, mass wasting
accounted for 86% of the total sediment yield for a 187 km2

catchment in northwestern California (Raines 1991) and 44
to 98% of the total sediment yield for catchments in north-
western Washington with drainage areas of 12 to 140 km2

(Paulson 1997).
In headwater catchments the dominant mass wasting

processes are either translational slides or debris flows,
and these typically originate in colluvial hollows and
inner gorge landforms (Dietrich and Dunne 1978, Benda
et al. 2005). The density of colluvial hollows in northern
California and the Oregon Coast Range range from 22 to

100 per square kilometer (Dietrich and Dunne 1978,
Montgomery and Dietrich 1989, Benda 1990), and the
average cycle of infilling and failure has been estimated
at 5,000 – 6,000 years (Dietrich et al. 1982, Benda and
Dunne 1987, Reneau and Dietrich 1991). In some geo-
logic terranes (e.g., the Franciscan formation in north-
western California), mass wasting in the form of deep-
seated earthflows can be the dominant process for deliv-
ering hillslope sediment to the stream network (Kelsey
1978).

The delivery of sediment from a mass wasting event to a
headwater channel depends on its location relative to the
channel network and the travel distance of the landslide or
debris flow. Colluvial hollows often are immediately above
the heads of first-order channels, so landslides or debris
flows in colluvial hollows typically have to travel only a
short distance before entering the channel network, and
often connect colluvial hollows to first-order channels
(Montgomery and Dietrich 1989, Istanbulluoglu et al.
2004). Inner gorges are steep and parallel to the channel
network, so mass failures in this landform also have a high
probability for delivering water and sediment to the channel
network (Paulson 1997). By combining data from two field
studies (Benda and Cundy 1990, Robison et al. 1999), we
found that the median travel distance for 473 landslides and
debris flows in Oregon and northwestern Washington was
just under 250 m, although 5% had a travel distance in
excess of 1,300 m (Figure 2).

Mass wasting events deliver both fine and coarse sedi-
ment to the channel network (Reid and Dunne 1996). Shal-
low mass wasting processes, such as translational slides,
typically remove the soil profile down to bedrock, so the
particle-size distribution of this material is similar to the
particle-size distribution of the soil profile (Reid and Dunne
1996). In the Oregon Coast Range, the particle-size distri-
bution of the sediment stored in first- and second-order

Figure 2. Cumulative frequency distribution of landslide and debris flow runout distances (n � 473) (Benda and
Cundy 1990, Robison et al. 1999).
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channels was almost identical to the particle-size distribu-
tion of the material stored in colluvial hollows (Benda and
Dunne 1987). The larger clasts delivered into headwater
streams by debris flows and deep-seated mass wasting often
exceed the flow competence and remain in the channel as
lag deposits (Brummer and Montgomery 2003).

Sediment inputs by shallow mass wasting generally are
episodic in nature. The recurrence interval of these events
decreases with distance downstream because of the rapid
increase in the number of landslide-prone landforms—such
as colluvial hollows—with increasing scale (Figure 3). The
likelihood of disturbance (e.g., fire or timber harvest) or an
exceptionally large storm event also increases with increas-
ing catchment size (Benda and Dunne 1997a). If erosion
events were completely random, annual sediment inputs and
sediment yields should be progressively less variable with
increasing scale. In fact, the large frontal storms that trigger
mass wasting events in the Pacific Northwest tend to occur
over relatively large areas, and a compilation of sediment
yield data from different regions shows little change in the
variability of annual sediment yields with increasing basin
size (Figure 4).

Land use activities can increase both the frequency and
magnitude of mass wasting and surface erosion. In forested
areas, timber harvest and roads can increase the amount of
sediment being produced from mass wasting by 3 to 16
times (Swanson and Dyrness 1975, Montgomery et al.
2000, Guthrie 2002, May 2002), and the amount of sedi-
ment being delivered to the channel network by 0.6 to 138
times (Guthrie 2002, Brardinoni et al. 2003, Hassan et al.
2005a). The management-induced increases in the amount
of sediment being delivered to the channel network are due
to an increase in travel distance as well as an increase in

frequency. In the Oregon Coast Range, road-induced mass
failures traveled three times as far as the mass failures in a
mature forest, and the road-induced mass failures increased
the amount of sediment being delivered to the channel
network by nearly five times relative to mature forests (May
2002).

The chronic sources of sediment in headwater channels
include soil creep, bank erosion, and surface erosion (Rob-
erts and Church 1986, Hassan et al. 2005a). Estimated soil
creep rates are 0.001 to 0.01 m yr�1 for the Oregon Coast
Range, 0.002 m yr�1 for the Oregon Cascades, and 0.02
m yr�1 for Northern California (Dietrich and Dunne 1978,

Figure 3. Predicted recurrence intervals for landslides and debris flows versus catchment area under undis-
turbed conditions in the North Fork of Smith Creek, Oregon. The average recurrence interval for a 3 km2

catchment was reported as 50–100 years (Benda and Dunne 1997a), so a value of 75 years was used here. The
recurrence interval for the sixth-order catchment was reported as less than a decade, and a value of 10 years was
used here.

Figure 4. Coefficient of variation for annual sediment yields versus
basin area (Bunte and MacDonald 1999).

Forest Science 53(2) 2007 153



Swanson et al. 1982, Benda et al. 2005). The volume of
sediment that is delivered to the stream network from soil
creep depends on the creep rate, soil depth, and drainage
density (Dietrich and Dunne 1978, Roberts and Church
1986).

The high infiltration rates in most undisturbed forested
catchments mean that rainsplash, sheetwash, and rilling
typically generate no more than a small fraction of the
sediment that is delivered from hillslopes to headwater
channels (Roberts and Church 1986, Hassan et al. 2005).
Even if overland flow does occur, the dense vegetative
cover and high surface roughness minimize overland flow
velocities and sediment transport capacity (Dietrich et al.
1982, Libohova 2004).

Overland flow and the associated surface erosion pro-
cesses are common on unpaved forest roads, and the result-
ant road surface erosion rates are commonly two or more
orders of magnitude higher than the surface erosion rates in
undisturbed areas (Megahan and Kidd 1972, Reid and
Dunne 1984, Luce and Black 1999, MacDonald et al. 2004).
Road erosion rates in the western United States have been
estimated at up to 101 kg m�2 yr�1 for heavily trafficked
roads in western Washington (Reid and Dunne 1984), but
more typical values are from 0.2 to 2.0 kg m�2 yr�1 (Mac-
Donald and Stednick 2003). In the Oregon Coast Range,
sediment production from different road segments followed
a log-normal distribution, indicating that most of the road-
related sediment is being derived from a relatively few
segments. Road sediment is of particular concern because it

generally is fine-grained (sand-sized or smaller) (Megahan
and Hornbeck 2000, Ramos-Scharron and MacDonald
2005), and this material is particularly detrimental to many
aquatic organisms (Waters 1995).

There are fewer data on the delivery of sediment from
roads to the stream network than on road sediment produc-
tion. Studies in the western United States have reported that
from 18% to 75% of the roads are hydrologically connected
to the stream network (Coe 2006). A recent analysis of these
connectivity data indicates that the percentage of roads
connected to the stream network is directly proportional to
the mean annual precipitation (Figure 5) (Coe 2006). The
presence of engineered drainage structures—such as water-
bars, rolling dips, or relief culverts—can decrease the pro-
portion of roads that are connected to the stream network by
about 40% (Figure 5). The small size of the particles being
eroded from roads means that the hydrologically connected
roads also will be delivering sediment to the stream
network.

High-severity wildfires in forested basins can increase
the production and delivery of sediment by several orders of
magnitude (Moody and Martin 2001, Wondzell and King
2003, Benavides-Solorio and MacDonald 2005). This in-
crease is due to the severe reduction in infiltration rates, the
high overland flow velocities due to the loss of ground
cover and surface roughness, and the large increase in
drainage density due to the headward extension of the
channel network (DeBano et al. 1998, Robichaud et al.
2000, Wondzell and King 2003, Istanbulluoglu et al. 2004,

Figure 5. Percentage of roads connected to the stream channel network versus mean annual precipitation
(Coe 2006).
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Libohova 2004). In the Colorado Front Range most of the
sediment from high-severity fires is due to channel incision
(Moody and Martin 2001, Pietraszek 2006), and this is why
convergent hillslopes tend to produce several times more
sediment per unit area than planar hillslopes (Benavides-
Solorio and MacDonald 2005). The increase in drainage
density greatly increases the hillslope-stream connectivity
(Libohova 2004), and most of the sediment from high-se-
verity fires is available for transport to downstream reaches
(Moody and Martin 2001, Pietraszek 2006). In contrast,
postfire erosion rates after moderate- and low-severity fires
are one or more orders of magnitude lower than for sites
burned at high severity because the protective litter layer
and soil organic matter is not completely consumed and
there is correspondingly less rainsplash, soil water repel-
lency, and overland flow (Robichaud et al. 2000, Neary et
al. 2005).

Connectivity of Sediment from Headwater
Channels to Downstream Reaches

The delivery of sediment from headwater channels to
downstream reaches depends on the transport process, chan-
nel type, transport capacity, and sediment particle size. In
steep headwater catchments, debris flows can be the dom-
inant process for delivering sediment to first- and second-
order channels as well as the predominant source of sedi-
ment (Benda and Dunne 1987, Benda 1990, May 2002,
Benda et al. 2005). Debris flows typically erode the collu-
vium and alluvium stored along the axis of a hollow or
headwater channel, and in the Oregon Coast Range they can
entrain from 2 to 15 m3 of sediment per meter of channel
length (Benda 1990, May 2002). Debris flows typically
deposit sediment when tributary junction angles exceed 70
degrees (Benda and Cundy 1990) and channel slopes are
less than 10% (Benda et al. 2005). However, debris flows

can deposit sediment in channels with gradients of up to
25%, or continue to transport sediment when the channel
slope is as low as 3% (Benda et al. 2005). In general, most
of the sediment from debris flows is deposited in channels
that are third-order or higher (Benda and Dunne 1987,
Benda 1990, May 2002, Benda et al. 2005). As noted
earlier, the transport process also will affect the size of the
sediment being transported from the hillslope to the
channel.

The sediment transport capacity of headwater channels,
and hence the delivery of sediment to downstream reaches,
is limited by the high flow resistance due to large clasts,
large woody debris, and vertical bedforms such as channel
steps (Montgomery and Buffington 1997, Curran and Wohl
2003, Benda et al. 2005). The high roughness in headwater
channels provides flow resistance, which reduces sediment
entrainment and makes it more difficult to predict sediment
transport rates (Hassan et al. 2005a).

The entrainment and transport of sediment in stream
channels can be divided into three phases (Ashworth and
Ferguson 1989, Hassan et al. 2005a), and these represent
different degrees of upstream-downstream connectivity
(Figure 6). In phase I, sand-sized or finer material is trans-
ported over a stable bed, and this can deliver fine sediment
to downstream reaches at relatively low flows (Ashworth
and Ferguson 1989). In phase II the entrainment and trans-
port of the bed material is size-selective, and in phase III the
entire bed is mobilized, resulting in a high degree of up-
stream-downstream connectivity. The coarse nature of the
bed material in many headwater streams means that phase II
and especially phase III transport are relatively infrequent,
particularly in channels with strongly structured bedforms
(e.g., step-pool channels) (Grant et al. 1990, Hassan et al.
2005).

These three phases of sediment transport mean that fine

Figure 6. Schematic diagram of the different phases of bedload transport and sediment connectivity
versus shear stress (adapted from Hassan et al. 2005).
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sediment is more readily delivered to downstream reaches
than coarser particles (Table 1). Nevertheless, large
amounts of fine sediment can be stored in headwater chan-
nels in the lee of large boulders, behind large woody debris,
under the surface armor layer, in the channel margins, and
on floodplains and terraces (Grant et al. 1990, May and
Gresswell 2003b, Benda et al. 2005). In a small ephemeral
channel in western Washington, only 35% of the fine
(0.063–0.5 mm) and 10% of the coarse (0.5–2.0 mm) sand
particles were transported more than 95 to 125 m (Duncan
et al. 1987). These low proportions were attributed to the
effects of large woody debris on sediment storage and
transport rates (Duncan et al. 1987).

Recent studies have documented the important role of
large woody debris with respect to the storage and transport
of sediment in headwater channels (Keller and Swanson
1979, Megahan 1982, Chesney 2000, May and Gresswell
2003b, Gomi and Sidle 2003). In the Pacific Northwest and
Alaska, large woody debris stored an average of 0.5 m3 of
alluvial sediment per meter of channel, and the range of
values was from 0 to 2.9 m3 m�1 (Megahan 1982, Chesney
2000, May and Gresswell 2003b, Gomi and Sidle 2003).
There may be very little sediment stored in channels that
have been recently scoured by debris flows (May and Gres-
swell 2003b), but the amount of stored sediment will in-
crease over time as sediment is delivered to the channel by
colluvial processes and the sediment storage capacity in-
creases with the recruitment of woody debris (May and
Gresswell 2003b).

Sediment transport models developed for larger alluvial
channels typically overpredict sediment transport rates in
headwater streams by at least an order of magnitude (Has-
san et al. 2005a). This overprediction can be attributed to
the greater form roughness and sediment storage capacity in

headwater streams. Alternatively, empirical models derived
from tracer studies can be used to estimate the downstream
travel distance and delivery of sediment. The best model
developed from 50 studies explained 43% of the variability
in mean annual travel distance as a function of tracer par-
ticle size and bankfull channel width:

log10T � 2.30 � 0.819 log10W � 0.611 log10D, (1)

where T is the mean annual travel distance in m yr�1, W is
the bankfull channel width in m, and D is the particle size
in mm (Bunte and MacDonald 2002). The significance of
bankfull width is consistent with other analyses of tracer
studies (Beechie 2001) and the cross-correlations between
channel width and other variables, such as channel slope
and flow depth (Knighton 1998).

Equation 1 indicates that the mean annual travel distance
for a 3 m-wide headwater stream will vary from several
kilometers for a particle that is only 0.05 mm in diameter to
only a few tens of meters for a particle that is 64 mm in
diameter (Figure 7). Both Figure 7 and our understanding of
sediment transport processes indicate that there is likely to
be a long lag in the delivery of larger particles to down-
stream reaches, and this lag increases as channel size de-
creases and particle size increases (Table 1). Particle abra-
sion will decrease travel times by decreasing particle sizes,
and for weaker rock types this particle breakdown can
greatly increase sediment delivery from headwater streams
to downstream reaches (Benda and Dunne 1997b). The
sediment derived from unpaved roads also has a relatively
high likelihood of being delivered to downstream areas
because it is predominantly sand-sized or smaller. Much of
the sediment derived from high-severity wildfires is likely
to be delivered to downstream reaches because it is largely

Figure 7. Predicted mean annual sediment travel distance for four different particle sizes as a function of
bankfull channel width. The model explains 43% of the variability in mean annual sediment travel
distance.
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derived from rill and channel erosion (Moody and Martin
2001, Pietraszek 2006). High-severity wildfires also greatly
increase the size of peak flows, and hence the sediment
transport capacity (Helvey 1980, Istanbulluoglu et al. 2004).

Downstream Effects of Sediment Inputs

The delivery of sediment through the channel network
can affect water quality, channel morphology, and aquatic
organisms in downstream reaches, but the magnitude and
type of these effects depend in part on whether the sediment
delivery is episodic or chronic (Waters 1995, Gresswell
1999, Trombulak and Frissell 2000). Many of the docu-
mented impacts from headwater areas are due to high-mag-
nitude, low-frequency disturbances that transport large
slugs of sediment from hillslopes or headwater streams to a
downstream reach. Such episodic inputs can induce debris
fans, valley terrace formation, channel avulsions, coarse
sediment deposits, substrate fining, increased bedload trans-
port, and channel aggradation (Madej and Ozaki 1996, Lisle
et al. 2000, Miller and Benda 2000, Sutherland et al. 2002,
Benda et al. 2004a, May and Lee 2004). The effects of these
episodic inputs tend to be most pronounced at the conflu-
ence of headwater streams with larger channels, as these
locations are characterized by sharp changes in sediment
supply, wood loading, and transport capacity. These con-
fluence effects can include sediment deposition, a change in
substrate size, and changes in channel morphology above
and below the confluence (Benda et al. 2004a). Because the
processes that deliver sediment depend on both the tributary
and mainstem drainage area, the likelihood of a confluence
effect, such as a debris fan, increases as the ratio of the
tributary drainage area to the mainstem drainage area in-
creases (Figure 8) (Benda et al. 2004a). In humid environ-
ments, debris flows typically affect the mainstem when the
tributary drainage area is less than 1 km2 and the mainstem

drainage area is less than 50 km2 (Benda et al. 2004a). The
probability of a confluence effect is estimated to be greater
than 50% when the ratio of tributary to mainstem drainage
area exceeds 0.012 (Figure 8) (Benda et al. 2004a).

Alluvial effects occur when sediment from a tributary is
transported to a mainstem channel by high flows (e.g., phase
III sediment transport), and these effects can include
changes in gradient, sediment deposition, a change in sub-
strate size, and channel instability. The scale domain for
alluvial effects is when tributary drainage areas are greater
than 10 km2 and mainstem drainage areas are greater than
500 km2 (Figure 8) (Benda et al. 2004a).

Once a slug of sediment is delivered to a higher-order
channel, the resulting sediment wave can move downstream
via translation, dispersion, or a combination of the two
(Lisle et al. 2001). Translation means that the sediment
wave moves downstream as a single mass, but this is rare
except when the sediment is fine-grained and the flow is
tranquil (i.e., subcritical) (Lisle et al. 2001). In a purely
dispersive sediment wave the upstream edge and wave apex
do not travel downstream (Lisle et al. 2001). Because dis-
persion is the dominant process, the amplitude of sediment
waves tends to decrease rapidly over time, making them
difficult to detect unless the wave is relatively young or the
sediment input is large relative to the channel dimensions
(Lisle et al. 2001). Dispersion may be unimportant if the
large clasts delivered by mass wasting or other processes
exceed the flow competence of the receiving channel
(Brummer and Montgomery 2006). The movement of a
sediment wave can initiate a cycle of channel aggradation
and degradation (Madej and Ozaki 1996, Miller and Benda
2000, Sutherland et al. 2002), while the selective transport
and abrasion of material can induce downstream fining
(Sutherland et al. 2002).

There is less evidence in the literature on how the low

Figure 8. Process domains and the probability for confluence effects as a function of the tributary
drainage area relative to the mainstem drainage area for humid regions of the Pacific Northwest (Benda
et al. 2004a). The bold line represents a probability of 0.50 for a confluence effect.
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magnitude, chronic delivery of sediment from hillslope
sources can affect downstream reaches, as a change in
sediment load often is accompanied by other changes, such
as a loss of riparian cover or a change in the amount of large
woody debris (Everest et al. 1987). As indicated by Table 1
and Equation 1, fine sediment is more likely to be delivered
to downstream areas than coarse sediment. Numerous stud-
ies have linked an increase in fine sediment loads to changes
in macroinvertebrate populations and, to a lesser extent,
changes in fish habitat and fish populations (Everest et al.
1987, Waters 1995, Suttle et al. 2004). The overall trends
for macroinvertebrate populations show that a shift in the
substrate due to increasing fine sediment loads will tend to
decrease taxa richness and abundance; decrease the abun-
dance and richness of sensitive taxa such as Ephemeroptera,
Plecoptera, and Tricoptera; and increase the number of
oligochaetes and burrowing chironomids (Waters 1995).

These changes in the macroinvertebrate populations are a
concern because they can directly affect the amount and
type of prey available to high-value fisheries. Large in-
creases in fine sediment loads also are a concern because of
their potential adverse effect on spawning and rearing hab-
itat (Everest et al. 1987). At low sediment loads most of the
fine sediment in the channel is either on the channel margins
or in the matrix of the bed material (Carling and Reader
1982, Lisle and Hilton 1999). As the fine sediment supply
exceeds the storage capacity of the bed matrix, the fine
particles form surficial patches on the bed surface and in
pools (Lisle and Hilton 1999). In northwestern California
and in Colorado, both the sediment supply and the lithology
were found to affect the filling of pools with fine sediment
(Schnackenberg and MacDonald 1998, Lisle and Hilton
1999).

Relatively few studies in forested areas have documented
a significant relationship between downstream channel con-
dition and watershed-scale indices of sediment supply, such
as percent area harvested, road density, or equivalent roaded
(or clearcut) area (McGurk and Fong 1995, MacDonald et
al. 1997, Schnackenberg and MacDonald 1998, Faustini and
Kaufmann 2003, Cover et al. 2006). These studies can help
identify potential problems and possible causes, but they
generally do not quantify the various sediment sources or
provide the process-based analyses needed to guide regula-
tors and resource managers. At the headwater scale, paired-
watershed studies have shown that road construction can
increase sediment loads by 100 to 200% (Brown and Kry-
gier 1971, Rice et al. 1979), but many of these studies were
done when standards for road design, construction, and
maintenance were less stringent than present standards (e.g.,
more frequent drainage, full bench construction, limitations
on wet season use, and outsloping). Recent paired water-
shed studies in northwestern California have demonstrated
that increases in suspended sediment loads were primarily
controlled by postharvest increases in the volume of stream-
flow during storms (Lewis et al. 2001). Although increases
in suspended sediment were attributed to the watershed area
occupied by roads, there was little field evidence of sedi-
ment delivery from newly constructed roads (Lewis et al.
2001).

In summary, there is a need for studies to measure

directly the effects of current management activities on
sediment production in headwater areas, explicitly link
these sources to the channel network, evaluate sediment
routing, and then document whether there is a resulting
downstream physical and/or biological response. Efforts to
correlate disturbance indices with downstream conditions
will need to explicitly consider hillslope-channel connectiv-
ity rather than simply using watershed-scale means or totals.
The identification of a downstream response may be diffi-
cult because of the temporal variability in downstream
conditions and the potential effect of infrequent catastrophic
erosion events or longer-term processes, such as Pleistocene
glaciation or tectonic uplift, relative to contemporary hill-
slope erosion (Church and Slaymaker 1989, Kirchner et al.
2001, Ferrier et al. 2005).

Production and Delivery of Large Woody
Debris to Headwater Channels

Large woody debris (LWD) can play an important role in
modifying channel hydraulics, regulating sediment flux, and
controlling channel morphology and aquatic habitat (Mont-
gomery and Buffington 1997, Curran and Wohl 2003, Lan-
caster et al. 2003, May and Gresswell 2003b, MacFarlane
and Wohl 2003, Hassan et al. 2005b). The connectivity of
LWD from hillslopes to headwater channels depends pri-
marily on the processes by which wood is recruited and
transported.

In headwater catchments LWD is recruited through mass
wasting, tree mortality, windthrow, and bank erosion
(Keller and Swanson 1979, Martin and Benda 2001, Benda
et al. 2002, May and Gresswell 2003a). The relative impor-
tance of each process varies with local conditions and
stream size. In southeastern Alaska, bank erosion and tree
mortality were the primary sources of LWD in catchments
of 0.6–1.7 km2, while mass wasting accounted for less than
3% of the total wood recruitment (Martin and Benda 2001).
Bank erosion and tree mortality also were the primary
sources of LWD in northwestern California (Benda et al.
2002). In contrast, landslides delivered more than half of the
wood pieces to second-order streams in the Oregon Coast
Range (May and Gresswell 2003a). In third-order streams in
the same area, windthrow accounted for 60% of the wood
pieces, while mass wasting contributed only 10% (May and
Gresswell 2003a). In general, recruitment from mass wast-
ing becomes less important and recruitment from bank
erosion becomes more important with increasing drainage
area (Keller and Swanson 1979, Martin and Benda 2001).

The dominant recruitment process controls which and
how much of the hillslopes are connected to headwater
channels and the frequency of hillslope-channel interac-
tions. In the Oregon Coast Range, the median source dis-
tance for LWD was 40 m for a variety of mass wasting
processes, 20 m for windthrow, 18 m for tree mortality, and
2 m for bank erosion (May and Gresswell 2003a). This
indicates that mass wasting has a higher spatial connectivity
relative to the other LWD recruitment processes, but the
temporal connectivity of individual hillslopes may be much
lower because landslides and debris flows are so infrequent.
Individual tree mortality has a lower spatial connectivity
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because transport distances are less, but the temporal con-
nectivity is much higher because the LWD inputs are more
frequent and evenly spaced over time.

Delivery of LWD from Headwater Channels to
Downstream Reaches

The delivery of LWD from headwater channels to down-
stream reaches depends on the disturbance regime and high
flows in the headwater channel, as well as the number and
size of LWD (Table 1) (Hassan et al. 2005b). The transport
of LWD from headwater channels typically is associated
with debris flows or extreme floods (May 2002, Abbe and
Montgomery 2003, Benda et al. 2005, Hassan et al. 2005b),
but fluvial transport in headwater channels is relatively rare
because the LWD tends to be large relative to the channel
dimensions and size of peak flows (Bilby and Bisson 1998,
May and Gresswell 2003a). A meta-analysis of 10 studies
found that the normalized loading of LWD (i.e., pieces per
unit channel length divided by channel width) was greatest
in channels less than 5 m wide (Hassan et al. 2005b). These
results mean that the residence time of LWD in headwater
channels is primarily a function of the decay rate rather than
the transport rate (Keller and Swanson 1979, Lancaster et al.
2003, Hassan et al. 2005b).

Debris flows are the most important transport mecha-
nism for LWD in first- through third-order channels (Abbe
and Montgomery 2003), but fluvial transport becomes more
important as channel size increases (Hassan et al. 2005b).
Wood in mid-sized streams (i.e., third-order) tends to move
as a congested mass (Braudrick et al. 1997), while in fourth-
order and larger channels LWD is more likely to be selec-
tively transported. The travel distance of LWD in these
larger streams is a function of the ratio of wood length to
both the mean channel width and the mean radius of the
channel curvature (Braudrick et al. 1997).

The complex interactions between sediment and LWD
affect the likelihood and magnitude of downstream effects.
The entrainment of LWD can reduce debris flow velocities,
runout lengths, and facilitate sediment deposition (May
2002, Lancaster et al. 2003, Bunn and Montgomery 2004).
Higher LWD loadings increase the amount of sediment that
can be stored in the channel as well as on floodplains and
terraces (Montgomery et al. 2003). A greater sediment
storage capacity can help store sediment inputs from hill-
slopes and release this material as somewhat smoother
fluxes of fluvially transported sediment (Massong and
Montgomery 2000, Lancaster et al. 2001, Bunn and Mont-
gomery 2004). Hence, the delivery of sediment and LWD to
downstream channels by debris flows can be moderated or
decreased by higher wood loadings in headwater channels
(Lancaster et al. 2001, May and Gresswell 2003b, Bunn and
Montgomery 2004). Conversely, a reduction in LWD load-
ing due to forest harvest, fire, or other causes can result in
a more direct coupling between the fine sediment inputs into
headwater reaches and the delivery of this sediment to
downstream areas (Lancaster et al. 2001, May and Gress-
well 2003b, Bunn and Montgomery 2004).

Inputs and Downstream Delivery of Organic
Matter and Nutrients

The small size of headwater streams means that they are
almost completely shaded in forested areas. The large
amounts of canopy cover mean that autochthonous (i.e.,
inputs generated within the stream) production is usually
quite low (Gomi et al. 2002, Richardson et al. 2005), and up
to 90% of the organic matter inputs are derived from hill-
slope and riparian sources (Fisher and Likens 1973). In
addition to LWD, the primary organic matter inputs include
dissolved organic carbon (DOC), coarse (�1 mm) particu-
late organic matter (CPOM), and to a much lesser extent,
fine particulate organic matter (FPOM) (Gomi et al. 2002,
Richardson et al. 2005). The coarse particulate organic
matter is predominantly leaves and needles, and this mate-
rial can be rapidly transformed into FPOM by fungi, inver-
tebrates, fragmentation, and abrasion (Richardson et al.
2005). Total organic matter inputs per unit stream area are
high relative to downstream reaches (Richardson et al.
2005). Primary production within the stream becomes more
important as drainage area and channel size increase (Bilby
1988, Richardson et al. 2005).

The delivery of organic matter from headwater streams
to downstream reaches is controlled by many of the same
transport processes as water and sediment (Table 1). Much
of the DOC exported from headwater streams is derived
from leaching of the forest litter, and the transport of DOC
is directly coupled with the transport of water. FPOM typ-
ically represents the largest component of organic matter
exports (Bilby and Likens 1980), as FPOM is generated by
the rapid breakdown of CPOM and is more readily trans-
ported than CPOM (Table 1). FPOM and CPOM have lower
specific gravities than similar-sized sediment particles, so
these organic materials are more easily transported down-
stream.

Although FPOM and CPOM can be readily transported
by streamflow, the high roughness and abundant LWD in
headwater channels means that much of this organic matter
can be stored in the channel, on floodplains, or on terraces
(Table 1). The downstream delivery of FPOM and CPOM is
primarily a function of whether the stream has access to this
material rather than the transport capacity. This means that
FPOM and CPOM are exported from headwater streams
primarily during high flows (Table 1). Large amounts of
organic matter also can be transported downstream on a
much more episodic basis by debris flows or other mass
wasting processes (Richardson et al. 2005).

Forest management can alter the inputs of organic matter
in several ways. In the absence of buffer strips, timber
harvest decreased allochthonous inputs of organic matter to
small streams in western Washington by 80% (Bilby and
Bisson 1992). Algal production increased by 60%, but the
total organic matter inputs in the unlogged sites were still
more than 50% higher than in the logged sites (Bilby and
Bisson 1992). Timber harvest in riparian areas also can shift
species composition from conifers to hardwoods (Richard-
son et al. 2005), although some states—such as Oregon and
Washington—allow riparian areas to be converted from

Forest Science 53(2) 2007 159



hardwoods to conifers. A change from conifers to nitrogen-
fixing species such as red alder can increase in-channel
productivity and decrease the total organic matter input
from terrestrial sources (Piccolo and Wipfli 2002). Timber
harvest also may increase the downstream delivery of or-
ganic matter by increasing mass wasting (Montgomery et al.
2000, May 2002, Richardson et al. 2005) and reducing the
amount of storage by reducing wood recruitment (Richard-
son et al. 2005).

Nutrient production and delivery are particularly com-
plex because of the high potential for uptake and transfor-
mation (Table 1). Stream water chemistry and nutrient
availability are strongly influenced by geologic weathering,
particularly in areas with younger soils derived from non-
crystalline rocks (Feller 2005). Geologic weathering is an
important source of potassium, magnesium, and calcium.
Atmospheric deposition is an important source of com-
pounds such as sulfate, nitrogen (N), and mercury (Schuster
et al. 2002, Feller 2005). Nutrients can be leached from
organic material such as litterfall, but the relative impor-
tance of nutrient inputs from hillslope leaching rapidly
diminishes in the downstream direction as streamflow in-
creases (Feller 2005). Nitrogen, and especially phosphorus
(P), are of primary concern because they typically limit
aquatic productivity (Goldman et al. 1990).

Nitrogen and phosphorus fluxes into and from headwater
streams are controlled by runoff processes, chemical reac-
tions, and biological uptake and transformations in the soils,
groundwater, and channels. Most of the nitrogen transported
from forests to streams is in the form of nitrate (Vitousek et
al. 1979), but the amounts are relatively small in most
undisturbed forest ecosystems (Feller 2005). An increase in
nitrogen inputs to headwater streams will not necessarily
increase primary productivity because light is often the
limiting factor (Bisson 1982).

Phosphorus concentrations in streams are typically very
low due to the rapid biological uptake and ease of chemical
bonding (Hem 1970, Feller 2005). Most of the phosphorus
entering into aquatic ecosystems in forested areas will be in
the form of orhophosphates and either sorbed onto soil
particles or incorporated into organic compounds (Mac-
Donald et al. 1991). Any processes or management activi-
ties that increase the delivery of organic matter and
sediment—particularly fine sediment—to the stream chan-
nel will increase the input of phosphorus.

Once in the stream, nutrients can be adsorbed by mineral
and organic surfaces, oxidized by organisms or light, un-
dergo chemical transformation, used by primary producers
such as algae, and microbially transformed by processes
such as nitrification (Table 1) (Feller 2005). The concept of
nutrient spiraling refers to the uptake, transformation, and
transport of nutrients in the downstream direction. In head-
water channels the majority of inorganic N is typically
removed or transformed in a few minutes or hours, or within
tens or hundreds of meters (Peterson et al. 2001). The time
and distance necessary for nitrogen uptake or transforma-
tion increases in the downstream direction because of the
increase in water depth and discharge (Alexander et al.
2000). The rapid uptake of P within streams also results in
little downstream transport of dissolved P (Feller 2005).

Most of the downstream delivery of P will occur in partic-
ulate forms during high flows (Newbold et al. 1983).

The delivery of N and P is of greatest concern when there
are downstream oligotrophic lakes and reservoirs, as the
accumulation of these nutrients can lead to water quality
degradation and changes to aquatic ecosystems (Dunne and
Leopold 1978). The complexities of channel processes,
when combined with the diversity of nutrient sources and
inputs, makes it very difficult to link specific management
activities in forested areas to downstream nutrient fluxes or
concentrations (Feller 2005). In most cases the cumulative
delivery of nutrients from forested areas is very small rel-
ative to the inputs from agricultural and urban areas (Dunne
and Leopold 1978, EPA 1997, Carpenter et al. 1998).

Downstream Trends in Stream Temperature

Stream temperature typically increases in the down-
stream direction (Moore et al. 2005). The cooler tempera-
tures in headwater reaches are due to the high proportion of
canopy cover, the preponderance of cooler subsurface
stormflow, and cooler air temperatures at higher elevations
(Moore et al. 2005). Localized cooling can occur in down-
stream reaches due to an increase in shading, groundwater
inputs, hyporheic exchange, and thermal stratification in
pools (Nielsen et al. 1994, Moore et al. 2005).

Timber harvest, wildfire, grazing, windthrow, tree mor-
tality, agriculture, urbanization, and debris flows can de-
crease the amount of canopy cover and increase summer
water temperatures (Johnson and Jones 2000, Poole and
Berman 2004, Moore et al. 2005). The magnitude of the
temperature increase is generally proportional to the de-
crease in riparian shade. Riparian management zones often
are designed to limit the decrease in stream shading and
resulting temperature increases (Brown and Krygier 1970),
but narrow riparian zones may allow the stream to be
exposed (Jackson et al. 2001). In forested headwater
streams, complete clearing can increase the maximum an-
nual stream temperature by up to 16°C (Brown and Krygier
1970), but most studies in the Pacific Northwest have found
that forest harvest increases the maximum stream tempera-
ture by no more than 5°C (Moore et al. 2005). In some cases
clearcutting to the edge of a stream had no significant effect
on water temperatures, and the absence of a significant
increase was attributed to the shading provided by large
accumulations of logging slash plus cooler post-harvest air
temperatures (Jackson et al. 2001). If stream temperatures
do increase due to forest harvest, studies show that from 5
to more than 20 years are required for stream temperatures
to recover to preharvest levels. Larger streams usually re-
quire a longer time to recover (Moore et al. 2005).

An increase in stream temperature induced by forest
harvest can be transmitted downstream, or it can quickly
diminish once the stream enters a forested reach with ex-
tensive shading (Table 1) (Moore et al. 2005). The rate of
downstream cooling in a well-shaded reach can be quite
rapid due to the combination of groundwater inputs, hypo-
rheic exchange, and heat conduction to the substrate (Story
et al. 2003). One study in the interior of British Columbia
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found more than 4°C of cooling in the first 150 m below a
clearcut (Story et al. 2003).

The potential for upstream temperature increases to af-
fect downstream water temperatures is limited by the cool-
ing effects associated with groundwater inflows, inflows
from tributaries that have not been subjected to manage-
ment-induced increases in temperature, hyporheic ex-
change, heat conduction to the streambed, and evaporative
cooling (Table 1) (Moore et al. 2005). One study showed
that stream temperature increases at the mouth of a 325 km2

catchment were correlated with a cumulative harvest index
(Beschta and Taylor 1988), but this was before the require-
ments for riparian buffers (Moore et al. 2005). The effects
of forest management on water temperatures continues to be
an active topic for research, but the increasing requirements
for buffer strips and retaining riparian cover mean that
increases in maximum water temperatures due to forest
harvest generally are becoming less frequent, smaller in
magnitude, and more localized.

Downstream water temperatures also can increase due to
the indirect effects of timber harvest and other land use
activities. For example, aggradation from management-in-
duced mass wasting can lead to a wider, shallower channel
that is more susceptible to solar radiation warming (Moore
et al. 2005). An increase in fine sediment may clog channel
substrate, thereby reducing hyporheic exchange and its as-
sociated cooling. Alternatively, extreme aggradation may
result in subsurface flow and cooler water temperatures
when the flow reemerges further downstream (McSwain
1987).

Detecting Headwater Effects on Downstream
Reaches and Implications for Adaptive
Management

The reviews in the previous sections highlight the diver-
sity and complexity of headwater-downstream interactions
for water, sediment, large wood, particulate organic matter,
nutrients, and water temperature. These sections also sum-
marized how management activities in headwater areas
might affect each of these constituents, and the extent to
which a change in the headwaters might be transmitted
downstream and affect some downstream resource of con-
cern. A strong understanding of headwater-downstream in-
teractions is necessary under the National Environmental
Protection Act, as this explicitly requires federal agencies to
evaluate and consider the environmental impacts of their
actions in decisionmaking. More specifically, federal agen-
cies are required to consider the cumulative effect of their
actions when added to other past, present, and reasonably
foreseeable future actions (CEQ 1997). Many states have
laws that require similar environmental assessments for
actions taken by state agencies. Similarly, the Clean Water
Act regulates both point and nonpoint sources of pollution,
and the associated regulations provide an explicit process
for controlling pollution on a watershed scale when water
quality standards are not being met (MacDonald 2000). A
watershed-scale approach also may be necessary when de-
veloping habitat conservation plans for aquatic species un-
der the Endangered Species Act.

The difficulty is that in each case there can be a tremen-
dous amount of uncertainty in how a given policy or man-
agement activity in an upslope or upstream area will affect
aquatic resources. This uncertainty stems from the wide
variability of site conditions, the variability in how a given
activity is carried out, the uncertainty with respect to future
storm events, and the inability to adequately characterize all
of the controlling processes and site factors. The uncertainty
increases as one attempts to predict the effects of multiple
activities over space and time, and how the effects of these
activities are accumulated and transmitted downstream
(MacDonald 2000). The implication is that it can be very
difficult to predict accurately the effects of policies and
management activities at the watershed scale.

Given this uncertainty, regulators and land managers are
increasingly turning to an adaptive management process
(Gray 2000). Adaptive management refers to the iterative
process of initiating one or more sets of activities, monitor-
ing the effect of those activities on the resource(s) of con-
cern, and then adjusting management actions in response to
any observed change (Walters 1986) (Figure 9).

Adaptive management implicitly assumes that (1) there
is a direct linkage between the management actions being
implemented and the resource of concern; (2) any adverse
change in the resource of concern can be detected within a
reasonable time frame; (3) if an adverse change is observed,
a change in management can be rapidly implemented; and
(4) the management change will rapidly lead to the desired
change in the resource of concern. Adaptive management is
a very effective process for situations that meet these crite-
ria, and examples can range from managing one’s bank
balance to weed control in a newly established forest plan-
tation. However, the use of adaptive management at the
watershed scale can be much more problematic because
these four criteria may not be easily satisfied (Figure 9).

Figure 9. Schematic of the adaptive management cycle (solid arrows).
Dashed arrows indicate potential breaks or failures.
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The first assumption presumes that there is a direct
linkage between the management actions being imple-
mented and the resource of concern. This linkage is often
relatively clear at the headwater scale, but as watershed
scale increases there is an increase in the number of man-
agement activities as well as the number and complexity of
the controlling processes. It therefore becomes increasingly
difficult to link a given management activity to the condi-
tion of a downstream resource (Figure 9). For example, a
decline in anadromous fish populations could be due to a
degradation of spawning habitat and lower fry emergence
rates, a degradation of rearing habitat and a reduction in
escapement, competition with introduced species, changes
in streamflow, the presence of dams or other migration
barriers, an increase in mortality while the fish are in the
ocean, overfishing, climate change, disease, or a combina-
tion of these and other factors. Even if one can document
that an increase in fine sediment is causing a decline in
spawning habitat, one must then determine the relative role
of each possible sediment source, and identify which man-
agement actions need to be altered and where. If the in-
crease in fine sediment can be attributed to an increase in
bank erosion, for example, one must then determine
whether the increase in bank erosion is due to an increase in
the size of peak flows, an exceptionally large storm event, a
decrease in bank vegetation, or some combination of fac-
tors. In most cases there will not be one obvious cause, and
this makes it very difficult to definitively link particular
management actions to the condition of a downstream re-
source. The difficulty of making such linkages increases
almost exponentially with increasing spatial scale due to
both the increase in the number of processes that must be
considered and the increase in the number and type of
management activities.

The second implicit assumption is that change can be
detected within a reasonable time frame. The first problem
with this assumption is that monitoring data usually are very
limited because there are so few resources devoted to mon-
itoring. Yet the simple truism is that, “If you aren’t moni-
toring, you aren’t managing.” (S. Swanson, University Ne-
vada at Reno, personal communication, 1992). In other
words, if one isn’t qualitatively or quantitatively evaluating
the effects of one’s actions, it’s difficult to claim that one is
actually managing a particular resource or activity. It clearly
is not possible to monitor everything everywhere all of the
time, so monitoring programs have to be carefully designed
and focused (MacDonald et al. 1991). The development and
implementation of a monitoring program also can be hin-
dered by the lack of rigorous methods and criteria for
evaluating key resources, such as the quality of spawning
habitat, the quality of rearing habitat, or the amount, loca-
tion, and size of large woody debris in different environ-
ments and channel types. The different stakeholders and
resource managers must also agree a priori on what type and
magnitude of change is needed to trigger a specified change
in management. In the absence of an explicit monitoring
program and explicit criteria for decisionmaking, adaptive
management is not a viable option (Figure 9).

The second problem is that significant change may be
very difficult to detect. In most cases significant change is

defined by a P value of 0.05, which means that there is less
than a 5% chance that a difference is due to chance. For
adaptive management to be an effective strategy, one must
be able to detect rapidly an adverse change so that manage-
ment can be adjusted (Figure 9). One also wants high
power, which is the likelihood of detecting change when
there really is a change. Conceptually, the minimum detect-
able change depends on the magnitude of the change due to
management activities relative to the temporal variability,
measurement uncertainty, specified level of significance,
and desired power (Figure 10). It is beyond the scope of this
article to discuss quantitatively each of these components,
but managers typically underestimate the magnitude of nat-
ural variability and overestimate their ability to detect a
statistically significant change.

The difficulty of detecting change can be illustrated by
calculating how many years of annual sediment data are
needed pre and post-treatment to detect a specified percent-
age change. In undisturbed basins the typical coefficient of
variation (CV, where the CV is equal to the standard devi-
ation divided by the mean) for annual sediment yields is 70
to 100% (Bunte and MacDonald 1999). If we ignore the
relatively large measurement uncertainty and assume the
CV to be 100%, a 0.05 level of significance, and a power of

Figure 10. Schematic of the various factors that control the minimum
detectable effect.
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80%, one needs 17 years of pretreatment data and 17 years
of posttreatment data to detect a 100% increase in annual
sediment yields (Loftis et al. 2001). With only 5 years of
pretreatment and 5 years of posttreatment data, the mini-
mum change that can be detected under these same condi-
tions is a 250% increase. Change can be detected more
rapidly if some of the variability in the parameter of interest
can be accounted for by another variable, such as annual
precipitation or the sediment yields from a comparable
control watershed (Loftis et al. 2001).

Because most resources are highly variable over time
and space, resource managers can expect to detect only
relatively large changes within any reasonable length of
time (Loftis et al. 2001). Current environmental regulations
and best management practices (BMP) were developed in
response to the more obvious declines in resource condition,
and as regulations become more stringent we are trying to
detect progressively smaller changes. The implication is
that it will become increasingly difficult to detect significant
changes at the watershed scale, and to link these changes to
specific management actions. An important caveat on the
adaptive management process is that the inability to detect
a significant change does not necessarily mean that no
change has occurred, as many monitoring programs have
relatively low statistical power.

The third assumption underlying adaptive management
is that the resource of concern will respond rapidly to a
change in management. The validity of this assumption will
vary widely with stream type, the type of change imposed
by management actions, and the resource of concern (Mont-
gomery and MacDonald 2002). Some water quality param-
eters, such as turbidity, change rapidly in response to a
storm event, and these changes are rapidly transmitted
downstream. However, many decades may be required be-
fore a change in riparian management affects the amount of
LWD in a stream channel. A long lag in resource response
will preclude the use of adaptive management, or result in
an extended period of adverse effects before there is a
change in management and a positive effect on resource
condition (Figure 9).

Watershed scale also can affect the magnitude and tim-
ing of a resource response. The overall tendency is for
downstream resources to become less responsive to man-
agement changes as watershed size increases because of the
greater potential for time lags (storage), dilution, and uptake
or transformations (Table 1). As one example, the deposi-
tion of sediment in a first-order channel due to a road
crossing may exhibit little or no time lag between a change
in management (e.g., armoring a fillslope or installing wa-
terbars just before the crossing) and a decrease in the
amount of sediment being deposited. The initial deposit also
may be rapidly removed by high flows. In larger watersheds
there is more likely to be a substantial time lag between
efforts to decrease sediment inputs in headwater streams
and the amount of sediment in a downstream location.

These examples suggest that resource response times
depend on at least three potential time lags. The first time
lag is the rate at which the causal process recovers. If the
causal process is surface erosion from unpaved forest roads,
erosion can be rapidly reduced by building new waterbars or

paving. However, if the problem is an increase in stream
temperature due to a loss of riparian canopy or a change in
the size of peak flows due to forest harvest, the time lag for
recovery will probably be quite slow because it depends on
the rate of forest regrowth. Bank erosion may recover rel-
atively quickly if it is due to overgrazing, but not if it is
caused by an increase in the size of peak flows.

The second time lag is the time needed to transport the
constituent of concern to the location of interest. This time lag
can be negligible in the case of peak flows or certain param-
eters such as turbidity, but much longer in the case of coarse-
textured sediment. The third lag is the amount of time needed
for the resource to recover. Macroinvertebrates can quickly
recover from a toxic chemical spill if there is a healthy com-
munity upstream, but the recovery of a resident fish population
may take several generations. If a possible consequence of
management is the extinction of a desired species or popula-
tion, adaptive management is not a viable option.

Each of these time lags and potential consequences must be
evaluated to determine whether adaptive management is a
viable approach (Figure 9). In general, all three of these time
lags must be relatively short for adaptive management to be
effective in minimizing resource damage. However, if society
is willing to accept some resource degradation, adaptive man-
agement may be a viable option across larger time and space
scales. For example, the progressive development and appli-
cation of forestry-related BMP in the Pacific Northwest has
been an adaptive management process. The problem is that
each iteration of this adaptive management cycle required a
certain amount of resource degradation to trigger another
round in the development and imposition of BMPs. The ac-
ceptability of this degradation is a political and social issue, but
one also has to consider the extent to which this degradation is
reversible. Certain management activities are largely irrevers-
ible, such as urbanization or the construction of high-value
infrastructure projects (e.g., highways, dams, or ski resorts).
The listing of numerous salmonid populations in the Pacific
Northwest under the Endangered Species Act indicates a fail-
ure of at least some of the regulatory systems designed to
protect these populations. Both failures and successes must be
critically examined to determine the conditions under which
adaptive management can be an effective strategy for protect-
ing aquatic resources.

Conclusions

The hillslopes draining to headwater streams account for
most of the catchment area and generate the majority of the
streamflow. In most cases the streamflow from headwater
channels is efficiently routed to downstream areas. This
means that management-induced changes in streamflow
will accumulate downstream, but the changes in peak flows
at the headwater scale generally will be diminished in the
downstream direction because of dispersion, dilution, stor-
age, and desynchronization. Similarly, turbidity, fine sedi-
ment, dissolved organic carbon, and particulate organic
matter can be readily transported downstream, and for these
constituents it may be possible to directly link a change in
headwater inputs to downstream conditions.

There is a much weaker link between upstream inputs
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and downstream fluxes for coarse sediment, large woody
debris, nutrients, and stream temperatures. The poorer con-
nectivity is due to a combination of in-channel storage,
biological uptake, chemical and physical transformations,
dilution, and physical, chemical, and biological breakdown.
The relative importance of these in-channel processes in-
creases with increasing watershed scale, so it becomes in-
creasingly difficult to link a specific change in headwater
streams to downstream resource conditions as watershed
size increases. The linkage between headwater streams and
downstream conditions also is complicated by the high
temporal and spatial variability in the delivery of materials
from hillslopes into headwater streams, and from headwater
streams to downstream reaches.

The connectivity between headwater and downstream
reaches directly affects the extent to which adaptive manage-
ment can be applied at the watershed scale. The viability of
adaptive management at the watershed scale depends on the
ability to rapidly detect change, a strong linkage between
management actions and instream conditions, the time lags
between management actions and the condition of a given
resource, and the reversibility of adverse change. The complex
and variable linkages between headwater streams and down-
stream areas suggest that these conditions will be rarely satis-
fied in larger watersheds, and this will limit the usefulness of
adaptive management at the watershed scale.
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Abstract. Using forests to mitigate climate change has gained much interest in science and policy discussions.
We examine the evidence for carbon benefits, environmental and monetary costs, risks and trade-offs for a variety of
activities in three general strategies: (1) land use change to increase forest area (afforestation) and avoid
deforestation; (2) carbon management in existing forests; and (3) the use of wood as biomass energy, in place of
other building materials, or in wood products for carbon storage.
We found that many strategies can increase forest sector carbon mitigation above the current 162–256 Tg C/yr,

and that many strategies have co-benefits such as biodiversity, water, and economic opportunities. Each strategy
also has trade-offs, risks, and uncertainties including possible leakage, permanence, disturbances, and climate
change effects. Because ;60% of the carbon lost through deforestation and harvesting from 1700 to 1935 has not yet
been recovered and because some strategies store carbon in forest products or use biomass energy, the biological
potential for forest sector carbon mitigation is large. Several studies suggest that using these strategies could offset as
much as 10–20% of current U.S. fossil fuel emissions. To obtain such large offsets in the United States would require
a combination of afforesting up to one-third of cropland or pastureland, using the equivalent of about one-half of
the gross annual forest growth for biomass energy, or implementing more intensive management to increase forest
growth on one-third of forestland. Such large offsets would require substantial trade-offs, such as lower agricultural
production and non-carbon ecosystem services from forests. The effectiveness of activities could be diluted by
negative leakage effects and increasing disturbance regimes.
Because forest carbon loss contributes to increasing climate risk and because climate change may impede regeneration

following disturbance, avoiding deforestation and promoting regeneration after disturbance should receive high priority
as policy considerations. Policies to encourage programs or projects that influence forest carbon sequestration and offset
fossil fuel emissions should also consider major items such as leakage, the cyclical nature of forest growth and regrowth,
and the extensive demand for and movement of forest products globally, and other greenhouse gas effects, such as
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methane and nitrous oxide emissions, and recognize other environmental benefits of forests, such as biodiversity, nutrient
management, and watershed protection. Activities that contribute to helping forests adapt to the effects of climate
change, and which also complement forest carbon storage strategies, would be prudent.

Key words: afforestation; avoided deforestation; carbon emission offsets; carbon storage and sequestration; disturbance risk;
greenhouse gas mitigation; intensive silviculture; substitution; urban forestry; wood biomass energy; wood products.

INTRODUCTION

Carbon dioxide (CO2) and other greenhouse gases

(GHGs) have increased markedly since the Industrial

Revolution because of the combustion of fossil fuels for

energy and from changes in land use, such as

deforestation for agriculture. Because CO2 emissions

from fossil fuels have a long residence time in the

atmosphere and because the Earth will take centuries to

come into thermodynamic equilibrium with higher

GHG concentrations, the effects of elevated GHGs on

global climate and ecosystems will last for a millennium

or more (Archer 2005, Solomon et al. 2009).

We examine how forests and products from forests

could be managed to sequester more carbon and slow

the release of carbon to the atmosphere, with a focus on

the United States. We review the available literature to

answer two questions: (1) Can forest management and

use of wood products provide carbon sinks that will last

for a defined period of time? (2) What are the major

trade-offs, risks, uncertainties, and co-benefits of using

forests and wood products to help reduce or slow the

increase in GHG concentrations?

To answer these questions, we first examine the global

and forest carbon cycles, the role that forests have in the

global carbon cycle, and how human activities have

influenced these cycles. Next, focusing on the biological

and biophysical processes, we examine the major

strategies for forest carbon storage, including: land use

change, forest management, biomass energy, wood

products, urban forest management, and fuel treatments

to decrease loss of carbon stocks. We then discuss some

methods to measure forest carbon. We also briefly

discuss the economics and policy features surrounding

forest carbon storage. Finally, we then identify major

risks, uncertainties, trade-offs, and synergies with other

ecosystem and societal values. We conclude with

considerations for policy.

Human alteration of the global carbon cycle

Since the Industrial Revolution, atmospheric CO2

concentration ([CO2]) has increased from 280 parts per

million (ppm) to over 385 ppm as a result of over 400

petagrams (Pg) of carbon (C) (1 Mg C¼ 3.67 Mg CO2)

released to the atmosphere from human activities

(Siegenthaler et al. 2005, IPCC 2007). Currently, human

activities contribute CO2 to the atmosphere through the

combustion of fossil fuels (totaling 8.76 0.5 Pg C/yr in

2008) and from deforestation and changes in land use

(1–2 Pg C/yr) (Houghton 2005, IPCC 2007, CDIAC

2009, Le Quere et al. 2009). The current rate of

increasing atmospheric CO2 concentration would be

greater if it were not for the absorption of about one-

half of the fossil fuel emissions by the terrestrial

biosphere (3.0 Pg) and the oceans (2.3 Pg) (Schimel et

al. 2001, Gurney et al. 2002, Le Quere et al. 2009). Plants

and soil store ;2000 Pg C, ;60% of which is contained

in forests and forest soils (Winjum et al. 1992). Because

forests comprise a large and active portion of the

terrestrial carbon stocks and flows (Fig.1), altering

human activities to maintain forest carbon stocks and

promote greater CO2 uptake and storage has gained

much attention as an option for reducing atmospheric

CO2 concentrations.

THE FOREST CARBON CYCLE

The exchange of CO2 between forests and the

atmosphere is complicated. Live and dead trees store

;60% of the carbon in forest ecosystems. Trees are long-

lived and forests can accrue carbon over a long time.

Disturbance periodically kills some or all of the trees

and changes the balance between production and

decomposition, the consequences of which occur over

large temporal and spatial scales (Figs. 2 and 3).

Forest stands are vulnerable to natural disturbances

such as fire, disease, fungal infections, insect infesta-

tions, and weather damage (Kurz et al. 2008a, b, Balshi

et al. 2009, van Mantgem et al. 2009, Metsaranta et al.

2010). Outbreaks of mountain pine beetle in western

North America, for example, have caused extensive tree

mortality over millions of hectares from western Canada

to Arizona. Stand-replacing fire is very common in the

United States, and many forest types are well adapted to

and depend on fire. Natural disturbances affect forests

on different temporal and spatial scales (Pickett et al.

1989); some forests experience significant mortality due

to disturbance in average intervals of less than 100 years,

while disturbance intervals in some forests can be much

longer.

Disturbance such as stand-replacing fire can release

large amounts of CO2 from forests, but forest carbon

stocks will usually fully recover over the life cycle of the

forest (Kashian et al. 2006). Fire causes tree death and

reduces total carbon stocks initially (Fig. 2). However,

most of the aboveground carbon stocks are retained

after fire in dead tree biomass, because fire typically only

consumes the leaves and small twigs, the litter layer or

duff, and some dead trees and logs (Rothstein et al.

2004; Fig. 2). Trees killed by fire retain their carbon

initially but then gradually lose carbon to the atmo-

sphere as they decompose over decades. Soon after

disturbance, new trees begin to grow and store carbon

while dead trees decompose. The ratio of carbon in
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living-to-dead biomass increases over time, as do total

ecosystem carbon stocks, until the forest and carbon

stocks are fully recovered (Fig. 2).

Although disturbances subject forests to boom and

bust cycles in carbon stocks over time, this effect is

moderated over large spatial scales because a single

disturbance rarely affects an entire landscape at the

same time (Harmon 2001). Forested landscapes often

resemble a mosaic of many stands in different stages of

recovery, due to different types and timing of distur-

bance. Over large spatial and long temporal scales, the

average forest carbon stocks are relatively stable over

time (Fig. 3; Harmon 2001, Kashian et al. 2006,

Smithwick et al. 2007). However, changes in the

frequency and severity of disturbance regimes, including

synchronized stressors, over large areas compared to the

historical norm, such as through human intervention or

climate change, can increase or lower the average forest

carbon stocks over time (Kashian et al. 2006, Smithwick

et al. 2007).

Human alteration of the U.S. forest carbon cycle

Human activities directly influence carbon uptake and

storage in U.S. forests in dramatic ways. From 1700 to

1935, large-scale forest use for wood fuel and timber and

forest clearing for agriculture resulted in a loss of ;60%

of the total forest carbon stocks, with carbon emissions

from forest clearing peaking at 400–800 Tg C/yr around

1900 (Fig. 4; Birdsey et al. 1993, 2006, Houghton et al.

1999). Beginning in the early 20th century, choice of

energy source and building materials shifted from wood

FIG. 1. Plants and soil play a large role in the global carbon cycle as shown by the stocks and annual fluxes (values are in
petagrams, Pg). Non-filled and solid light-gray arrows are the historical fluxes between the oceans and the atmosphere, and plants
and soil and the atmosphere (100 Pg/yr), that would have occurred without human influence. The filled light gray arrow is the
additional ocean absorption of CO2 (3.2 Pg/yr) resulting from increased CO2 in the atmosphere since the Industrial Revolution.
The black arrows are the fluxes to the atmosphere from fossil fuel combustion (8.7 Pg/yr) or deforestation (1.4 Pg/yr). The solid
dark gray arrow is the flux from the atmosphere to the land, mostly from forest regrowth (3 Pg/yr). The measured atmospheric
increase of 4.1 Pg C/yr is not equal to the sum of the additions and withdrawals because they are estimated separately and with
associated uncertainties (le Quere et al. 2009). For perspective, U.S. fossil fuel emissions are ;1.6 Pg C/yr, and forests in the
conterminous United States contain ;41 Pg C and a net carbon storage rate of ;0.2 Pg C/yr. Globally, forests contain ;1100 Pg C
but only have a net carbon storage rate of ;1.0 Pg C/yr due, in large part, to deforestation globally (Dixon et al. 1994).

FIG. 2. If a forest regenerates after a fire and the recovery is
long enough, the forest will recover the carbon lost in the fire
and in the decomposition of trees killed by the fire. This concept
is illustrated here by showing carbon stored in forests as live
trees, dead wood, and soil and how these pools change after
fire. Model output is from an analysis published in Kashian et
al. (2006).
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to fossil fuels, steel, and concrete, and agriculture was

abandoned in many areas. As a result, forest regrowth in

the United States has recovered ;40% of the carbon lost

to the atmosphere through the deforestation and

harvesting before 1935 (Birdsey et al. 1993, 2006).

Because a significant portion of former forestland is now

cropland or pastureland (Smith et al. 2007), U.S. forests

will not recover all of the forest carbon stocks present

prior to European settlement without drastic reductions

to U.S. agricultural output.

How much longer U.S. forests will continue to be

carbon sinks as a result of this recovery is unclear.

Forests in the conterminous United States and derived

forest products currently store 216–313 Tg C/yr, which

is equivalent to about 10–20% of U.S. fossil fuel

emissions (Table 1; SOCCR 2007, USEPA 2010).

Continued human population growth and exurban

development will continue to exert pressure to reduce

existing forests and associated carbon benefits.

Humans also affect forest carbon dynamics indirectly

by altering disturbance regimes, increasing atmospheric

CO2 and nitrogen deposition, and changing global and

regional climate (Pastor and Post 1988, Scheffer et al.

2001, Denman et al. 2007, Canadell et al. 2007a,

Magnani et al. 2007, Lenihan et al. 2008, Janssens and

Luyssaert 2009). Fire suppression, land use change, and

climate change in the United States have altered the fire-

return intervals in many forests (Fellows and Goulden

2008, Mitchell et al. 2009). As a result, tree densities and

carbon stocks in some forests are often greater than

before (Houghton et al. 1999), but large stand-replacing

fires are also more common (Covington and Moore

1994, Hurtt et al. 2002, Westerling et al. 2006). Where

soil nutrients and water are not strongly limiting,

increased atmospheric [CO2] attributed to human

activities can enhance tree growth (Schimel et al. 2000,

McCarthy et al. 2009, McKinley et al. 2009, Norby et al.

2010). Similarly, release of biologically reactive nitrogen

from human activities into ecosystems can increase plant

growth where nitrogen availability constrains plant

growth and potentially decrease plant growth in some

sensitive forest ecosystems (Townsend et al. 1996, Aber

et al. 1998).

BIOPHYSICAL EFFECTS OF FOREST COVER

Forest cover influences albedo (the amount of

radiation that is reflected from the Earth’s surface)

and evapotranspiration, potentially changing regional

climate (Bala et al. 2007, Jackson et al. 2008). Forests

generally absorb more solar radiation (have lower

albedo) compared to other land cover; so, when forest

area increases, more radiation is absorbed resulting in

warming air masses (Bonan 2008). The strongest

potential warming effect occurs when boreal forest

cover replaces snow-covered ground, which has very

high albedo (Bonan 2008). Forests can also reduce air

temperatures relative to other cover types because

forests typically support high rates of evapotranspira-

tion, which increases evaporative cooling, cloud forma-

tion, and precipitation (Bonan 2008). Tropical forests

have high evapotranspiration and the strongest cooling

effects, while boreal forests, with relatively little

evapotranspiration, have weak cooling effects. The

effects of albedo and evapotranspiration rates are

generally less than the carbon effects of land use change,

but they are the highest when land use changes between

forest and non-forest cover (Jackson et al. 2008). The net

effect of these biophysical processes on climate are not

well understood, particularly for temperate forests,

which comprise most of the forests in the United States

(Bonan 2008).

FIG. 3. Management actions should be examined for large
areas and over long time periods. This figure models how the
behavior of carbon stores changes as the area becomes larger
and more stands are included in the analysis under normal
disturbance regimes. As the number of stands increases, the
gains in one stand tend to be offset by losses in another, and
hence the flatter the carbon stores curve becomes. The average
carbon store of a large number of stands is controlled by the
interval and severity of disturbances. That is, the more frequent
and severe the disturbances, the lower the average becomes (not
shown).

FIG. 4. The carbon balance of the U.S. forest sector shows
that clearing for agriculture, pasture, development, and wood
use released ;42 000 Tg of carbon from 1700 to 1935, and
recovered ;15 000 Tg of carbon from 1935 to 2010. Adapted
and reprinted from Birdsey et al. 2006, with permission from
the American Society of Agronomy, Crop Science Society of
America, and Soil Science Society of America.
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DISTRIBUTION AND FLUX OF FOREST CARBON

IN THE UNITED STATES

The United States including Alaska supports 303

million ha of forestland, ;7.7% of the world’s total,

with forest carbon stocks varying greatly in response to

the wide ranges in environmental conditions, land use

history, and current human influences (Figs. 5 and 6;

FAO 2007, Woodbury et al. 2007a). Forests of the

conterminous United States, most of which are

classified as temperate forests, cover an area of ;251

million ha and contain ;41 000 Tg C, most of which

(63% or 25 800 Tg C) is contained in the eastern United

States (Smith and Heath 2004, 2008, Woodbury et al.

2007b, USDA 2008; Fig. 5A). Publicly owned forests,

primarily found in the West, comprise ;40% of all

forestland in the conterminous United States and

contain ;19 000 Tg C (Smith and Heath 2004). Forests

occupy the greatest fractions of land area in the

southern and northeastern regions (Figs. 5A and 6A),

while the largest total forest carbon stocks are found in

the southern and Pacific regions (Fig. 6B), which also

have the highest forest carbon density (Fig. 6C). The

Great Plains states have the lowest forest carbon stocks

of any region; however, on their eastern edge,

increasing tree density and woody plant encroachment

TABLE 1. U.S. forest carbon storage and flux estimates and some published potential mitigation estimates for various activities.

Category and item Estimate (Tg C/yr) Source

Forest growth

Net growth 184 Smith et al. (2007: Table 36), summary line,
assuming wood density of 400 kg/m3 for
softwoods and 600 kg/m3 for hardwoods and
a carbon content of 50%; excludes interior
Alaska.

Removals 110 Same as for net growth.
Mortality not removed 55 Same as for net growth.
Gross growth 349 (Net growth þ Mortality þ Removals)

Current forest sector carbon storage

Forest annual net carbon storage change 192 2008, USEPA (2010), Table 7-7; excludes
interior Alaska.

Harvested wood annual net carbon storage change 24 Same as above.

Total 216
Forest annual net carbon storage change 256 SOCCR (2007), Table ES-1.
Harvested wood annual net carbon storage change 57 Same as above.

Total 313

Mitigation potential

Afforestation 1, 37, 119, 225 USEPA (2005), Table 4-5 for carbon prices of
$18, $55, $110, $183 per Mg C, respectively.
1 Tg C/yr requires 262 000–1 133 000 ha of
crop or pastureland suitable for tree growth.

Forest management 29, 60, 86, 105 Same as above. Activities include longer harvest
interval, increasing growth, establishing
preserves. 1 Tg C/yr requires 479 000–707 000
ha of forestland suitable for management.

Forest sector total 30, 97, 205, 330 Same as above.
Biomass energy 190 Perlack et al. (2005)
Biomass energy 130 Zerbe (2006)
Avoided deforestation Unknown
Forest management Unknown
Product substitution Unknown
Urban forestry Low
Fuel treatments Unknown

Urban forests

Urban forest net annual carbon stock change 26 2008, USEPA (2010), Table 7-42.

Fire emissions

Annual emissions from forest fires 67 USEPA (2010), Table 7-9. Averaged over 2000,
2005–2008.

CO2 emissions

U.S. CO2 emissions 1615 2008, USEPA (2010), Table ES-2.
U.S. non-CO2 GHG emissions 282 2008, CO2 equivalent, USEPA (2010), Table

ES-2.

Total 1897

Note: Mitigation potential is in addition to some baseline projection of forest sector carbon storage. The multiple values in the
‘‘estimate column’’ correspond to the dollar values in the ‘‘source’’ column. For example, under afforestation we could sequester 1,
37, 199, and 225 Tg C/yr if we provide subsidies in the amount of $18, $55, $110, and $183, respectively.
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are increasing carbon stocks (Briggs et al. 2005).

Southern forests cover the greatest area in the

conterminous United States and form a strong carbon

sink because of their young age structure (resulting

from past human disturbance) and very active forest

management in this region (Turner et al. 1995, Johnsen

et al. 2001; Figs. 5 and 6). About 13 million ha of

southern forests are in pine plantations and include

some of the more intensively managed forests in the

world (Fox et al. 2007b).

FIG. 5. (A) Average statewide forest carbon stocks (Mg C/ha) in live and dead trees in the conterminous United States and (B)
changes (Mg C ha/yr) in forest carbon stocks from 1990 to 2005. Dark green represents the states with forests having the greatest
carbon stocks or most carbon gain; light green represents the least. These maps were generated using data from the Forest
Inventory and Analysis National Program (FIA). (Adapted from Woodbury et al. 2007b.)
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Current net forest growth in the United States

(excluding interior Alaska) is 184 Tg C/yr, while 110

Tg C/yr is harvested annually and 55 Tg C/yr is lost to

mortality and not harvested, giving gross forest growth

of 349 Tg C/yr (Table 1; Smith et al. 2007: Table 36).

Estimates of current annual net carbon storage change

for U.S. forests are 192 Tg C/yr (USEPA 2010) and 256

Tg C/yr (SOCCR 2007). Differences among the

estimates arise from differences in area included and

different assumptions about carbon accumulation in

pools that are difficult to measure. For example, the

SOCCR (2007) estimate uses a much greater estimate

for soil carbon accumulation (from Pacala et al. 2001)

and includes carbon accumulation in urban forests.

Although USEPA (2010) includes an urban tree

category, we have not included that amount in the

forest estimate we are using. For reference, U.S. CO2

emissions in 2008 were 1615 Tg C/yr with another 282

Tg C/yr from other greenhouse gases such as methane

and nitrous oxides (converted into CO2 using ‘‘global

warming potentials’’) (USEPA 2010).

MANAGING FORESTS FOR CARBON: PROJECT SYSTEM

BOUNDARIES AND KEY CONCEPTS

Defining system boundaries is critical for evaluating

the carbon impact of any carbon project. However,

because CO2 is well mixed in the atmosphere, important

processes that control atmospheric CO2 could be outside

of the system boundary but remain unknown because

they are too difficult to measure. For example, if system

boundary for a project is a forest area, then decreasing

harvests can influence activities outside of this boundary

owing to a societal need to compensate for lowered

supply of wood products by increasing supply elsewhere.

Given a particular system boundary these so called

‘‘leakage’’ effects can be difficult to estimate. Other

processes that are often not incorporated into the system

boundary for a project include: possible emissions from

disturbance or from planting, thinning, and harvesting;

emission offsets (defined later in Carbon offsets, credits,

and additionality) from wood energy use; and emission

offsets from use of wood in place of alternate materials

that emit more CO2 in their manufacture. Economic

market processes that influence the contribution of

emission offsets from avoiding use of wood substitutes,

use of biomass energy, and change in imports and

exports of carbon in harvested wood products may have

a notable influence on carbon stocks and offsets, and are

discussed more in Expanding the Role of Forests in

Mitigating Climate Change.

For our review of forests and carbon, we consider the

forest project boundary (Fig. 7) to include one or more

of the following: carbon stored in the forest, carbon

stored in wood products in use and in landfills (Micales

and Skog 1997, Skog 2008, Heath et al. 2010, Werner et

al. 2010), and fossil fuel emissions that may be reduced

by increases in wood biomass energy use (Schlamadinger

et al. 1995) or reductions in fossil fuel emissions from

FIG. 6. (A) Total land area and forested area, (B) forest
carbon in aboveground (non-soil forest carbon) and soil carbon
stocks, and (C) carbon density of aboveground and soil carbon,
including coarse roots of each region in the conterminous
United States. Included states in each region are: Mountain
(Arizona, New Mexico, Colorado, Utah, Wyoming, Montana,
Idaho, Nevada); Great Plains (Texas, Oklahoma, Kansas,
North Dakota, South Dakota, Nebraska, Missouri, Iowa);
Southern (North Carolina, South Carolina, Georgia, Florida,
Alabama, Mississippi, Louisiana, Arkansas, Kentucky, West
Virginia, Virginia, Tennessee); Northern Lake (Wisconsin,
Michigan, Illinois, Minnesota, Indiana, Ohio); Pacific (Wash-
ington, Oregon, California); and Northeastern (Massachusetts,
New Hampshire, Maine, Rhode Island, Vermont, Connecticut,
New York, New Jersey, Pennsylvania, Maryland, Delaware).
Data source for carbon stocks and changes in U.S. forests is
USDA (2008).
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the substitution of wood for products such as steel and

concrete that emit higher amounts of GHGs in their

manufacture (Lippke et al. 2004, Perez-Garcia et al.

2005, Zerbe 2006). Conclusions about the effect of a

carbon project will be influenced by the choice of the

carbon storage and emission processes that are included

within the system boundary.

Carbon offsets, credits, and additionality

A carbon offset is a reduction in greenhouse gas

emissions (or an increase in carbon sequestration) by

one individual or organization that can compensate for

(or offset) emissions made by another individual or

organization. The latter can thus use the former’s offset

to manage emissions. Offsets can refer to either carbon

physically stored in forests and forest products or a

reduction in fossil fuel carbon emissions as a result of

the use of forest products (Fig. 7). Offsets are financial

instruments that could be traded (bought and sold) as

‘‘carbon credits.’’ Carbon offsets require additionality,

that is, the carbon benefits occur as a result of an action

deliberately taken to increase carbon sequestration

above some reference level or ‘‘baseline’’ value (Vine et

al. 2001). Estimates of additionality and timing of offset

can be uncertain as in the case of offsets due to the

effects of substitution of wood products for other

building materials, substitution of wood biomass energy

for fossil fuels, and changes in land use due to changes in

management or product use. The baseline can differ

with different system boundaries for a project. The

baseline depends on estimates of the initial and

forecasted carbon stocks and fluxes in the scenario of

no proposed project action. Some metrics of addition-

ality must make assumptions about future consumption

and use of wood products and land use, which are

determined by market forces over time.

The chosen baseline will influence and can even

determine if a project will be carbon positive. For

example, afforestation can noticeably increase ecosys-

tem carbon stocks by growing trees, which store more

carbon than either crops or grassland (Fig. 8A),

assuming this would not have happened without human

intervention. However, if the starting point is a mature

forest with large carbon stocks (Cooper 1983, Harmon

et al. 1990), then harvesting this forest and converting it

to a young forest will reduce carbon stocks and result in

a net increase in atmospheric [CO2] for some time (Fig.

8B; Harmon and Marks 2002). Even if the mature forest

is converted to a very productive young forest, it could

take several harvest intervals to equal the amount of

carbon that was stored in the mature forest, even with

100% utilization efficiency, biomass for energy and

substitution (Harmon et al. 1990; Fig. 8A).

FIG. 7. Carbon stocks (boxes) and fluxes from those stocks (arrows) are shown as a conceptual model illustrating carbon
dynamics within the system boundaries of a hypothetical forest system. The width of the arrows roughly approximates the
magnitude of the flux (for conceptualization purposes only). The boundaries of the forest system include carbon stored in living/
dead biomass and in soils, in which the carbon stocks can increase or decrease owing to afforestation or deforestation, respectively.
A forest system includes carbon harvested from forest stocks to produce forest products (some of which enter landfills) as well as
forest products used as substitutes for products that use significantly more energy in their production or are used as a direct
substitute for fossil fuel in energy generation. Substitution ‘‘stores’’ carbon only in the sense that unused fossil fuel carbon remains
in the ground. Per unit mass, more carbon can be emitted from the combustion of biomass than that of fossil fuels to produce the
same energy equivalent, because some fossil fuels are more energy dense (i.e., more energy can be generated per unit carbon).
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Permanence and leakage

Many recent forest carbon sequestration projects also

consider ‘‘permanence’’ and ‘‘leakage’’ metrics. Perma-

nence requires that the sequestered carbon will remain

for the length of the project. Both natural and human

disturbances can reduce permanence and anticipated

gains for carbon sequestration projects. Negative

leakage occurs when carbon sequestration projects cause

changes to carbon stocks outside of the system

boundary for a project, reducing or canceling the

project’s carbon benefit. Leakage in the form of harvest

or land use change outside a system boundary can be

quite significant (Murray et al. 2004, Meyfroidt et al.

2010), but is very difficult to measure because of the

complexity of societies reliance on the forest system and

forest use, rapid and global nature of market adjust-

ments, and the difficulty of identifying cause and effect.

Nonetheless, appropriate accounting of leakage and

permanence is necessary to provide integrity to carbon

sequestration projects.

STRATEGIES FOR INCREASING FOREST CARBON

Avoiding deforestation

Between 1850 and 1998, global land use change

released some 156 000 Tg C to the atmosphere, with

most of this release resulting from deforestation

(Houghton 2005). Currently, global deforestation re-

sults in the gross annual loss of nearly 90 000 km2, or

0.2% of all forests (FAO 2007, IPCC 2007), which is

estimated to release 1400–2000 Tg C/yr, with about two-

thirds of the deforestation occurring in tropical forests

in South America, Africa, and Southeast Asia (Hought-

on 2005, IPCC 2007).

Forests in the United States provide a strong carbon

sink, partially from increases in forested area and forest

regrowth (SOCCR 2007, USEPA 2009b, Crevoisier et al.

2010; Fig. 4, Table 1). The gross deforestation rate

between 2000 and 2005 in the United States was

;600 000 ha/yr, but there was a net increase in forested

area during this period of ;400 000 ha/yr because some

1 000 000 ha/yr of land reverted to forests (Birdsey et al.

2006, FAO 2007). These dynamics will change, with the

balance of future land use expected to decrease total

forested area in the United States by more than nine

million ha by 2050 (Alig et al. 2003). Development and

conversion of forest to pasture or agricultural land are

responsible for much of the current and expected loss of

U.S. forests. Fire disturbance regimes that increasingly

fall outside of the ecological history of an ecosystem can

result in the large-scale conversion of forests to shrub-

lands and meadows. By contrast, regeneration of forests

in these areas of the western United States will help

retain forest carbon.

Afforestation

The term afforestation is generally defined as the

establishment or planting of forests in areas where there

have not been forests (e.g., grasslands) or where forests

have not been present for some time (usually more than

20 years). In the United States, estimates suggest that

afforestation could sequester between 1 and 225 Tg C/yr

from 2010 to 2110, depending on federal policy and the

valuation of carbon (USEPA 2005, SOCCR 2007; Table

1).

Proposed afforestation projects in the United States

have focused on establishing forest plantations on

marginal agricultural land to decrease potential inter-

ference with food production and reduce soil erosion.

However, afforestation might require substantial human

intervention in the form of irrigation or fertilization in

areas that do not naturally support forests. In 2005,

about one-half of the carbon sink in the conterminous

United States (216–313 Tg C/yr; SOCCR 2007, USEPA

2010) was from forest regrowth on abandoned cropland

(Pacala et al. 2001). Using 2005 data (SOCCR 2007) as

an example, an effort to offset U.S. fossil fuel emissions

of 1615 Tg C/yr by 10% (or 160 Tg C) per year, would

require that one-third of U.S. croplands, or 44 million

ha, would need to be converted to tree plantations

(Jackson and Schlesinger 2004), requiring large changes

in current land use. Texas, Minnesota, Iowa, Illinois,

and Missouri have the greatest potential for afforesta-

tion of agricultural lands, and Texas, California,

Montana, New Mexico, and Colorado have the greatest

potential for afforestation of rangelands (Potter et al.

2007). The greatest gains in carbon storage through

afforestation with the least human input in the form of

irrigation and fertilization will occur where productive

forestland once existed because climatic and edaphic

conditions favor forest growth.

Afforestation can also affect soil carbon stocks

(Dixon et al. 1994, Jandl et al. 2007), especially in

degraded agricultural lands, which have lost as much as

two-thirds of their original soil carbon (Lal 2004).

Reviews of afforestation of former agricultural land

found an average net increase in soil carbon of 0.14–

0.34 Mg C ha/yr (Post and Kwon 2000, Paul et al. 2002),

with a large variability across sites that differed by

climate, age of the stand, tree type, and soil depth. A

different analysis showed that soil carbon decreased

6.9% when trees were grown on grasslands, pasture, or

shrublands (Berthrong et al. 2009). Soil carbon is

typically lost in the first decade after forest establish-

ment, but most forests eventually recover most of the

lost soil carbon after 30 years (Paul et al. 2003). There is

substantial evidence that most locations could expect a

modest gain of soil carbon from afforestation over at

least several decades.

Tree and shrub encroachment into grasslands, range-

lands, and savannas, which may also be called uninten-

tional afforestation, is estimated to sequester an

estimated 120 Tg C/yr, more than one-half of what

existing U.S. forests sequester annually (SOCCR 2007).

Because tree growth estimates are sparse in these areas,

this estimate is very uncertain (95% confidence bounds
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.100%). Tree and shrub encroachment results from

changing land use, overgrazing, and fire suppression

(Van Auken 2000). The land area of woody encroach-

ment in the United States is estimated to be 2.24 million

km2 (224 million ha), with the majority in the Rocky

Mountain region (Houghton et al. 2000). Encroachment

by Juniperus into native grasslands in the eastern Great

Plains has increased ecosystem carbon stocks by as

much as 100 Mg/ha in ,50 years, or ;2 Mg C ha/yr

(McKinley and Blair 2008, Strand et al. 2008). This

estimate shows results similar to a grassland afforesta-

tion project with planted trees in China, which increased

aboveground carbon stocks by 1.06–2.75 Mg C ha/yr

(Hu et al. 2008). We do not include encroachment as a

strategy because it is unintentional.

Forest management: decreasing forest harvests

Forest management can increase the interval between

harvests or decrease harvest intensity and thereby

increase forest carbon stocks (Schroeder 1992, Thornley

and Cannell 2000, Liski et al. 2001, Harmon and Marks

2002, Jiang et al. 2002, Seely et al. 2002, Kaipainen et al.

2004, Balboa-Murias et al. 2006, Harmon et al. 2009).

Some old growth forests in Oregon, for example, store

as much as 1100 Mg C/ha (Smithwick et al. 2002), which

would take centuries to recoup if these stocks were

liquidated and replaced, even with fast growing trees

(see Fig. 8B). Generally, harvesting forests with high

biomass and planting a new forest will reduce overall

carbon stocks more than if the forest were retained, even

counting the carbon storage in harvested wood products

(Harmon et al. 1996, Harmon et al. 2009). Thinning

increases the size and vigor of individual trees, but

generally reduces net carbon storage rates and carbon

storage at the stand level (Schonau and Coetzee 1989,

Dore et al. 2010). The estimates of harvest effects on soil

carbon are mixed. A meta-analysis of forest harvest

impacts showed a nonsignificant average loss of 8% of

mineral soil carbon stocks and significant 30% loss of

the organic layer (forest floor) carbon (Nave et al. 2010),

whereas another review found no effect (Johnson and

Curtis 2001). Low intensity or partial harvests maintain

forest carbon stocks compared to clearcuts (Harmon et

al. 2009) while possibly reducing the risk of disturbance,

such as fire and damaging storms, and concurrently

allowing forests to be used for wood products or

biomass energy.

Forest management: increasing forest growth

Increasing growth rates in existing or new forests

increases the carbon storage on the landscape, provided

that the harvest interval is kept the same, and increases

the supply of forest products or biomass energy.

Practices that increase forest growth include fertiliza-

tion; irrigation; switch to fast-growing planting stock;

and weed, disease, and insect control (Albaugh et al.

1998, 2003, 2004, Allen 2001, Nilsson and Allen 2003,

Borders et al. 2004, Amishev and Fox 2006).

Yield gains from these practices can be impressive. In

pine forests in the southern United States, tree breeding

has improved wood growth, and thus carbon accumu-

lation rate, by 10–30% (Fox et al. 2007a, b), and

FIG. 8. Carbon balance from two hypothetical forest
management projects with different initial ecosystem carbon
stocks. Cumulative carbon stocks in both ecosystems, carbon
removed from forest for use in wood products (long [L]- and
short-lived [S]), substitution, and biomass energy (bio-energy)
are shown for two scenarios: (A) land that has been afforested
and (B) a forest with high initial carbon stocks. Carbon stocks
for trees, litter, and soils are net carbon stocks only. Both
scenarios are harvested in 40-year intervals. This diagram
assumes that all harvested biomass will be used and does not
account for logging emissions. Gains in carbon sequestration
occur in two ways; (1) increasing the average ecosystem carbon
stock (panel A; tree biomass), and (2) accounting for carbon
stored in wood products in use and landfills, as well as
preventing the release of fossil fuel carbon (counted as stored
carbon) via product substitution or biomass energy (panel A;
landfill, short- and long-lived products, and bio-energy).
However, carbon can be lost for some time (panel B) when
forests with substantial carbon stocks are harvested (e.g., some
old-growth forests) until carbon stocks can accrue via
sequestration in landfills, products, and with substitution
effects. (The figure is adapted from the 2007 IPCC report.)
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increased pest and stress resistance (McKeand et al.

2006) reduces losses to mortality. For southern U.S.

pines, operational plantations using improved seedlings,

control of competing vegetation, and fertilization grow

wood four times faster than naturally regenerated

second-growth pine forests without competition control

(Carter and Foster 2006). Fertilization can show 100%
gains for wood growth (Albaugh et al. 1998, 2004).

Nitrogen and phosphorus fertilizers have been used in

;6.5 million ha of managed forests in the Southeast to

increase wood production (Liski et al. 2001, Seely et al.

2002, Albaugh et al. 2007, Fox et al. 2007a). Many U.S.

forests are nitrogen limited and would likely respond to

fertilization (Reich et al. 1997). The potential to increase

forest growth varies by site and depends on the specific

climate, soil, tree species, and management. Where

fertilization is used to increase carbon production and

storage, careful accounting of the carbon cost of

producing, transporting, and applying fertilizers, as well

as any additional increases in other potent GHGs such

as nitrous oxide (N2O), is required.

Using wood products to reduce emissions from fossil fuels

and store carbon

Biomass energy.—Increased wood biomass used in

place of fossil fuels can lower atmospheric CO2 over

time depending on the forest growth or wood emissions

that would have occurred without the increased use of

wood for energy (Marland and Marland 1992, Schla-

madinger et al. 1995, Searchinger et al. 2009). The

degree and time path of emission offsets will also depend

on its effects in changing forest harvest and forest

products use elsewhere (Searchinger et al. 2008, 2009,

Melillo et al. 2009, Meyfroidt et al. 2010). For biomass

from existing forests, the CO2 benefit balance is

influenced by the time period considered, forest growth

rate, initial stand carbon density, and the efficiency with

which wood offsets fossil fuel emissions (Schlamadinger

et al. 1995).

In 2008, biomass energy made up 28% of the U.S.

renewable energy supply and 2% of the total U.S. energy

use (U.S. Energy Administration 2009); estimates

suggest that this could be increased to 10% through

increased use of wood for energy generation (Zerbe

2006). If prices for biomass energy increase, short-

rotation forest crops such as poplars could become a

significant feedstock source (Solomon et al. 2007).

Expansion of wood biomass energy is currently limited

by high transportation costs, technology development,

the low price of fossil fuels, and uncertainty as to how

long forest resources will take to renew (Maness 2009).

Carbon in forest products

Wood and paper continue to store carbon when in

use and also in landfills. The rates of change depend on

the rates of additions, disposal, combustion, and open

air or landfill decay. The half-life for single-family

homes made of wood built after 1920 is about 80 years

(Skog 2008, USEPA 2008), while the half-life of paper

and paperboard products is less than three years (Skog

2008). About two-thirds of discarded wood and one-

third of discarded paper go into landfills (Skog 2008).

Decay in landfills is typically anaerobic and very slow

(Barlaz 1998) and, because of this, 77% of the carbon in

solid wood products and 44% in paper products will

remain in landfills for a very long time (Chen et al.

2008, Skog 2008). About 2500 Tg C accumulated in

wood products and landfills in the United States from

1910 to 2005 (Skog 2008), with ;700 Tg C (in 2001) in

single- and multifamily homes (Skog 2008). In 2007, net

additions to products in use and those in landfills

combined were 27 Tg C/yr (USEPA 2009c), with ;19

Tg C/yr from products in use (Skog 2008).

Methane release from anaerobic decomposition of

wood and paper in landfills reduces the benefit of storing

carbon because methane has about 25 times more global

warming potential than CO2. For some paper, the global

warming potential of methane release exceeds its carbon

storage potential, but high lignin paper and wood have a

positive carbon benefit, even considering methane

emissions (Skog 2008). Using discarded products for

energy generation would likely provide a better carbon

benefit than landfill burial.

Substitution.—Using wood as a substitute for steel

and concrete lowers fossil fuel emissions because the

energy needed for production is considerably lower

(Schlamadinger and Marland 1996). In some cases,

using wood from fast-growth forests for substitution can

be more effective in lowering atmospheric CO2 than

storing carbon in the forest where increased wood

production is sustainable (Marland and Marland 1992,

Marland et al. 1997, Baral and Guha 2004, Werner el al.

2010). The carbon storage effect of wood can be

multiplied by as much as two or more times when wood

is substituted for more energy-intensive building mate-

rials such as steel and concrete (Sathre and O’Connor

2008). Opportunities for substitution in the United

States are largely in nonresidential buildings (McKeever

et al. 2006, Upton et al. 2008) because most houses are

already built with wood. Some other opportunities to

increase the substitution effect in residential buildings do

exist, however, by using wood for walls in houses, for

example (Lippke and Edmonds 2006).

Urban forestry

Urban forestry (the planting and management of trees

in and around human settlements) offers limited

potential to store additional carbon, but we cover urban

forests here because of the large interest in using them to

offset carbon emissions and because urban trees provide

many co-benefits. The carbon density of some urban

ecosystems in the conterminous United States rivals that

of tropical forests. In 2000, total carbon stocks of U.S.

urban areas, including infrastructure, was 18 000 Tg C

based on a small number of direct measurements
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(Churkina et al. 2010), with a net accumulation rate of

26 Tg C/yr (USEPA 2010).

The potential for urban forestry to help offset GHG

emissions is limited for two reasons: (1) urban areas

make up only a small fraction of the U.S. landscape

(3.5%; Nowak and Crane 2002), and (2) urban forests

require intensive management. When urban landscapes

are irrigated or fertilized, the carbon benefits may be

reduced by the energy required for the synthesis of

fertilizer, by the extraction and application of irrigation

water, and by soil nitrous oxide emissions (Pataki et al.

2006). Urban forests have important indirect effects on

climate (Akbari 2002), however, by cooling with shading

and transpiration, potentially reducing fossil fuel emis-

sions associated with air conditioning. When urban

forests are planted over very large regions, the climate

effects are less certain, as trees have both warming

effects (low albedo) and cooling effects, and may result

in complex patterns of convection that can alter air

circulation and cloud formation (Jackson et al. 2008).

Fuel treatments

Fuel management uses thinning to lower foliage

biomass to reduce the risk of crown fire because crown

fires are difficult, if not impossible, to control (Finney

2001, Ager et al. 2007). Fuel management occurs in

forests with a variety of historical fire regimes, from

forests where historical forest density was lower and the

natural fires were mostly surface fires, to forests with

stand-replacing fire regimes in which crown fires

naturally occurred (Finney 2001, Peterson et al. 2005,

Ager et al. 2007, Mitchell et al. 2009). Fuel management

temporarily lowers the carbon stored in forest biomass

and dead wood because the thinned trees are typically

piled and burned or mulched and then decompose

(Stephens et al. 2009). If a crown fire burns through a

forest that was thinned to a low density, the fire may

change from a crown to a surface fire in which many of

the trees can often survive the fire. By contrast, many or

all of the trees in an unthinned stand are often killed by

a crown fire. This contrast in survival has led to the

notion that fuel treatments offer a carbon benefit:

removing some carbon from the forest may protect the

remaining carbon (Finkral and Evans 2008, Hurteau et

al. 2008, Mitchell et al. 2009, Stephens et al. 2009, Dore

et al. 2010).

There are two views regarding the science on carbon

savings through fuel treatments. Some studies have

shown that thinned stands have much higher tree

survival and lower carbon losses in a crown fire

(Hurteau et al. 2008) or have used modeling to estimate

lower carbon losses from thinned stands if they were to

burn (Finkral and Evans 2008, Hurteau and North

2009, Stephens et al. 2009). However, other stand-level

studies have not shown a carbon benefit from fuel

treatments (Reinhardt et al. 2010), and evidence from

landscape-level modeling suggests that fuel treatments in

most forests will decrease carbon (Harmon et al. 2009,

Mitchell et al. 2009) even if the thinned trees are used for

biomass energy. Because the occurrence of fires cannot
be predicted at the stand level, treating forest stands

without accounting for the probability of stand-replac-
ing fire could result in lower carbon stocks than in

untreated stands (Hanson et al. 2009, Mitchell et al.
2009). More research is urgently needed to resolve these
different conclusions because thinning to reduce fuel is a

widespread forest management practice in the United
States (Battaglia et al. 2010). We recommend that such

research focus on the landscape scale because carbon
loss in thinning needs to be placed in the context of the

expected fire frequency and extent and the potential for
regeneration after fire. Regardless of the outcome of

such research, the carbon benefits of fuel treatments
might be improved by using the harvested trees for wood

or energy generation.

MEASURING FOREST CARBON

Carbon in forests

At the scale of individual forest stands, standard
inventory methods are used to estimate the carbon

stored in trees, plants, dead wood, and in forest floor
litter (Gibbs et al. 2007). These approaches use

mathematical formulas (allometry) to calculate tree
biomass from simple measurements (e.g., tree diameter

at 1.4 m), which can be converted to carbon using a
simple ratio. Forest carbon estimates can be enhanced

by measuring other pools, such as dead wood and soil
(Bradford et al. 2008). Repeated measurements or

models are used to estimate changes in carbon over
time. Estimates of belowground carbon stocks are more

difficult because of limited data on root biomass, the
high spatial variability of soil carbon, and the high cost

of sampling (Davis et al. 2004).
Remote sensing can measure or verify aboveground

pools of carbon at landscape scales. Radar and lidar are
effective at monitoring of vegetation structure, tree

height, cover, and disturbance (Hese et al. 2005, Sherrill
et al. 2008, Asner 2009, Helmer et al. 2009). Satellite-
based observation can also be used to obtain coverage of

large areas (Nabuurs et al. 2010). These techniques can
be combined with inventory-based methodologies to

increase statistical certainty when extrapolating to large
spatial scales (Dubayah and Drake 2000, Brown 2002).

Monitoring at the regional or national scale will
require information from combinations of methodolo-

gies obtained at different spatial scales. In the United
States, the official forest carbon statistics are based on

field plots from the Forest Inventory and Analysis
National Program combined with remotely sensed

changes in forest age, cover types, and disturbance (see
Fig. 5; Smith and Heath 2008, USEPA 2008). Regional

gaps in inventory data can be addressed using remotely
sensed data combined with modeling (Birdsey 2004). A

more complete discussion on general methodologies to
estimate forest carbon stocks can be found in Gibbs et

al. (2007).
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Carbon in wood products, substitution,

and biomass energy

The carbon stored in wood products is difficult to

measure directly because no direct measurement system
exists and imports and exports must be tracked.

Monitoring of carbon accumulation in wood products
is currently conducted at the national scale (Aalde et al.

2006, USEPA 2009c) using models to track the quantity
of wood in different uses over time. These estimates can

be verified by comparison to census-based estimates of
carbon stored in housing and to the U.S. Environmental

Protection Agency’s estimates of wood and paper
discarded to landfills and the resulting methane emission

rates (Skog 2008, USEPA 2009c). Estimates of wood
product decomposition can be made using regional or

local data on timber use and national estimates of decay
for those uses (Smith et al. 2006). This procedure was

used in accounting for the carbon in wood products
adopted by the California Air Resource Board (Climate
Action Reserve 2009). Industrial use of biomass energy

can be tracked through sales records and self-reporting
(Hillring 2006). Unlike measures of carbon storage or

‘‘carbon offsets’’ using forests and forest products, there
are no direct measures for carbon offsets resulting from

product substitution or biomass energy.

EXPANDING THE ROLE OF FORESTS IN MITIGATING

CLIMATE CHANGE

To increase forest carbon storage, carbon storage in
harvested wood products, offset of emissions by

alternate use of steel and concrete vs. wood, and offset
of fossil fuels with wood of wood energy, societies will

need to assign a high value to carbon to make these
activities economically viable through market mecha-

nisms (USEPA 2005, Maness 2009). For example, direct
subsidies paid to landowners (as in the current
Conservation Reserve Program for agriculture) could

also provide an incentive to maintain or increase carbon
stocks. Voluntary markets and registries are emerging,

and current proposals being debated include a carbon
tax, a ‘‘cap-and-trade’’ market, and land use regulation

(Lippke and Perez-Garcia 2008).
Several studies have estimated the potential for

increased forest sector carbon mitigation (Table 1).
Jackson and Schlesinger (2004) estimate that one-third

of current U.S. cropland would need to be afforested to
offset 10% of U.S. fossil fuel emissions (160 Tg C/yr).

Perlack et al. (2005) estimate that U.S. forests could
provide ;190 Tg C/yr for energy generation, using

residue from logging and land clearing operations, fuel
treatments, fuelwood, unutilized wood and pulping

liquors in processing mills, and urban areas. Zerbe
(2006) estimates that forest biomass energy could

provide 130 Tg C/yr for energy generation. With the
use of only harvest residue, forests could provide ;20
Tg C of dry wood annually, producing ;4 billion

gallons (15 3 109 L) of biofuel per year by 2022 (BRDI
2009). The U.S. Environmental Protection Agency

(USEPA 2005) estimates that U.S. forests could offset

an additional 30–330 Tg C/yr above current levels

between 2010 and 2110 with economic incentives of $18–

$183 US$ per Mg carbon; for an economic incentive of

$110 US$ per Mg of carbon, afforestation supplied 58%
of the carbon savings and forest management 42% (this

report did not evaluate avoided deforestation). Jackson

and Baker (2010) estimate that afforestation, forest

management, and forest biomass fuels could offset an

additional 90–200 Tg C/yr, with afforestation (46%) and

forest management (50%) supplying most of the benefit.

Estimates of the economic potential for forest carbon

for different strategies are generally highly uncertain

due, in part, to the large scale necessary for some

activities. For example, utilizing the unused and

currently used residue from forest harvest for biomass

energy (Perlack et al. 2005) would be roughly equivalent

to 40% of the gross annual forest growth in the United

States (Table 1), growing to roughly 54% by 2030. Also,

to achieve the higher range of carbon storage (200–330

Tg C/yr) estimated in the USEPA (2005) report would

require improved forest management on 34–60 million

ha and afforestation of 25–46% of U.S. cropland (based

on afforestation carbon storage potentials reported in

Jackson and Schlesinger 2004). Such large-scale land use

change could lead to increased deforestation in other

countries to replace the lost crop production in the

absence of global mitigation measures.

Using economic incentives within the forest sector to

lower atmospheric CO2 will have a significant monetary

cost (USEPA 2005). The estimated cost of the USEPA

(2005) high-end estimates of 200–330 Tg C/yr in the

United States is $110–$183 per Mg of carbon, for a total

annual cost of $23–60 billion US$. However, economic

modeling consistently shows that forest carbon storage

(including afforestation) can significantly lower the cost

of complying with the proposed regulations and meeting

emissions targets (Xu 1995, Huang et al. 2004, Richards

and Stokes 2004, Niu and Duiker 2006, Strengers et al.

2008, Maness 2009, USEPA 2009a) compared to the

same reductions in the energy or transportation sectors.

UNCERTAINTY, RISK, AND TRADE-OFFS

Each forest carbon storage strategy mentioned

previously has trade-offs and can be affected by systemic

factors, increasing uncertainty and risk. It is impossible

to make changes to the forest and forest products system

that are large enough to have an impact on atmospheric

[CO2] without also having large effects on other

ecosystems or ecosystem services. In addition, popula-

tion increase and exurban development will decrease the

general amount of forested area while increasing

demand for forest products. The potential to increase

carbon storage in forests needs to be weighed against the

projected increases in disturbances promoted by a

changing climate that may lower carbon storage.

Recognizing such issues will be vital to any effort to

promote forest carbon storage.
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Disturbance

Increasing carbon sequestration in forests also in-
creases the risk and impact of losing some of these

carbon stocks to forest fires, insect outbreaks, and
storms (Girod et al. 2007, Kurz et al. 2008b, Balshi et al.

2009, Metsaranta et al. 2010). Although most distur-
bances have little effect on forest carbon stocks over

long temporal and large spatial scales, our knowledge of
how more extreme future disturbances (those outside of

the observed range of variability) will affect carbon
management and sequestration is limited (Breshears and

Allen 2002).
Climate change threatens to amplify risks to forest

carbon stocks by increasing the frequency and severity
of disturbances such as wildfires, insect outbreaks,

hurricanes, and drought, lowering the potential produc-
tivity and long-term storage capacity of some forests,

and threatening the ability of some forests to remain as
forests (Dale et al. 2000, 2001, Barton 2002, Breshears

and Allen 2002, Westerling et al. 2003, Running 2006,
Canadell et al. 2007b, Chambers et al. 2007, Strom and

Fule 2007, Kurz et al. 2008a, Littell et al. 2009,
Metsaranta et al. 2010). Changes in forest structure
caused by fire suppression, harvest of large trees, and

interactions with climate change have been implicated in
creating larger and more severe wildfires in some fire-

adapted ecosystems in the western United States
(Covington and Moore 1994, Dale et al. 2001, West-

erling et al. 2003, 2006, Brown et al. 2004, Breshears et
al. 2005, Kashian et al. 2006, Allen 2007, Fellows and

Goulden 2008, Miller et al. 2009). Since 1990, CO2

emissions from wildland forest fires in the conterminous

United States have ranged between 11and 85 Tg C/yr
(USEPA 2009b). The annual area of U.S. forests burned

has been increasing over the last 60 years (Stephens
2005, Westerling et al. 2006, Littell et al. 2009), and

projections using future climate suggest that the annual
area burned is likely to double by 2100 (McKenzie et al.

2004). High-severity fires can increase soil erosion, alter
nutrient cycling, decrease post-fire seedling recruitment,
which can shift forests to meadows or shrublands and

cause long-term losses of carbon, compromising carbon
offset projects (Barton 2002, Savage and Mast 2005,

Allen 2007, Strom and Fule 2007, Galik and Jackson
2009, Metsaranta et al. 2010). Increases in the frequency

and intensity of storms and insect outbreaks, as well as
changes in climate may also affect site productivity and

the range of forests. Many forests could release
significant amounts of carbon to the atmosphere during

the next 50–100 years, which coincides with the period
when reducing CO2 emissions is most critical. Climate

change adaptation strategies for forests are being
developed to anticipate necessary management changes

in a changing climate (Joyce et al. 2008).

Strategies for increasing forest carbon storage and offsets

We define uncertainty as the extent to which an
outcome/result is not known and risk as the potential for

harm resulting from the mitigation activity. Risk can

refer to harm to both the forest and climate system (e.g.,

elevated GHGs). The following strategies are discussed

in order of increasing uncertainty and risk (see Table 2

for summary).

Avoided deforestation.—Avoided deforestation pro-

tects existing forest carbon stocks with low risk and

many co-benefits. Important risks are the potential for

leakage (deforestation can move elsewhere with no

lowering of atmosphere [CO2]) and lost economic

opportunities for timber, agriculture, pasture, or urban

development (Meyfroidt et al. 2010). Leakage estimates

(percentage of carbon benefit lost) for avoided defores-

tation, without allowing harvest, range from 9% to 92%
for different U.S. regions (Murray et al. 2004). In the

United States, regenerating forests after severe wildfires

may be important for avoiding conversion of forest to

meadow or shrubland (Keyser et al. 2008, Donato et al.

2009).

Afforestation.—Afforestation stores carbon and has

some benefits (including erosion control and improving

water quality), few risks and uncertainties, but some

trade-offs. Afforestation on historical forestland gener-

ally has the greatest co-benefits, lowest risk, and fewest

trade-offs. The benefits of afforestation are enhanced

where seedlings established, whether by planting or

natural regeneration, include a substantial proportion of

native species appropriate to the site. This will enhance

species diversity, and possibly wildlife habitat, with the

lowest risk for unintended consequences if done on lands

that were formerly forests. Planting monocultures of

nonnative or native improved-growth species on histor-

ical forestland will likely yield greater carbon storage

rates, but fewer benefits in terms of biodiversity.

Planting trees where they were not present historically

can lower species diversity (if trees are planted in native

grassland), lower the water table, cause soil erosion on

hill slopes, and absorb more solar energy (lower albedo)

compared to the native ecosystem (Jobbagy and Jackson

2004, Farley et al. 2008, Jackson et al. 2008, McKinley

and Blair 2008, Schwaiger and Bird 2010). Conversion

of agricultural or grazing lands to forest reduces revenue

from agricultural products and may lead to deforesta-

tion elsewhere to compensate; this type of leakage can be

significant (18–43%; Murray et al. 2004). Afforestation

generally reduces streamflow because trees use more

water than do grass or crops (Farley et al. 2005, Jackson

et al. 2005). Irrigation might be necessary in some arid

and semiarid regions, which might compete with

agricultural water supply and other uses. If afforestation

efforts include the addition of nitrogen fertilizer,

emissions of nitrous oxide (a greenhouse gas with

roughly 300 times more global warming potential than

CO2) may increase.

Decreasing carbon outputs.—Decreasing removal of

carbon from forests through longer harvest intervals or

less intense harvests will increase forest carbon stocks.

Benefits of the decreased outputs strategy include an
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increase in structural and species diversity. Increased

risks include carbon loss due to disturbance and the

potential for increased harvesting elsewhere (leakage) to

compensate for the reduction in forest products.

Increasing forest growth.—The benefits of increasing

forest growth include the opportunity to increase wood

production, possibly greater carbon stocks, and oppor-

tunity to plant species and genotypes adapted to future

climates. Risks include reducing the carbon benefit by

emissions of nitrous oxide from forest fertilization,

reduced water yield (faster growth uses more water),

which is more pronounced in arid and semiarid forests

in the western United States, and a loss of biodiversity if

faster growth is accomplished by replacing multispecies

forests with monocultures (limited diversity can make

some forests vulnerable to rapid environmental change

and to insect and disease epidemics).

Biomass energy, carbon storage in products, and

substitution.—The carbon benefits of increasing the use

of wood for biomass energy and for product substitution

might require more intensive forest management over a

much broader area than currently occurs in the United

States, depending on how and to what extent wood

products are utilized. For example, the aforementioned

130–190 Tg C/yr of potential biomass energy (Perlack et

al. 2005, Zerbe 2006) would involve using estimated

sustainable and recoverable portions of unused and

currently used residue from logging and land clearing

TABLE 2. Uncertainty, co-benefits, and trade-offs of proposed carbon mitigation strategies.

Mitigation strategy Uncertainty about strategy Co-benefits Trade-offs

Avoided deforestation low: uncertainty about
leakage; uncertainty about
risk of disturbance

any watershed protection,
biodiversity, wildlife habitat,
recreation opportunities
depend on type of avoided
deforestation

lost economic opportunities
affecting farmers or
developers directly

Afforestation low-moderate: depends on
where afforestation is done;
uncertainty about
biophysical effects, leakage,
and risk of disturbance

erosion control, improved
water quality; any
biodiversity and wildlife
habitat improvements
depend on type of
afforestation

lower streamflow, lost revenue
from agriculture, demand
for agricultural water;
increased release of N2O
reduces the carbon benefit

Management

Decreasing C outputs
(harvest)

moderate: uncertainty about
how to influence landowner
behavior efficiently to
decrease harvest; leakage
effects could be significant

increased old-growth seral
stage; structural and species
diversity, wildlife habitat;
effects on benefits depend
on landscape condition

displaced economic
opportunities affecting forest
owners, forest industry, and
employees

Increasing forest growth low higher wood production,
potential for quicker
adaptation to climate
change

lower streamflow, loss of
biodiversity; release of N2O
reduces the carbon benefit;
greater impacts of
disturbance on carbon
storage

Biomass energy moderate: uncertain
technology

increased economic activity in
forest products industries,
could reduce costs of forest
restoration efforts

intensive forest management
on larger area, lower carbon
storage in forests

Product substitution moderate: difficulty
demonstrating additionality,
limitations in expanding
wood use in construction
applications

increased economic activity in
forest products industries

active forest management on
larger area, lower carbon
storage in forests

Urban forestry high: net carbon benefit
depends on many factors

any shading, reducing energy
use for cooling, wildlife
habitat, recreation projects
depend on type of project

high maintenance requiring
inputs of water, energy, and
nutrients, particularly if
forests were not the native
ecosystem and with poor
species choice; release of
N2O reduces the carbon
benefit

Fuel treatments high: benefits have not yet
been examined at landscape
scale; large unknowns
remain about carbon
benefits

lower risk from fire and
insects; increased economic
activity; possible offsets
from use of wood

lost economic opportunities to
firefighting businesses and
employees; lower carbon on
site

Notes: We define uncertainty as the extent to which an outcome/result is not known. All the listed mitigation strategies have a
risk of leakage and reversal, which could compromise carbon benefits and permanence, respectively.
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operations, along with amounts from estimated fuel

treatments, fuelwood, unutilized wood and pulping

liquors in processing mills, and urban wood waste. To

the extent that wood energy use exceeds use of these

residues or forest harvesting is expanded beyond current

usage to meet demand for biomass energy, there would

be reductions in carbon stored in the forest. If additional

forest harvest were necessary to produce wood for

energy, the result would be a near-term emission that

would again require time to offset with forest regrowth

(Marland and Marland 1992). If branches and foliage

were to be removed for biomass energy beyond a limited

fraction, fertilization could be needed to replace the

nutrients removed to maintain productivity (Patzek and

Pimentel 2005). Additionally, dead wood will decrease

and soil carbon may decrease under harvesting. Dis-

placing agriculture for afforestation or energy crops

could lead to deforestation elsewhere, and those carbon

emissions can negate any climate benefit or cause more

carbon emissions (Searchinger et al. 2008, Melillo et al.

2009, Meyfroidt et al. 2010), as well as reduce food

production and security (Campbell et al. 2008). Last,

because reductions in fossil fuel carbon emissions

resulting from product substitution and biomass energy

are difficult to demonstrate and subject to leakage, these

efforts may only partly decrease fossil energy use.

Urban forestry.—Urban forestry has a relatively small

role in storing carbon with both significant trade-offs

and co-benefits. The higher the maintenance required for

urban trees, the less likely they will help mitigate climate

change. Urban trees can have high mortality rates in all

regions (Nowak et al. 2004). Where cities are located in

what would naturally be forested areas, urban forests

serve to restore these lands, and trees will likely have

lower maintenance requirements. In cities located in

grasslands and deserts, however, urban forests require

large amounts of irrigation water for maintenance.

Fuel treatments: mitigating fire risk to prevent carbon

loss.—The carbon benefits of fuel treatments are

uncertain.

CONCLUSIONS AND RECOMMENDATIONS

U.S. forests and forest products currently store the

equivalent to 10–20% of U.S. fossil fuel emissions

(SOCCR 2007, USEPA 2008), largely because of

continued forest recovery from past deforestation and

extensive harvesting. Increased nitrogen deposition and

atmospheric CO2 compared to historical levels may also

be contributing to increased forest growth, but the

science supporting their contribution is uncertain (Hurtt

et al. 2002, Canadell et al. 2007b).

How much longer U.S. forests will continue to be a

carbon sink is unclear because forests are still growing

and future land use is difficult to predict. Forest

regrowth in the United States has recovered ;40% of

the carbon lost to the atmosphere through deforestation

and harvesting before 1935 (Fig. 4; Birdsey et al. 1993,

2006). Because a significant portion of former forestland

is now in agriculture or pasture (Smith et al. 2007), it is

unlikely that U.S. forests will recover all of the forest

carbon stocks present prior to European settlement.

Population growth and the resulting exurban develop-

ment, and an increase in disturbance in a changing

climate will also reduce existing forests and carbon

stocks.

Perhaps the most difficult and yet most important

question is: will the carbon that we deliberately sequester

remain stored long enough to allow society to reduce its

dependence on fossil fuels and/or to find a means to

remove and permanently store CO2 from the atmo-

sphere? The answer is: it depends. Forest management

can increase average forest carbon stocks through a

variety of mechanisms, but the length of time in which

carbon will be sequestered will depend on the length of

carbon sequestration projects, consistency of manage-

ment techniques over space and time, and our capacity

to anticipate and adapt to changing disturbance regimes,

climate change, and offset effects influenced by market

forces. Each forest carbon storage strategy should be

evaluated in terms of its effect on storage and emissions

within and outside of the forest, the cost of implemen-

tation, the timing of net carbon benefit (Marland et al.

1997), the capacity to offset CO2 emissions, and the risks

and uncertainties.

There are some notable opportunities to expand the

use and increase the effectiveness of some forest carbon

storage strategies. Wood and paper currently being

placed in landfills could be used as energy in place of

fossil fuel and also reduce methane emissions from

landfills. Wood use could be expanded in nonresidential

building construction and for walls in residential

housing. Natural disturbances (fire and beetle kill) offer

an opportunity to use dead trees for biomass energy

(Kumar 2009). The potential of forest soils to sequester

carbon are high, particularly in forests that are restored

on former agricultural land (Heath et al. 2003). Planting

trees after certain catastrophic fires can increase carbon

storage in areas that will not regenerate naturally.

Each strategy we examined has trade-offs. Avoiding

deforestation and increasing the harvest interval in the

United States may move timber harvesting elsewhere,

resulting in no net benefit for carbon in the atmosphere.

Reestablishing forests (afforestation) can store large

amounts of carbon on a unit of land but will also

displace current land uses such as farming and pasture.

Longer harvest intervals may initially lower the amount

of available forest products, but could foster a move

toward higher-value forest products that are locally

sourced. Intensive silviculture can increase growth but

decrease streamflow and biodiversity. Increasing forest

product use and forest biomass energy will require more

active forest management over larger areas than

currently occurs and may lower forest carbon stores.

Although the carbon consequences are still largely

unknown, the use of biomass for energy from forest

thinning might help lower fire risk and suppression costs
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and reduce fossil fuel use. Forests offer many benefits

besides carbon, so managers should consider all benefits

and trade-offs associated with each activity before

deciding on specific land management practices.

Knowledge gaps

Further research would fill a number of knowledge

gaps that span scientific disciplines. Although we have a

good knowledge of forest carbon at the plot level, we

lack knowledge of natural and human influences on

forest carbon at the landscape scale. Problems such as

the carbon effects of fuel treatments, the effects of

disturbance, and changes in land use can only be

understood at the landscape scale. Other unknowns at

this scale are the interactions of climate change,

disturbance, and species shifts with carbon balance.

Also, a greater comprehensive understanding of carbon

flows among different processes and their interactions

within large or complex system boundaries is necessary.

How land cover change alters albedo and evapotrans-

piration is only generally understood, but could be very

important. Methods to assess and measure additionality,

leakage, permanence, and substitution are needed,

particularly for long temporal and large spatial scales.

Carbon life-cycle analyses are largely absent in assess-

ments of forest carbon storage strategies and are vitally

needed to determine net benefits to atmospheric [CO2].

Closing these knowledge gaps will help carbon account-

ing efforts and the market viability of forest carbon.

Considerations for forest carbon policy

National policy, market forces, public will, and

biological potential will determine how much more

carbon U.S. forests can store through forest manage-

ment or offset fossil fuel use via substitution and

biomass energy (Maness 2009). If carbon were assigned

a high monetary value, U.S. forests could roughly

double their current annual carbon benefit (USEPA

2005, Nabuurs et al. 2007, Fujimaki et al. 2009). Such

large offsets would require substantial trade-offs, such

as lower agricultural production, diminished non-

carbon ecosystem services from forests, and higher risk

for increasing forest carbon loss in forests. Decision-

makers will need to weigh the potential carbon and

other benefits of these activities against the considerable

uncertainties surrounding their carbon consequences

(i.e., leakage effects and risks), negative impacts on

other ecosystem services, some large negative societal

and monetary trade-offs, enormous scale needed for

proposed activities, and uncertainty in how future

climate will affect forests.

A policy decision on the timing of carbon benefits will

influence which strategies to employ. One strategy would

be to seek near-term carbon benefits by maintaining and

enhancing growth and carbon storage in forests. Near-

term carbon benefits could also be achieved by

optimizing forest management and the use of wood

products and biomass energy where it yields near-term

offsets, as well as accumulates offsets over time that

would exceed near-term accumulation in forest. By

contrast, the carbon benefits of some strategies may be

deferred for some time; in particular, strategies that

involve the use of forests with large carbon stocks (e.g.,

old growth forests) or those that are not efficient. Any

policy to encourage programs or projects that influence

forest carbon sequestration and offset fossil fuel

emissions should: (1) promote the retention of existing

forests; (2) account for other greenhouse gas effects,

such as methane and nitrous oxide emissions and

biophysical changes; (3) account for leakage, such as

harvest moving elsewhere indirectly caused by changes

in management with the project system boundary; (4)

recognize other environmental benefits of forests, such

as biodiversity, nutrient management, and watershed

protection; (5) focus on the most robust and certain

carbon storage benefits in any compensation scheme; (6)

recognize the cyclical nature of forest growth and

regrowth, the extensive movement of forest products

globally, and the difficulty and expense of tracking

forest carbon; (7) recognize that the value of any carbon

credit will depend on how well the carbon can be

measured and verified; (8) acknowledge that climate

change and population growth will increase the poten-

tial for forest loss and may keep large-scale projects

from reaching their full potential; (9) recognize the

trade-offs involved in the various forest carbon storage

strategies, and (10) understand that the success of any

carbon storage strategy depends on human behavior and

technological advances in addition to forest biology.

Realistic, science-based assumptions should be used

to establish baselines to assess additionality, that is,

providing reasoning and evidence that the carbon

benefit is the result of actions deliberately taken.

Identification and delineation of the system boundary

for various activities is critical for comprehensive

understanding and optimizing carbon benefits. Proto-

cols that estimate carbon credits should appropriately

discount carbon storage estimates for uncertainty in

measurement, effects beyond the system boundary of the

project, and permanence. Sound methods with adjust-

ments for uncertainty are also needed to estimate

leakage (a project indirectly causing carbon loss outside

of the project’s boundaries) and permanence (a specified

minimum length of time that carbon is to be stored)

concerning forest carbon, wood products carbon, and

the effects of substitution and biomass energy use.

Because forest carbon loss poses a significant climate

risk and because climate change may impede regenera-

tion following disturbance, avoiding forest loss and

promoting regeneration after disturbance should receive

high priority as policy considerations. Avoiding loss of

forests should be a strong policy consideration owing to

very low risk and little uncertainty compared to other

strategies discussed in this report. Forest loss moves

carbon from forests to the atmosphere, particularly

where the loss includes not only trees but also the
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decomposition of soil carbon. Because of climate

change, increasing forest disturbance, and continued

population growth and exurban development, we

cannot assume that existing forests will remain. Focus-

ing on adaptation to the effects of climate change (Joyce

et al. 2008) to protect existing forests and as a

complement to implementing forest carbon storage

strategies would be prudent.
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Main Text Words: 4,290 Abstract Words: 279 27 

Abstract  28 

 Accurate soil organic carbon (SOC) maps are needed to predict the terrestrial SOC feedback to 29 

climate change, one of the largest remaining uncertainties in Earth system modeling. Over the last decade, 30 

global scale models have produced varied predictions of the size and distribution of SOC stocks, ranging 31 

from 1,000 to > 3,000 Pg of C within the top 1 m. Regional assessments may help validate or improve 32 

global maps because they can examine landscape controls on SOC stocks and offer a tractable means to 33 

retain regionally-specific information, such as soil taxonomy, during database creation and modeling. We 34 

compile a new transboundary SOC stock database for coastal watersheds of the North Pacific coastal 35 

temperate rainforest, using soil classification data to guide gap-filling and machine learning approaches 36 

used to explore spatial controls on SOC and predict regional stocks. Precipitation and topographic 37 

attributes controlling soil wetness were found to be the dominant controls of SOC, underscoring the 38 

dependence of C accumulation on high soil moisture. The random forest model predicted stocks of 4.5 Pg 39 

C (to 1 m) for the study region, 22% of which was stored in organic soil layers. Calculated stocks of 228 40 

± 111 Mg C ha-1 fell within ranges of several past regional studies and indicate 11-33 Pg C may be stored 41 

across temperate rainforest soils globally. Predictions compared very favorably to regionalized estimates 42 

from two spatially-explicit global products (Pearson’s correlation: ρ = 0.73 vs. 0.34). Notably, 43 

SoilGrids250m was an outlier for estimates of total SOC, predicting 4-fold higher stocks (18 Pg C) and 44 

indicating bias in this global product for the soils of the temperate rainforest. In sum our study 45 

demonstrates that CTR ecosystems represent a moisture-dependent hotspot for SOC storage at mid-46 

latitudes. 47 

 48 

Social Media Abstract: Large soil carbon stocks track climate gradients in the N. Pacific coastal 49 

temperate rainforest 50 

 51 

Page 2 of 30AUTHOR SUBMITTED MANUSCRIPT - ERL-105993

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

A
cc

ep
te

d 
M

an
us

cr
ip

t



 52 

1. Introduction  53 

Accurate global soil organic carbon (SOC) maps are necessary to validate terrestrial carbon (C) 54 

cycle predictions in Earth System Models (ESMs; Todd-Brown et al 2013) however current SOC models 55 

drawing on international pedon (soil profile) databases (SoilGRIDs, HWSD, ISCN, etc.) display 56 

considerable differences (Köchy et al 2015; Sanderman et al 2017, 2018). Database construction, 57 

including filling data gaps, account for some of these discrepancies (Tifafi et al 2018) while other sources 58 

of uncertainty are associated with scaling up spatially from relatively sparse pedon observations (~1 m2) 59 

to globally gridded products (Todd-Brown et al 2013) and the loss of information relevant to SOC storage 60 

at intermediate scales (10 m2 – 1 km2) such as topography (Mishra and Riley 2015; Siewert et al 2017). 61 

Regional digital soil mapping may help bridge these scale discontinuities and produce finer resolution (< 62 

100 m) predictions that retain information on the spatial drivers of SOC storage (Minasny et al 2013). For 63 

example, Sanderman et al (2018) compiled mangrove SOC stock measurements and used them in 64 

conjunction with a global SOC map (Hengl et al 2017) and maps of environmental covariates to estimate 65 

global mangrove SOC at 30 m resolution. The integration of detailed pedological information with 66 

machine learning approaches for large-scale spatial predictions may also enable improvements in SOC 67 

mapping (Ramcharan et al 2017) and regional SOC assessments may help diagnose errors in global 68 

products by providing higher resolution information on SOC controls and its distribution.  69 

 70 

Regional SOC assessments at high-latitudes have, to date, focused on Arctic and boreal 71 

permafrost soils (Hugelius et al 2013, 2014), while coastal temperate rainforests (CTR) have not received 72 

similar attention despite their similarly high SOC storage (Carpenter et al 2014). Globally, temperate 73 

rainforests contain the highest density aboveground forest C stocks (up to 1500 Mg ha-1; Keith et al 74 

2009), and can be found along the coastal margins of North and South America, Japan and Korea, 75 

Australasia, and Scandinavia (Alaback 1991). The N. Pacific coastal temperate rainforest (NPCTR) 76 

biome is the largest example, and spans 4,000 km of the N. American coast from the Russian River in 77 

Page 3 of 30 AUTHOR SUBMITTED MANUSCRIPT - ERL-105993

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

A
cc

ep
te

d 
M

an
us

cr
ip

t



California, to Kodiak Island in the Gulf of Alaska (DellaSala 2011). Although several studies have 78 

produced regional estimates of SOC stocks in Alaska (Leighty et al 2006; Johnson et al 2011; Mishra et 79 

al 2012), no studies to date have produced spatially-explicit SOC stock estimates across the 80 

transboundary domain of southeast Alaska (SEAK) and coastal British Columbia (BC). 81 

 82 

Soils of the NPCTR can store large quantities of SOC, especially in the wet seasonal and 83 

perhumid zones (Carpenter et al 2014), with stocks > 300 Mg ha-1 (to 1 m mineral soil depth) frequently 84 

observed in SEAK (Johnson et al 2011) and stocks of > 200 Mg ha-1 common in coastal BC (Shaw et al 85 

2018). These large SOC stocks have accumulated in distinctive soil conditions across the NPCTR’s 86 

mosaic of three hydropedologic landscape units (Lin et al., 2006): (1) upland forest soils on well-drained 87 

slopes, (2) forested wetlands, and (3) poor (lowland) fens (D’Amore et al 2015). Despite their relatively 88 

young age (12-14 cal ka BP; Eamer et al 2017), elevated C concentrations are observed in mineral soils 89 

that often exceed 1 m in depth (Chandler, 1943; Michaelson et al., 2013) due to a combination of rapid 90 

mineral weathering, high primary production and litter inputs, and the translocation of soluble C into 91 

deeper horizons (Alaback 1991). In addition to mineral soils, the perhumid NPCTR also exhibits a variety 92 

of vertically-accreting organic soils, including deep (3-5 m) peat-forming bogs and fens (Heusser 1952, 93 

1954; Hansen 1955; Ugolini and Mann 1979), and thick (> 40 cm) forest floor organic horizons that 94 

accumulate due to slow decomposition under ubiquitous hydric soil conditions and the rarity of fire 95 

(Alaback 1991). In places, organic horizons overlay C-rich mineral soils (known as Folisols, or folistic 96 

horizons) and contribute to the highest pedon C stocks in the NPCTR (D’Amore and Lynn 2002; Fox and 97 

Tarnocai 2011; Johnson et al 2011; Michaelson et al 2013).  98 

 99 

Quantifying total SOC storage across the NPCTR and understanding its environmental controls is 100 

necessary to predict the region’s response to global change, including climate feedbacks. Observational 101 

data (Buma and Barrett 2015) and ecosystem C models (Genet et al 2018) indicate that the NPCTR is 102 

sequestering C. However, changes in the amount and form of precipitation and higher annual 103 
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temperatures may increase growing season length and productivity (Buma et al 2016) while soil warming 104 

may lead to more rapid decomposition of soil organic matter (Davidson et al 2006; Fellman et al 2017). 105 

In the present study we address the need for a unified SOC model for the NPCTR by compiling a new 106 

transboundary pedon database across SEAK and coastal British Columbia that retains relevant 107 

pedological details. With this database we train a predictive model to estimate total SOC stocks spatially 108 

across the region, to enable meaningful comparisons with other regional and global SOC products, and to 109 

explore the environmental controls on SOC in the NPCTR. 110 

 111 

2. Methods  112 

2.1 Study Extent and Characteristics  113 

 The largest climatic zones within the NPCTR are the seasonal and perhumid forests that form a 114 

transboundary extent across SEAK and coastal BC (Alaback 1991). The SOC assessment encompassed 115 

all of the perhumid and part of the seasonal zone, spanning 10° of latitude (Figure 1). The study perimeter 116 

was defined by the outer boundary of rainforest dominated watersheds mapped using a harmonized 117 

transboundary dataset (Gonzalez Arriola et al 2018) between the Fraser River in Vancouver, British 118 

Columbia (BC) and Lituya Bay south of Yakutat, Alaska, excluding the four major river basins (Taku, 119 

Stikine, Nass, Skeena) which extend into interior boreal forest and a more continental climate. 120 

 121 

Mean annual precipitation across the study domain ranges from 1,800 to >3,000 mm and mean 122 

annual temperatures range from 6-9 °C, with monthly means of -5 °C in winter in the north (Farr and 123 

Hard 1987) and ~15 °C in summer in the south (Alaback 1991). Forest species diversity is relatively low, 124 

reflecting a consistent climate and disturbance regime across the study area, and generally dominated by 125 

Picea sitchensis (Sitka spruce) and Tsuga heterophylla (western hemlock) in SEAK (van Hees 2003). In 126 

BC, Tsuga heterophylla and Thuja plicata (western redcedar) become the dominant conifers. Callitropsis 127 

nootkatensis (yellow cedar) and Tsuga mertensiana (mountain hemlock) are found from sea level in the 128 

north to high elevations in the south and Pinus contorta var. contorta (shore pine) is a significant 129 
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component of bog locations throughout. Geology is varied consisting of granitic, basaltic, and limestone 130 

bedrock, the latter of which supports some of the most productive forest, however, much of the surficial 131 

geology is dominated by glacial drift including ablation and compact till, alluvial outwash, and 132 

glaciomarine sediments (Nowacki et al 2003). 133 

  134 

2.2 Transboundary SOC Database 135 

 We compiled a transboundary database of soil profile descriptions (pedons) across SEAK and BC 136 

from published and archive data sources. For each pedon we calculated SOC stocks for the top 1 m of 137 

mineral soil plus surface organic horizons using data harmonization and gap-filling procedures that are 138 

detailed in the Supplementary Information (Sup. Table 1-5). In brief, US soil classification was converted 139 

to Canadian where necessary and gaps filled by published or modeled estimates grouped by soil class, 140 

horizon, and lithology. In contrast to some other regional and global C assessments, this approach 141 

avoided use of generalized empirical relationships between soil properties and missing variables, such as 142 

between soil C and soil bulk density, or soil C and depth. 143 

 144 

2.3 Environmental Covariates 145 

Environmental covariates were selected (Sup. Table 6) to predict SOC stock due to their 146 

relationship with soil forming factors (climate, organisms, relief, parent material, and time; Jenny 1994). 147 

Covariate data were extracted from the rasters at the pedon coordinates and appended to the final SOC 148 

stocks (in Supplemental data) to use in all further analyses. Further details of the 12 selected 149 

environmental covariates along with justification for inclusion and pre-processing steps are listed in Sup. 150 

Table 6. Briefly, only high quality and spatially continuous data products were used. Curating covariates 151 

based upon knowledge of regional soil development facilitates clearer interpretation and reduces the risk 152 

of autocorrelation between variables. 153 

 154 

2.4 Random Forest Model 155 
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A random forest model was trained to predict stocks of SOC across the NPCTR in R (v. 3.4; R 156 

Core Team 2018) using the R-package randomForest (4.6; Liaw and Wiener 2002). Random forests grow 157 

a large number of regression trees (Breiman 1984) from different random subsets of training data and 158 

predictor variables, thereby reducing variance relative to single trees, and greatly reducing the risk of 159 

over-fitting model predictions and non-optimal solutions – though at the cost of interpretability (Breiman 160 

2001). The transboundary database SOC stocks and associated covariates were first split into training 161 

(80%) and testing (20%) data and the model was parameterized to grow 5,000 trees. For each tree, a 162 

subsample equivalent to ¼ of the total sample size was utilized (with replacement). Node size was set at 4 163 

to minimize the out-of-bag (OOB) error based on preliminary testing. Model performance was measured 164 

from goodness-of-fit, distributions of residuals, and predictions of test SOC stocks. Confidence intervals 165 

were computed using an infinitesimal jack-knife procedure (Wager et al 2013). Predictive performance 166 

was measured from test data goodness-of-fit as well as the distribution of the root mean squared error 167 

(RMSE). Predictions were made across the NPCTR study extent using R-package raster (v2.6; Hijmans 168 

2017) which produced a SOC map at 90.5 m resolution. All lakes > 10 ha were clipped from the final 169 

map (HydroLakes; Messager et al 2016) and glacier area was clipped using the Randolph Glacier 170 

Inventory 5.0 (GLIMS; Raup et al 2007) database. Final SOC stocks were adjusted for topography by 171 

scaling the SOC map with actual land surface area calculated from cell slope values. The random forest 172 

model was re-run for the three gap-filling sensitivity analyses (see SI). 173 

 174 

2.5 Comparison to Regional and Global Maps 175 

 Stocks of SOC were compared with two previous Alaskan studies, two regional/national models, 176 

and two global models (Table 1). Published summary statistics for NPCTR regions were either referred to 177 

directly (Johnson et al 2011) or estimated from published data (Michaelson et al 2013). The Canadian 178 

SOC map produced by Tarnocai and Lacelle (1996) was regionalized, rasterized, and resampled to extract 179 

pixels that overlapped with the study boundary and methods to calculate mean and total SOC stocks were 180 

replicated. Two global SOC maps, SoilGrids250m (Hengl et al 2017) and the Global Soil Organic Carbon 181 
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map (GSOC; FAO and ITPS 2018), were downloaded as rasters and resampled from 250 m and 1 km 182 

resolutions, respectively. SoilGrids250m was built from a database of ca. 150,000 soil profiles and a stack 183 

of 158 covariates to produce a continuous global surface of SOC stock to 1 m, whereas the FAO GSOC 184 

map is a composite of national SOC stock assessments and covers a depth of 0-30 cm. Genet et al (2018) 185 

estimated SOC across the N. Pacific Landscape Conservation Cooperative using pedons from relevant 186 

forest cover types in SEAK. Differences in SOC stocks are explored quantitatively in the context of 187 

different extents, gap-filling procedures, and data sources. Finally, the predictive capacity of the random 188 

forest model, measured by the Pearson’s correlation coefficient and RMSE of observations versus 189 

predictions, is compared to two global SOC products: SoilGrids250m and the FAO GSCO map. 190 

 191 

2.6 Spatial Controls of SOC 192 

 To explore interactions between controls on SOC stocks across the NPCTR, classification and 193 

regression trees (CART) was applied to the transboundary SOC database using R-package rpart (v4.1; 194 

Therneau and Atkinson 2011). Unlike weak learner regression trees grown in random forests, CART 195 

analyses fit to entire datasets provide readily interpretable outputs. CART is also well suited to 196 

interpretation of complex data with many interacting variables, non-normally distributed data, and can 197 

identify key covariate interactions and thresholds. 198 

 199 

3. Results  200 

3.1 Summary of PCTR Observations 201 

 Pedon SOC stocks and depths were log-normally distributed (Sup. Fig 2 a-d). Median soil depth 202 

across all the samples was 66 cm and median calculated SOC density was 168.4 Mg ha-1. Other database 203 

summary statistics are provided in Sup. Table 7. Soil classes in the pedon database were mostly 204 

Spodosols (426), Inceptisols (214), and Entisols (84), with fewer Histosols (70) and Folists (9). 205 

 206 
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 Sample locations were generally well distributed across the study extent with some clustering 207 

around S Vancouver Is., N BC, and central SEAK (Figure 1; Sup. Fig. 2 e-f). The distributions of the 208 

environmental covariate data extracted at pedons were generally very similar to the distributions of 209 

covariates across the region (Sup. Fig 2 e-n). Samples were slightly biased to lower and less steep areas, 210 

and the presence of large icefields and high alpine (not sampled) explained discrepancies in percent forest 211 

cover and land cover classes.  212 

 213 

3.2 Random Forest SOC Model Performance 214 

Model performance was strongest for larger scale patterns in SOC. Though predictions on test 215 

data by the random forest model was low (R2 = 0.32), the predictive model performance on all 216 

observations was high and considerably better than two global SOC products (ρ = 0.73; Figure 2). In 217 

addition, model covariates were representative of the region (Sup. Fig. 2), the mean of the residuals was 218 

zero, and largest errors were under-estimations concentrated in areas otherwise correctly predicted to have 219 

higher than typical SOC (Sup. Fig. 3). We therefore have high confidence in model predictions for 220 

median values and the regional scale patterns in SOC, with less confidence for extreme values and 221 

variation at finer spatial scales. The predictions of the random forest in this study were much more 222 

accurate (R2 = 0.53 vs. 0.11) compared to those extracted from two global products SoilGrids250 and the 223 

FAO GSOC map at the same locations (Figure 2). 224 

 225 

3.3 Estimates of SOC Stocks  226 

Total SOC within the NPCTR of SEAK and BC was estimated at 4.5 Pg C (Table 1) with highest 227 

stocks (> 500 Mg ha-1) found in the central islands of SE Alaska and westerly locations, and lower stocks 228 

(< 200 Mg ha-1) predicted for more southerly and easterly locations. Sensitivity analyses indicated that 229 

SOC stock estimates were most sensitive to bulk density gap-filling assumptions as estimates increased 230 

by approximately 50% after increasing organic horizon bulk density ca. 3-fold to 0.33 g cm-3 (Sup. Table 231 
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5). From the fractional increase in SOC caused by the tripling of organic horizon bulk density, we 232 

computed that 22% of the predicted NPCTR SOC stocks must be stored in organic soil horizons. 233 

 234 

3.4 Environmental Covariates of SOC Stock 235 

 CART analysis (Figure 3) showed that the lowest SOC stocks ranging from 128.5 to 194.8 Mg 236 

ha-1 were associated with the driest (< 2,147 mm MAP), southeasterly locations. Intermediate stocks 237 

(252.7-442.9 Mg ha-1) were assigned to wetter climates at higher topographic positions (upslope). Very 238 

high SOC stocks (336.0-523.3 Mg ha-1) were also associated with wet climate areas (2,147 – 2,833 mm) 239 

on foot-slope (downslope) landscape positions. Finally, exceptionally high SOC stocks of 446.2 - 708.6 240 

Mg ha-1 were assigned to the wettest climates (> 2,833 mm) at relatively low elevations (< 189 m). 241 

  242 

4. Discussion 243 

4.1 SOC Stocks in the Global Context 244 

The estimated 4.5 Pg C stored within perhumid and the northern seasonal NPCTR watersheds 245 

indicates the region contains approximately 2% of North American SOC within less than 1% of its 246 

surface area (Köchy et al 2015). Using a simple upscaling from study region mean stocks (228 ± 111 Mg 247 

ha-1) to global CTR extent (ca. 9.7 x 105 km2; Alaback 1991) we can estimate that 22 ± 11 Pg C may be 248 

stored globally in CTR ecosystems. These estimates are likely conservative due to our 1 m depth range, 249 

our assumption that the coarse fraction is entirely mineral (Zabowski et al 2011), the abundance of deep 250 

(3-5 m) peat-forming fens that can form in wet landscape depressions (Sup. Fig. 5, 6) that are smaller than 251 

our spatial resolution (Heusser 1952; D’Amore and Lynn 2002), as well as the likely occurrence of 252 

cryptic wetlands hidden within forests (Creed et al 2003). 253 

 254 

In a review of global SOC, Jackson et al (2017) calculated the first biome-specific SOC stocks, 255 

estimating that 64 Pg C is stored in ca. 6 M km2 of non-permafrost soils in temperate conifer forests. Our 256 

results disaggregate this result further, suggesting CTRs within the temperate conifer forest biome contain 257 
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one-third of the total SOC, while representing less than one-sixth of the biome’s area. Jackson et al 258 

(2017) also estimated that 22% (14 Pg) of the SOC was stored in organic peatlands, which, remarkably, 259 

matched exactly our estimate of the proportion of SOC in organic soil (peatlands and surface organic 260 

accumulations). The exact agreement, while remarkable, is not truly scalable, but it does likely reflect a 261 

common suite of C input and stabilization mechanisms in cool, wet temperate conifer forest ecosystems 262 

that may lead to consistent partitioning of stocks between mineral and organic soils. 263 

 264 

As has been demonstrated for above-ground biomass (Keith et al 2009), SOC densities in the 265 

CTR appear to rank among the highest globally. The mean SOC stock estimate from this study (228 ± 111 266 

Mg ha-1) positions the NPCTR below estimates for permafrost soils (178-691 Mg ha-1; 5th – 95th 267 

percentile), but substantially higher SOC densities than grasslands (56-289 Mg ha-1), evergreen broadleaf 268 

forests (83-223 Mg ha-1), and croplands (60-200 Mg ha-1), and within a similar range as permanent 269 

wetlands (114-474 Mg ha-1; Sanderman et al 2018). Our results also suggest SOC densities to 1 m in 270 

temperate rainforests are higher than in tropical rainforests (85-271 Mg ha-1) perhaps in part due to litter 271 

accumulations which are typically absent in tropical rainforest floors due to very favorable conditions for 272 

decomposition (Parton et al 2007). 273 

 274 

4.2 Model Comparisons 275 

Estimated SOC stocks agreed with some past estimates of SOC storage in Alaskan coastal 276 

rainforests (Johnson et al 2011) but were much lower than the SEAK SOC estimates from Michaelson et 277 

al 2013 (Table 1). The two regional/national studies that approximate SEAK (Tongass National Forest; 278 

Leighty et al 2006) and BC (Tarnocai and Lacelle 1996), when summed, produced an estimate of 5.3 Pg 279 

C compared to our estimate of 4.5 Pg C. However, Tarnocai and Lacelle (1996) integrated SOC to the full 280 

observed depth of organic soils which was found to be approximately ~1.51 m, or ~50% greater than the 281 

reference depth in this study (1 m), which may explain the larger estimate. The GSOC map estimated 282 

lower SOC stocks (2.5 Pg C) because it only considers the top 30 cm of soil, but if it is assumed that ca. 283 
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50% of the SOC stock is stored from 30-100 cm (James et al 2014), then the estimates (~ 5 Pg C) align 284 

well with the present study.  285 

 286 

For one study and two global SOC products we identified large discrepancies with our SOC 287 

predictions. The global model SoilGrids250m and the regional Alaska database produced by Michaelson 288 

et al (2013) were outliers in our comparison, predicting 4-fold higher total SOC for the region, and 2 or 3-289 

fold higher mean SOC, respectively (Table 1). Our model also more accurately predicted the spatial 290 

variation in SOC across the NPCTR relative to the FAO GSOC map and SoilGrids250m (Figure 2). Both 291 

global products showed strong bias for the region, with over-estimates where we predict lower stocks and 292 

weak correlation with the observed stocks overall. Finally, unrealistic spatial discontinuities are present in 293 

the FAO GSOC map at the US-Canada border that did not exist in our transboundary assessment (Figure 294 

5). Global SOC maps created from a mosaic of national inventories clearly benefit where nations conduct 295 

quality SOC assessments, evidenced by the reasonable summed stock estimates of GSOC for the NPCTR 296 

(Table 1). However, we propose that biome-specific assessments are better than national inventories 297 

because spatial discontinuities that form within global mosaics will fall along ecologically significant, 298 

rather than arbitrary political, boundaries (Ramcharan et al 2017).  299 

 300 

The bulk density gap-filling procedure applied by Michaelson et al (2013) was not replicated in 301 

this study due to the observation that the pedotransfer functions (Van Looy et al 2017) relating %C to 302 

bulk density over-estimate organic layer (high %C) bulk density by up to 4-fold relative to published 303 

values (Sup. Fig. 4; Shaw et al 2005). Using these pedotransfer functions would bias the SOC estimates 304 

too high in the NPCTR where organic soils are common (D’Amore et al 2010) and forest floor organic 305 

horizons are often deep (Kranabetter and Banner 2000). Direct comparison of our database with that of 306 

Michaelson et al (2013) illustrates how gap-filling procedures can lead to very different SOC estimates. 307 

Similar issues may underlie discrepancies observed with SoilGrids250m (18 Pg C; Table 1). Models built 308 

using the Harmonized World Soil Database and SoilGrids250m have been gap-filled using pedotransfer 309 
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functions that may overestimate organic soil bulk density and lead to overestimated SOC stocks (Köchy 310 

et al 2015). A recent global model comparison found much larger SOC stock estimates using the 311 

SoilGrids database than from other global databases (Tifafi et al 2017). Our study similarly suggests 312 

SoilGrids250m overestimates SOC stocks within the NPCTR, and possibly in other organic and/or high-313 

latitude soils (Figure 2c). We cannot explain the differences with organic soil bulk density alone, based 314 

upon our sensitivity analysis where bulk density was tripled. We propose that the juxtaposition of highly 315 

contrasting soils in the NPCTR (Sup. Fig. 5, 6) may make the region particularly susceptible to SOC 316 

errors when aggregating and modeling pedon observations. In the NPCTR, C-rich litter layers and organic 317 

soils lie adjacent (vertically and laterally) to mineral soils (Michaelson et al 2013; Shaw et al 2018) and, 318 

without separate representation during gap-filling or modeling steps values may be artificially inflated. 319 

Populating the database and calculating SOC on the basis of pedological information, including 320 

distinguishing surface from subsurface soil horizons, may have improved SOC variable estimation in this 321 

study. 322 

 323 

4.3 Covariates of NPCTR SOC Stocks 324 

 Digital soil mapping assumes properties, such as SOC, can be predicted spatially across 325 

landscapes from the distribution of geospatial covariates related to the classical factors of soil formation 326 

(Jenny 1994; Minasny 2011). We found that high precipitation is the primary control on SOC storage in 327 

the NPCTR; SOC stocks tracked regional gradients in MAP, and longitude, with the highest stocks in the 328 

north coast of BC and especially central SEAK (Figure 3; Figure 4). Topographic attributes including 329 

elevation, wetness, and slope position, which modulate temperature and soil moisture conditions, also 330 

emerged as important controls. Land cover was not a strong predictor, however both the region and pedon 331 

database are dominated by conifer forest which did not distinguish between upland and cryptic forested 332 

wetland coverage. Though lithology has been shown to be important across Alaska generally as a 333 

predictor of SOC stocks (Mishra et al 2012), we did not find support for lithology as a broadly important 334 
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covariate. However, lithology is an imperfect indicator of parent material for soil formation across the 335 

region due to the extensive presence of glacial deposits. 336 

 337 

4.4 Vulnerabilities of NPCTR SOC Stocks 338 

 Stocks of SOC in the NPCTR may be sensitive to several climate-related changes in the coming 339 

century, but the overall direction of effects is uncertain. Wolken et al (2011) highlighted loss of winter 340 

snow and ice as the most important biophysical change in the coastal temperate rainforests of Alaska, 341 

driven by projected average temperature increases of 3.5 ± 1.5 °C by 2100. Based upon the primacy of 342 

MAP and topographic wetness in our analyses, both higher predicted MAP and a reduction in the 343 

percentage as snow (Shanley et al. 2015) may expand the spatial and temporal domain for high SOC 344 

accumulations in the NPCTR. However, this may be balanced by increases in lateral exports of terrestrial 345 

DOC, which is already a distinctively large component of NPCTR ecosystem C budgets (Oliver et al 346 

2017). Similarly, effects of temperature may also be bi-directional. Elevated temperatures lead to rapid 347 

decomposition of NPCTR soil organic matter under laboratory conditions (Fellman et al 2017) however it 348 

is unclear to what degree this effect will be limited by the saturated soil conditions in situ, which 349 

constrain decomposition rates (Freeman et al 2008), or offset by concurrent increases in SOC inputs via 350 

enhanced primary productivity and litterfall (Buma et al 2016; Genet et al 2018).  351 

 352 

4.5 SOC Modeling Considerations  353 

Our study shows that digital soil mapping can be valuable across the NPCTR where soil survey 354 

and conventional soil mapping is challenging (Carpenter et al 2014), however a baseline of high quality 355 

pedon data is still essential for accurate predictions. Vitharana et al (2017) found that existing data for SE 356 

Alaska well represented environmental variability and our covariate data distributions (Sup. Fig. 2) agree 357 

with this conclusion, however, much of the central and northern BC coastline is less well sampled (Figure 358 

1) and those data we did obtain required extensive gap-filling. Our model also under-predicted the largest 359 
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SOC stocks which, as random forests subset data to grow each tree, may be due to relatively few 360 

observations of very high SOC.  361 

 362 

Model improvements may also be possible if input covariate datasets and the final map are 363 

obtained at finer spatial resolution. For example, the NPCTR displays complex topography that may not 364 

be fully resolved at 90 m. Mishra and Riley (2015) found that soil wetness (derived from landform) and 365 

aspect were lost as significant predictors of Alaskan C stocks when moving from a 50 m to a 100 m 366 

resolution. Similarly, Siewert (2017) compared a wide range of resolutions (2 – 1,000 m) for random 367 

forest predictions of a sub-Arctic peatland SOC stocks in Sweden and found resolutions > 30 m led to 368 

underestimates. Building models using more accurately georeferenced pedon data and more finely 369 

resolved (< 50 m) covariate surfaces may improve spatial predictions of SOC.  370 

. 371 

5. Conclusions  372 

 Regional SOC stock assessments can validate and improve global maps by considering drivers, 373 

and compiling datasets, in greater detail. We compiled a SOC database for the NPCTR, using pedology 374 

data to guide gap-filling and predictive modeling. Regression tree models predicted high SOC stocks in 375 

wet coastal watersheds, indicating that the coastal temperate rainforest represents a moisture-dependent 376 

hotspot for SOC at mid-latitudes. 377 

 378 

 379 
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Figure Captions 588 

 589 

Figure 1: The extent of the NPCTR displaying the distribution of soil profile descriptions (light green 590 

circles) and the study extent (dark green pixels) used in the SOC stock assessment. Inset maps show 591 

global (small) and continental (large) extent of the full NPCTR along with the boundaries of climatic sub-592 

regions.  593 

 594 

Figure 2: Predicted vs. observed SOC stocks (Mg ha-1) for individual database profile locations 595 

compared for (a) this study’s spatial predictions, (b) the FAO GSOC map, and (c) SoilGrids250m, with 596 

smooth spline fits (solid line) and 1:1 line (dashed). Pearson’s correlation coefficients (ρ) and root mean 597 

squared error (RMSE) between predicted and observed values are reported for each model. Note FAO 598 

predictions (for 0-30 cm) are doubled assuming approximately 50% of SOC stocks are stored from 30-599 

100 cm depth (James et al 2014). 600 

 601 

Figure 3: Regression tree results for environmental covariates controlling NPCTR SOC stocks.  602 

 603 

Figure 4:  Soil organic carbon stock predictions to 1 m (Mg C ha-1) at 90.5 m resolution for small 604 

NPCTR watersheds across BC and SE Alaska.  605 

 606 

Figure 5: (a) Sharp spatial discontinuities at the border of Alaska (USA) and BC (Canada) in the FAO 607 

Global Soil Organic Carbon (GSOC) map are, in the current study (b), smooth landscape-to-regional 608 

gradients, due to harmonized data compilation, gap-filling, and modeling approaches across the 609 

transboundary extent. Note the FAO GSOC map stock estimates are lower due to a shallower depth range 610 

(0-30 cm). 611 

 612 
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Figures 613 

Figure 1 614 
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Figure 2 625 
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Figure 3 629 
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Figure 4 643 
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Figure 5 652 
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Tables 668 

Table 1: Comparison of methods and results of NPCTR SOC stocks estimated in this study and other regional and global SOC studies  

Study Scale Region Method 
Mean SOC1 

(Mg ha-1) 
Total SOC2 

(Pg C) 

Present Study Regional PCTR Watersheds Random Forest 228 ± 111 4.5 

Present Study – Sens. Test    + High Bulk Density 329 ± 160 6.5 

Present Study – Sens. Test   + High Mineral %C  249 ± 125 4.9 

Present Study – Sens. Test   +  No Coarse Fra. 224 ± 118 4.5 

Johnson et al (2011) Regional 
Coastal Rainforests 
(Upland) 

Database Summary 
Stats. 

240 ± 132 - 

Johnson et al (2011) Regional 
Coastal Rainforests 
(Lowland) 

Database Summary 
Stats. 

258 ± 174 - 

Michaelson et al (2013) Regional SE Alaska 
Database Summary 
Stats. 

587 ± 379 - 

Tarnocai and Lacelle (1996) National 
Regionalized to NPCTR 
(BC only) 

Soil Map Unit 
Assignment  

294 ± 180 3.43 

Leighty et al (2006) State  
Tongass Nat. Forest 
(AK) 

Econometric Flow 
Chart 

- 1.93 

Genet et al (2018) State  
North Pacific Coast LLC 
(AK) 

Land Cover Class - 4.83 

SoilGRIDS250m  
(Hengl et al 2017) 

Global Regionalized to NPCTR Random Forest 486 ± 149 18.0 

GSOC (FAO and ITPS 2018) Global Regionalized to NPCTR 
US: Soil Map Unit 
BC: Ensemble  

136 ± 60 2.54 

1Map of database mean ± SD; a dash denotes no means reported. 2SOC stock for overlap extent with present study; a dash denotes no 
regional prediction. 3Partially overlap extent with this study. Genet et al (2018) extent excludes BC but includes maritime upland and 
alder forest cover across southeast and south central Alaska. 4The FAO Global SOC map extends only to 30 cm. 

 669 

 670 

Page 30 of 30AUTHOR SUBMITTED MANUSCRIPT - ERL-105993

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

A
cc

ep
te

d 
M

an
us

cr
ip

t



Morphological Evolution Is Accelerated
among Island Mammals
Virginie Millien

Redpath Museum, McGill University, Montreal, Quebec, Canada

Dramatic evolutionary changes occur in species isolated on islands, but it is not known if the rate of evolution is
accelerated on islands relative to the mainland. Based on an extensive review of the literature, I used the fossil record
combined with data from living species to test the hypothesis of an accelerated morphological evolution among island
mammals. I demonstrate that rates of morphological evolution are significantly greater—up to a factor of 3.1—for
islands than for mainland mammal populations. The tendency for faster evolution on islands holds over relatively short
time scales—from a few decades up to several thousands of years—but not over larger ones—up to 12 million y. These
analyses form the first empirical test of the long held supposition of accelerated evolution among island mammals.
Moreover, this result shows that mammal species have the intrinsic capacity to evolve faster when confronted with a
rapid change in their environment. This finding is relevant to our understanding of species’ responses to isolation and
destruction of natural habitats within the current context of rapid climate warming.

Citation: Millien V (2006) Morphological evolution is accelerated among island mammals. PLoS Biol 4(10): e321. DOI: 10.1371/journal.pbio.0040321

Introduction

Ever since Darwin’s early observations on the Galapagos
finches, islands have long been recognised as ‘‘laboratories’’
for the study of evolution [1]. The isolation of species
sometimes results in very peculiar morphologies and often
drastic size changes [2–6]. Among insular mammals, there is a
general tendency for small mammals to evolve toward larger
size and larger species to evolve toward smaller size [2–4,6].
This tendency has come to be known as the island rule [6]. For
example, the trend of increased body size (‘‘gigantism’’) has
been documented in numerous rodent taxa on islands (review
in [7]). On the other hand, dwarf mammoths, elephants,
hippopotami, and deer are classic cases of island evolution in
the field of vertebrate palaeontology [5].

The strength of the island effect on body size evolution is
usually presumed to be inversely proportional to the size of
the island [8] and positively related to the degree of isolation
from the mainland source of the island population [2].
Various selective forces are thought to explain the size
evolution in island mammals [5,8–10]. The reduced species
diversity on islands results in a reorganisation of species
interactions within island communities, and island species are
generally subjected to reduced predation and interspecific
competition. Resource limitation may also explain body size
changes in some island species.

In addition, morphological changes in some island mam-
mals have been shown to occur rapidly [11–15]. The fossil
record suggests that island species adapt to their new
environment rapidly following isolation, through conspicu-
ous changes in size and morphology [5,16]. However, most of
the time, it is assumed that the rate of evolution in island
species is accelerated, simply because similar dramatic
changes are not observed in their mainland relatives.
However, not all island evolution has been rapid: many
thousands of years (between 200,000 and 400,000 y) were
required for Sicilian elephants, Elephas falconeri, to reach a
height of less than 1 m and a body mass of 100 kg—less than
1% of the mass of their mainland ancestor [17]; a similar

length of time may has been required for the evolution of the
1-m-high Homo floresiensis, isolated on the island of Flores,
Indonesia [18,19]. For these two species, the absolute changes
in size are substantial, but the time spans involved are
relatively long. Consistent with this observation, some
authors recently pointed out the ambiguity of the exact
meaning of ‘‘rapid’’ when dealing with evolutionary rates
[20,21], e.g., ‘‘rapid relative to what?’’ (page 2 in [20]). To date,
there has been no rigorous test of the hypothesis of rapid
evolution on islands. Here, I present such a test, through a
comparison of evolutionary rates between island and main-
land populations from a number of mammal species and over
a wide range of time scales.

Results

Evolutionary Rate Distribution
Evolutionary rates were expressed in darwins [22], and the

natural logarithms of mean values of evolutionary rates were
normally distributed (n¼ 170, Kolmogorov-Smirnov test, p ¼
0.9), as opposed to the distribution of the logarithms of time
intervals (p ¼ 0.007). The shape of the rate distribution
indicated that there were many small rates and a very few
large rates (Figure 1), which agrees with a previous review on
contemporary microevolution (less than 300 y) [23]. The
absolute values for evolutionary rates had a median of 2.88
darwins (d) and ranged from 0.014 d to 1435.85 d. This range
overlaps with the range of values reported for fossil
vertebrates (0.11 to 32 d) [24] and for contemporary animals
(0 to 395,880 d) [25].
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Island and Mainland Rate Comparisons
Significant regressions were obtained for both island and

mainland species when log rate in darwins was plotted against
log time interval in million years (Table 1), and evolutionary
rates decreased with the time interval over which they were
calculated (Figure 2). The slope of the regression of the island
species was significantly less than the slope of the mainland
species (Table 1). More important, the regression line of the
island species was above the line of the mainland species over
a large range of data (Figure 2), indicating that the evolu-
tionary rates for island species were greater than those for
mainland species. The evolutionary rate difference between
the island and mainland groups were significant at the
minimum, 25th percentile, and median of the time interval
(Table 2). The difference between the two regression lines
decreased with increasing time interval, and the difference in
rates between the two groups became statistically non-
significant for time intervals greater than 45,000 y (Table 2).
As indicated on Figure 2, there are fewer island data points
for the largest time intervals and fewer mainland data points
for the smallest time intervals. The 95% confidence intervals
of the two regression lines do not overlap over short time

intervals and across the mid-range of the data. Consequently,
the conclusion that island rates are faster than mainland rates
is most robust over the time intervals from 21 y up to about
20,000 y.

The Effect of Phylogenetic Inertia
Because the data encompass a wide taxonomic range within

mammals—88 species in total—one can ask whether there is a
phylogenetic effect in the analyses. A test for serial
independence was used to assess the phylogenetic independ-
ence of the distribution of evolutionary rate data [26].
According to this method, there was no phylogenetic
autocorrelation in the dataset (Morphological tree: C ¼ 0.07,
p ¼ 0.11; Molecular tree: C ¼ 0.07, p ¼ 0.10), and subsequent

Figure 1. Distribution of Evolutionary Rate (darwins) Is Log-Normal for

the Mean Values Dataset

The distribution of evolutionary rates on a logarithmic scale is shown in
the inset.
DOI: 10.1371/journal.pbio.0040321.g001

Table 1. Regression Analyses of Log Evolutionary Rate (darwins)
on Log Time Interval (Million Years)

Group Slope Intercept Correlation

Coefficient

n Slope

Difference

Island �0.88 (F ¼ 364.42*) �2.11 0.90 86 �0.12*

Mainland �0.77 (F ¼ 315.93*) �2.04 0.88 84

The significance of the slope of the two regression lines were evaluated by randomisation
procedures. The significance of the difference between the slopes of the regression lines
for the two groups—island and mainland—was assessed through a randomisation
procedure.
*p , 0.001.
DOI: 10.1371/journal.pbio.0040321.t001

Figure 2. Relation between Evolutionary Rates (Mean Values, darwins)

and the Time Interval (Million Years) over which They Were Calculated

Filled circles: islands, open circles: mainland; the regression line for
islands (solid line) is above the line for the mainland (dotted line). The
95% confidence intervals of the two regression lines do not overlap
between the two groups at the smallest time intervals. The difference in
elevation (i.e., the rate difference) between the two lines is statistically
significant below 0.05 million years.
DOI: 10.1371/journal.pbio.0040321.g002

Table 2. Comparisons of the Elevations of the Regression Lines
for the Two Groups—Islands and Mainland—at Six Time
Intervals

Time (Ma) Log Time Interval (Ma) Log Rate Difference (d)

Minimum �10.77 1.14***

25th Percentile �4.99 0.50***

Median �4.19 0.40**

Limit (s to ns) �3.09 0.27*/ns

75th Percentile �2.52 0.21 ns

Maximum 2.48 �0.36 ns

The elevation difference is calculated as the natural logarithm of the rate difference
between the two groups at a given time interval (Ma, million years ago). These differences
were calculated for six time intervals, and their levels of significance were assessed
through a randomisation procedure. The time intervals are the five percentiles and the
limit time at which the difference between the two regression lines became
nonsignificant.
***p , 0.001.
**p , 0.01.
*p , 0.05.
ns, nonsignificant.
DOI: 10.1371/journal.pbio.0040321.t002
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analyses could thus be performed on the raw dataset without
correction for any phylogenetic inertia.

A closer examination of the data showed that evolutionary
rate values varied within a species with locality (Protocol S1).
Island evolution theory actually predicts that the effects of
isolation are stronger upon populations isolated on the
smallest and the most remote islands. The theory of island
evolution combined with the empirical evidence on intra-
specific variation presented in this review thus suggests that
evolutionary rates are not strongly phylogenetically con-
served, which is in accordance with the results of the test for
serial independence.

The ‘‘Rodent Effect’’
Nearly 60% of the species in the dataset were rodents, and

this figure is even larger when island taxa of which 74% were
rodents are considered. Rodents represent nearly half of the
number of living species of mammal, a fact that partially
explains the bias in the dataset. A further analysis was
performed to estimate the influence of the preponderance of
rodents in the dataset. The evolutionary rate comparison was
performed on a subsample of the dataset with equal numbers
of rodent and nonrodent taxa for the two groups, island and
mainland (Table 3). The slope of the regression lines of the
two groups, island and mainland, were significantly different
(p , 0.05) in 70% of the cases, and the difference between the
two slopes was in most cases (75%) larger in absolute value
than in the original analysis (Table 4). More important, the
rate difference between the two groups, island and mainland,
was always significant (p , 0.05) at the minimum, 25th
percentile, and median of the time interval (Table 4). This last
result is in accordance with the result obtained for the whole
dataset. These additional analyses confirm that there is no
effect of the preponderance of rodent species in the data.

The Influence of Geographic Variation and Dating
Accuracy in the Original Data

Some large-scale studies combined data over a broad
geographic range [25], in particular for some mainland
species. Due to the incomplete preservation of evolutionary
sequences, these studies merged data across localities, and the
measured evolutionary rate is the result of the product of
local evolution and geographic variation. Among mammals,
body size or morphological characters often vary within a
species over its distribution [27]. However, the effect of

geographic variation could either increase or decrease the
evolutionary rate estimate, and there is no a priori reason to
expect any systematic error toward a higher or lower rate of
evolution on the mainland in the dataset (Figure 3).
In addition, the time intervals were based on various

methods of age estimation (see notes in Protocol S1), and it
was not possible to calculate errors associated with these time
intervals. However, this uncertainty did not mask the differ-
ence between mainland and island evolutionary rates, which
may be an indication of the strength of the pattern of faster
evolution on islands.

Discussion

The present data support the hypothesis that morpholog-
ical evolution is accelerated among island mammals. The
difference in tempo of evolution between island and main-
land species also appears to be larger for shorter time
intervals. These results appear to conform to the theory by
which island mammals adapt to their new environment
rapidly following isolation (Figure 4), through conspicuous

Table 3. Frequencies and Percentage of Rodent and Nonrodent
Records in the Total Dataset and in the Random Subsamples

Data Source Species Total (%) Island (%) Mainland (%)

Total dataset Rodents 101 (59.4) 64 (74.4) 37 (44.1)

Nonrodents 69 (40.6) 22 (25.6) 47 (55.9)

Random subsample Rodents 74 (62.7) 37 (62.7) 37 (62.7)

Nonrodents 44 (37.3) 22 (37.3) 22 (37.3)

The number of rodent records for both the island and mainland groups in the random
subsamples was set to 37, the number of rodent records in the mainland group in the
original dataset. Similarly, the number of nonrodent records for both the island and
mainland groups in the random subsamples was set to 22, the number of nonrodent
records in the island group in the original dataset. One hundred subsamples were used to
assess for the overrepresentation of rodents in the data.
DOI: 10.1371/journal.pbio.0040321.t003

Table 4. Results of the Test of the Rodent Effect

Test Significant (n) ,Test Value (n)

Slope difference 70 75

Rate difference (minimum) 100 8

Rate difference (25th percentage) 100 0

Rate difference (median) 100 0

Rate difference (75th percentage) 44 10

Rate difference (maximum) 0 40

The analyses were performed 100 times on random subsamples of the original dataset.
The slope difference between the two groups, island and mainland, was always negative
as in the original analysis performed on the whole dataset. The difference was larger in
absolute value than the test value (i.e., value calculated for the original dataset) in 75% of
the subsamples. The rate difference between the two groups, island and mainland, were
always significant (p , 0.05) at the minimum, 25th percentile, and median of the time
interval.
DOI: 10.1371/journal.pbio.0040321.t004

Figure 3. Effect of Geographic Variation on the Estimation of Evolu-

tionary Rate (Measured Rate) when Populations from Different Localities

Are Used

The measured rate is the product of geographic variation (x-axis) across
populations 1 and 2, and local evolution through time (y-axis) within
each population. The effect of geographic variation can either increase
(A) or decrease (B) the evolutionary rate estimate. The size of the square
is proportional to the size of the studied character. Filled square: fossil
sample preserved, open square: fossil sample not preserved.
DOI: 10.1371/journal.pbio.0040321.g003
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changes in size and morphology [5,16]. Evolution seems to
happen so rapidly that in most cases we do not see the
intermediate between the mainland ancestor and the island
endemics in the fossil record; the small likelihood of
fossilisation of these intermediate forms may also be due in
part to the small size of the founding population. Island
species are often so distinct that we are unable to identify
their specific mainland ancestor. For example, the phyloge-
netic relationships among dwarf elephants in the Mediterra-
nean are still unclear [17,28]. It has been suggested that
evolutionary rates among island species became smaller—
even comparable to rates on the mainland—following such
rapid changes [5,16,29], and my results are in accordance with
this hypothesis. The commonly proposed mechanisms that
govern evolution on islands—a founder event followed by
slower evolution [28,29]—can be compared to the mecha-
nisms that operate after a drastic change in the environment
on the mainland [30,31]. However, the present data suggest
that the peculiar ecological environment on islands—lack of
predators, reduced interspecific competition, resource limi-
tation [9,10,31–33]—favours faster evolution, even over
several thousands of years. Species surviving in fragmented
landscapes are also confronted with a modified environment
characterised by a reduced area and an increased isolation
relative to their undisturbed habitat. These new environ-
mental conditions parallel those seen in true island habitats,
and one may suspect that morphological changes in response
to fragmentation are similar to changes in island species.
Accordingly, body size changes in 25 Danish mammals over
the last two centuries followed the island rule and were
attributed to habitat fragmentation [34].

The confirmation that morphological evolution is faster on
islands has some implications beyond the field of island
evolution. For example, this result demonstrates that most
mammal species found today on the mainland have the
intrinsic capacity to evolve more rapidly. This insight suggests
that the study of island species can improve our under-
standing of the adaptation of species to changing environ-
mental conditions. The principal result shows that mammal
species may increase their rate of morphological change by
up to a factor of 3 within a few decades of dramatic and rapid

change in their environment. Most species are currently
confronted with an extensive deterioration and fragmenta-
tion of natural habitats. Moreover, these habitat changes are
accentuated by accelerated change in the global climate
[35,36]. The quantification of the rates at which species are
able to evolve in response to environmental change is thus an
empirical question of considerable basic and applied im-
portance.

Materials and Methods

Dataset. Data accurately documenting evolutionary rates for
mammals are scarce for several reasons [37]. In particular, the fossil
record rarely provides a complete sequence of evolutionary forms
within a lineage of an island species. In many cases, only the final
already differentiated species is known, and it cannot always be
related to any fossil ancestral form. Second, given a complete
evolutionary sequence, a precise dating may not be possible, which
prevents the calculation of evolutionary rates. Last, even when these
criteria are met, the raw data may not be available from the original
publications. However, an extensive survey of the literature enabled
me to calculate evolutionary rates for a number of island and
mainland mammals. Experimental studies were not included in the
dataset, and the calculations were based on raw data given in the text
or tables or extracted from figures in 60 original publications. The
dataset comprised 170 populations of 88 species or evolutionary
lineages, belonging to 14 orders of mammals, and a total of 826
evolutionary rates were calculated. The characters reported in the
present review included skull, skeletal, and teeth measurements, as
well as external measurements. It has been established that rate values
in darwins are dependent upon the dimension of the character
studied [21,38]. Because rates of change for areas or volumes can not
be directly compared with rates for linear measurements [38], only
linear measurements have been included in the dataset. Morpho-
metric indices, shape values such as ratios, categorical characters, or
body mass were not included in the dataset. Data from males and
females were distinguished in some of the original works. Data from
both sexes were pooled to avoid any confounding effect of sexual
dimorphism. The time intervals ranged from 21 y to 12 million y. A
summary table for the entire dataset and the references for the
studies used are described in Protocol S1.

Evolutionary rates. Evolutionary rates were expressed in darwins
(d), as (Log x2�Log x1)/Dt, where a structure evolved from x1 to x2 over
a time Dt in millions of years. Log is the natural logarithm [22], and
the variable x is a linear measurement. Rates in darwins can easily be
calculated from mean values published in the literature, but they are
inversely related to the time interval over which they are calculated
[21,24]. However, this scaling relation may be a mathematical artifact
due to the plot of a ratio (rate) against its denominator (Dt) [39,40].
The haldane, a rate expressed in number of generations, can be used
to avoid this scaling problem [24]. However, to calculate evolutionary
rates in haldanes, it is necessary to know the standard deviation of the
character, which is not always available in published works. The
haldane also requires knowledge of generation time. For fossil
species, it can be estimated from body mass through allometric
relations [41], but it is questionable to study the rate of body size
evolution in haldanes if the generation time is actually estimated
from body size, and consequently covaries with it. Last, I used the
slopes and elevations at given time intervals of the rate-time interval
regressions to compare rates, which simply avoids any confounding
effect of scaling on the analyses. All the rates of evolution calculated
in the present review are thus in darwins. When a time series was
available, the rate of evolution was estimated by the slope of the
regression line of the natural logarithm of the character over Dt, in
million years [21]. Instead of calculating many different rates for
individual data points, this more conservative approach was chosen
to minimise the weight of the largest studies in the analysis. Similarly,
in some cases, evolutionary rate values were calculated for several
characters from the same evolving population. Analyses were thus
performed on the mean rate values by population and by time
interval. Within a given species, only those rates initially calculated
over the same time interval were pooled together to calculate mean
values. There are two rationales for this approach. First, populations
were considered as evolutionary independent units when isolated on
different islands. Second, because evolutionary rates are related to
the time interval over which they are calculated, it does not make any
sense to use the average of rates that have been calculated over

Figure 4. Evolution of the Size of a Morphological Character (Solid Line)

in a Hypothetical Population

The character size of the ancestor population from the mainland
increases by a small amount on the mainland. After the isolation of the
population, there is a large and rapid increase of the size of this
character, and the evolutionary rate (dotted line) for this character also
increases. The rate of evolution on the island then decreases to values
comparable to the rate values for the mainland population.
DOI: 10.1371/journal.pbio.0040321.g004
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different time intervals. For some fossil localities, a range of time,
instead of the exact datum, was given in the original work. The mean
value was used for the analyses, again, to avoid statistical dependence
between data points.

Phylogenetic effect. A test for serial independence was used to
assess for the phylogenetic independence of the distribution of
evolutionary rates [26]. The program PI (Phylogenetic Independence,
Version 2.0) was used to conduct the test for serial independence (J.
Reeve, E. Abouheif [2003] Department of Biology, McGill University,
http://www.biology.mcgill.ca/faculty/abouheif). Since there is no defin-
itive consensus on the relationships among mammals, even at the
level of the order, two hypotheses—based on morphological data and
based on molecular data—were considered [42]. The detailed
composite phylogenies at the population level and associated
bibliographic sources are given in Protocol S1. The test for serial
independence was performed on the numerator data (Log x2 – Log x1)
since evolutionary rates in darwins can not readily be used for
comparisons without taking into account the denominator (Dt). The
test for serial independence detects phylogenetic autocorrelation
using the C statistic: C¼1� (Rd2/Ry2), where Rd2 is the sum of squared
differences in rate values between successive observation on a
topology and Ry2 is the sum of squares [26]. For both hypotheses—
morphological and molecular—the topology and associated distribu-
tion of numerator data was randomised 1,000 times and the C statistic
was calculated for each randomised topology. The observed C statistic
was compared to the randomised distribution to calculate its level of
significance.

Rodent effect. There were relatively more rodent species in the
data, especially in the island sample. A maximum number of 37
rodent records (which is the number of rodent records in the original
mainland dataset) and 22 nonrodent records (the number of mammal
other than rodents in the island dataset) were randomly selected for
both island and mainland dataset. The numbers of rodent and
nonrodent records were thus equal in the island and mainland
samples. The rate comparison analyses were then performed on this
random subsample to test for the effect of the overrepresentation of
rodents in the original island dataset. The procedure was repeated
100 times, and results were compared to those obtained in the
original analysis.

Rate comparisons. Since the distribution of the logarithms of time
intervals was non-normal, all probabilities have been calculated by
randomisation procedures. The regression between Log rate (darwins)
and Log time interval (million years) was estimated for the two
groups—island and mainland. Associated levels of significance of the
slope were assessed by randomly reallocating the rate values to the

time interval values and recalculating the slope at each iteration
(1,000 iterations) [43]. The null hypothesis was a slope of zero (two-
tailed test). The significance of the difference between the rate-time
interval relations for the two groups was tested by randomly
reallocating the (time, rate) pairs of observations between the two
groups [43]. The null hypothesis was that the slopes were equal for
island and mainland groups, whereas the alternative hypothesis was
that the slope was larger for the island group (one-tailed test). The
test statistic was the difference between the two slopes (1,000
iterations). The difference in log rate values was also calculated at
five values of the time interval over the whole dataset (minimum, 25th
percentile, median, 75th percentile, and maximum). These five
differences were calculated for each randomised regression and
compared with the five observed values in the real data. The null
hypothesis was that the rates for island and mainland species were
equal (two-tailed test). To determine the range of time intervals for
which the difference in elevation between the two regression lines
was significant, I performed a search by dichotomy to calculate the
exact value of the time interval at which the difference between
island and mainland evolutionary rates became nonsignificant.

Supporting Information

Protocol S1. Table S1 Provides Dataset Used for the Analyses, and
Notes Are Given on the Estimation of Time Intervals in Table S1.

Found at DOI: 10.1371/journal.pbio.0040321.sd001 (463 KB DOC).
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Morphological Evolution Is Accelerated
among Island Mammals
Virginie Millien

Redpath Museum, McGill University, Montreal, Quebec, Canada

Dramatic evolutionary changes occur in species isolated on islands, but it is not known if the rate of evolution is
accelerated on islands relative to the mainland. Based on an extensive review of the literature, I used the fossil record
combined with data from living species to test the hypothesis of an accelerated morphological evolution among island
mammals. I demonstrate that rates of morphological evolution are significantly greater—up to a factor of 3.1—for
islands than for mainland mammal populations. The tendency for faster evolution on islands holds over relatively short
time scales—from a few decades up to several thousands of years—but not over larger ones—up to 12 million y. These
analyses form the first empirical test of the long held supposition of accelerated evolution among island mammals.
Moreover, this result shows that mammal species have the intrinsic capacity to evolve faster when confronted with a
rapid change in their environment. This finding is relevant to our understanding of species’ responses to isolation and
destruction of natural habitats within the current context of rapid climate warming.

Citation: Millien V (2006) Morphological evolution is accelerated among island mammals. PLoS Biol 4(10): e321. DOI: 10.1371/journal.pbio.0040321

Introduction

Ever since Darwin’s early observations on the Galapagos
finches, islands have long been recognised as ‘‘laboratories’’
for the study of evolution [1]. The isolation of species
sometimes results in very peculiar morphologies and often
drastic size changes [2–6]. Among insular mammals, there is a
general tendency for small mammals to evolve toward larger
size and larger species to evolve toward smaller size [2–4,6].
This tendency has come to be known as the island rule [6]. For
example, the trend of increased body size (‘‘gigantism’’) has
been documented in numerous rodent taxa on islands (review
in [7]). On the other hand, dwarf mammoths, elephants,
hippopotami, and deer are classic cases of island evolution in
the field of vertebrate palaeontology [5].

The strength of the island effect on body size evolution is
usually presumed to be inversely proportional to the size of
the island [8] and positively related to the degree of isolation
from the mainland source of the island population [2].
Various selective forces are thought to explain the size
evolution in island mammals [5,8–10]. The reduced species
diversity on islands results in a reorganisation of species
interactions within island communities, and island species are
generally subjected to reduced predation and interspecific
competition. Resource limitation may also explain body size
changes in some island species.

In addition, morphological changes in some island mam-
mals have been shown to occur rapidly [11–15]. The fossil
record suggests that island species adapt to their new
environment rapidly following isolation, through conspicu-
ous changes in size and morphology [5,16]. However, most of
the time, it is assumed that the rate of evolution in island
species is accelerated, simply because similar dramatic
changes are not observed in their mainland relatives.
However, not all island evolution has been rapid: many
thousands of years (between 200,000 and 400,000 y) were
required for Sicilian elephants, Elephas falconeri, to reach a
height of less than 1 m and a body mass of 100 kg—less than
1% of the mass of their mainland ancestor [17]; a similar

length of time may has been required for the evolution of the
1-m-high Homo floresiensis, isolated on the island of Flores,
Indonesia [18,19]. For these two species, the absolute changes
in size are substantial, but the time spans involved are
relatively long. Consistent with this observation, some
authors recently pointed out the ambiguity of the exact
meaning of ‘‘rapid’’ when dealing with evolutionary rates
[20,21], e.g., ‘‘rapid relative to what?’’ (page 2 in [20]). To date,
there has been no rigorous test of the hypothesis of rapid
evolution on islands. Here, I present such a test, through a
comparison of evolutionary rates between island and main-
land populations from a number of mammal species and over
a wide range of time scales.

Results

Evolutionary Rate Distribution
Evolutionary rates were expressed in darwins [22], and the

natural logarithms of mean values of evolutionary rates were
normally distributed (n¼ 170, Kolmogorov-Smirnov test, p ¼
0.9), as opposed to the distribution of the logarithms of time
intervals (p ¼ 0.007). The shape of the rate distribution
indicated that there were many small rates and a very few
large rates (Figure 1), which agrees with a previous review on
contemporary microevolution (less than 300 y) [23]. The
absolute values for evolutionary rates had a median of 2.88
darwins (d) and ranged from 0.014 d to 1435.85 d. This range
overlaps with the range of values reported for fossil
vertebrates (0.11 to 32 d) [24] and for contemporary animals
(0 to 395,880 d) [25].
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Island and Mainland Rate Comparisons
Significant regressions were obtained for both island and

mainland species when log rate in darwins was plotted against
log time interval in million years (Table 1), and evolutionary
rates decreased with the time interval over which they were
calculated (Figure 2). The slope of the regression of the island
species was significantly less than the slope of the mainland
species (Table 1). More important, the regression line of the
island species was above the line of the mainland species over
a large range of data (Figure 2), indicating that the evolu-
tionary rates for island species were greater than those for
mainland species. The evolutionary rate difference between
the island and mainland groups were significant at the
minimum, 25th percentile, and median of the time interval
(Table 2). The difference between the two regression lines
decreased with increasing time interval, and the difference in
rates between the two groups became statistically non-
significant for time intervals greater than 45,000 y (Table 2).
As indicated on Figure 2, there are fewer island data points
for the largest time intervals and fewer mainland data points
for the smallest time intervals. The 95% confidence intervals
of the two regression lines do not overlap over short time

intervals and across the mid-range of the data. Consequently,
the conclusion that island rates are faster than mainland rates
is most robust over the time intervals from 21 y up to about
20,000 y.

The Effect of Phylogenetic Inertia
Because the data encompass a wide taxonomic range within

mammals—88 species in total—one can ask whether there is a
phylogenetic effect in the analyses. A test for serial
independence was used to assess the phylogenetic independ-
ence of the distribution of evolutionary rate data [26].
According to this method, there was no phylogenetic
autocorrelation in the dataset (Morphological tree: C ¼ 0.07,
p ¼ 0.11; Molecular tree: C ¼ 0.07, p ¼ 0.10), and subsequent

Figure 1. Distribution of Evolutionary Rate (darwins) Is Log-Normal for

the Mean Values Dataset

The distribution of evolutionary rates on a logarithmic scale is shown in
the inset.
DOI: 10.1371/journal.pbio.0040321.g001

Table 1. Regression Analyses of Log Evolutionary Rate (darwins)
on Log Time Interval (Million Years)

Group Slope Intercept Correlation

Coefficient

n Slope

Difference

Island �0.88 (F ¼ 364.42*) �2.11 0.90 86 �0.12*

Mainland �0.77 (F ¼ 315.93*) �2.04 0.88 84

The significance of the slope of the two regression lines were evaluated by randomisation
procedures. The significance of the difference between the slopes of the regression lines
for the two groups—island and mainland—was assessed through a randomisation
procedure.
*p , 0.001.
DOI: 10.1371/journal.pbio.0040321.t001

Figure 2. Relation between Evolutionary Rates (Mean Values, darwins)

and the Time Interval (Million Years) over which They Were Calculated

Filled circles: islands, open circles: mainland; the regression line for
islands (solid line) is above the line for the mainland (dotted line). The
95% confidence intervals of the two regression lines do not overlap
between the two groups at the smallest time intervals. The difference in
elevation (i.e., the rate difference) between the two lines is statistically
significant below 0.05 million years.
DOI: 10.1371/journal.pbio.0040321.g002

Table 2. Comparisons of the Elevations of the Regression Lines
for the Two Groups—Islands and Mainland—at Six Time
Intervals

Time (Ma) Log Time Interval (Ma) Log Rate Difference (d)

Minimum �10.77 1.14***

25th Percentile �4.99 0.50***

Median �4.19 0.40**

Limit (s to ns) �3.09 0.27*/ns

75th Percentile �2.52 0.21 ns

Maximum 2.48 �0.36 ns

The elevation difference is calculated as the natural logarithm of the rate difference
between the two groups at a given time interval (Ma, million years ago). These differences
were calculated for six time intervals, and their levels of significance were assessed
through a randomisation procedure. The time intervals are the five percentiles and the
limit time at which the difference between the two regression lines became
nonsignificant.
***p , 0.001.
**p , 0.01.
*p , 0.05.
ns, nonsignificant.
DOI: 10.1371/journal.pbio.0040321.t002
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analyses could thus be performed on the raw dataset without
correction for any phylogenetic inertia.

A closer examination of the data showed that evolutionary
rate values varied within a species with locality (Protocol S1).
Island evolution theory actually predicts that the effects of
isolation are stronger upon populations isolated on the
smallest and the most remote islands. The theory of island
evolution combined with the empirical evidence on intra-
specific variation presented in this review thus suggests that
evolutionary rates are not strongly phylogenetically con-
served, which is in accordance with the results of the test for
serial independence.

The ‘‘Rodent Effect’’
Nearly 60% of the species in the dataset were rodents, and

this figure is even larger when island taxa of which 74% were
rodents are considered. Rodents represent nearly half of the
number of living species of mammal, a fact that partially
explains the bias in the dataset. A further analysis was
performed to estimate the influence of the preponderance of
rodents in the dataset. The evolutionary rate comparison was
performed on a subsample of the dataset with equal numbers
of rodent and nonrodent taxa for the two groups, island and
mainland (Table 3). The slope of the regression lines of the
two groups, island and mainland, were significantly different
(p , 0.05) in 70% of the cases, and the difference between the
two slopes was in most cases (75%) larger in absolute value
than in the original analysis (Table 4). More important, the
rate difference between the two groups, island and mainland,
was always significant (p , 0.05) at the minimum, 25th
percentile, and median of the time interval (Table 4). This last
result is in accordance with the result obtained for the whole
dataset. These additional analyses confirm that there is no
effect of the preponderance of rodent species in the data.

The Influence of Geographic Variation and Dating
Accuracy in the Original Data

Some large-scale studies combined data over a broad
geographic range [25], in particular for some mainland
species. Due to the incomplete preservation of evolutionary
sequences, these studies merged data across localities, and the
measured evolutionary rate is the result of the product of
local evolution and geographic variation. Among mammals,
body size or morphological characters often vary within a
species over its distribution [27]. However, the effect of

geographic variation could either increase or decrease the
evolutionary rate estimate, and there is no a priori reason to
expect any systematic error toward a higher or lower rate of
evolution on the mainland in the dataset (Figure 3).
In addition, the time intervals were based on various

methods of age estimation (see notes in Protocol S1), and it
was not possible to calculate errors associated with these time
intervals. However, this uncertainty did not mask the differ-
ence between mainland and island evolutionary rates, which
may be an indication of the strength of the pattern of faster
evolution on islands.

Discussion

The present data support the hypothesis that morpholog-
ical evolution is accelerated among island mammals. The
difference in tempo of evolution between island and main-
land species also appears to be larger for shorter time
intervals. These results appear to conform to the theory by
which island mammals adapt to their new environment
rapidly following isolation (Figure 4), through conspicuous

Table 3. Frequencies and Percentage of Rodent and Nonrodent
Records in the Total Dataset and in the Random Subsamples

Data Source Species Total (%) Island (%) Mainland (%)

Total dataset Rodents 101 (59.4) 64 (74.4) 37 (44.1)

Nonrodents 69 (40.6) 22 (25.6) 47 (55.9)

Random subsample Rodents 74 (62.7) 37 (62.7) 37 (62.7)

Nonrodents 44 (37.3) 22 (37.3) 22 (37.3)

The number of rodent records for both the island and mainland groups in the random
subsamples was set to 37, the number of rodent records in the mainland group in the
original dataset. Similarly, the number of nonrodent records for both the island and
mainland groups in the random subsamples was set to 22, the number of nonrodent
records in the island group in the original dataset. One hundred subsamples were used to
assess for the overrepresentation of rodents in the data.
DOI: 10.1371/journal.pbio.0040321.t003

Table 4. Results of the Test of the Rodent Effect

Test Significant (n) ,Test Value (n)

Slope difference 70 75

Rate difference (minimum) 100 8

Rate difference (25th percentage) 100 0

Rate difference (median) 100 0

Rate difference (75th percentage) 44 10

Rate difference (maximum) 0 40

The analyses were performed 100 times on random subsamples of the original dataset.
The slope difference between the two groups, island and mainland, was always negative
as in the original analysis performed on the whole dataset. The difference was larger in
absolute value than the test value (i.e., value calculated for the original dataset) in 75% of
the subsamples. The rate difference between the two groups, island and mainland, were
always significant (p , 0.05) at the minimum, 25th percentile, and median of the time
interval.
DOI: 10.1371/journal.pbio.0040321.t004

Figure 3. Effect of Geographic Variation on the Estimation of Evolu-

tionary Rate (Measured Rate) when Populations from Different Localities

Are Used

The measured rate is the product of geographic variation (x-axis) across
populations 1 and 2, and local evolution through time (y-axis) within
each population. The effect of geographic variation can either increase
(A) or decrease (B) the evolutionary rate estimate. The size of the square
is proportional to the size of the studied character. Filled square: fossil
sample preserved, open square: fossil sample not preserved.
DOI: 10.1371/journal.pbio.0040321.g003
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changes in size and morphology [5,16]. Evolution seems to
happen so rapidly that in most cases we do not see the
intermediate between the mainland ancestor and the island
endemics in the fossil record; the small likelihood of
fossilisation of these intermediate forms may also be due in
part to the small size of the founding population. Island
species are often so distinct that we are unable to identify
their specific mainland ancestor. For example, the phyloge-
netic relationships among dwarf elephants in the Mediterra-
nean are still unclear [17,28]. It has been suggested that
evolutionary rates among island species became smaller—
even comparable to rates on the mainland—following such
rapid changes [5,16,29], and my results are in accordance with
this hypothesis. The commonly proposed mechanisms that
govern evolution on islands—a founder event followed by
slower evolution [28,29]—can be compared to the mecha-
nisms that operate after a drastic change in the environment
on the mainland [30,31]. However, the present data suggest
that the peculiar ecological environment on islands—lack of
predators, reduced interspecific competition, resource limi-
tation [9,10,31–33]—favours faster evolution, even over
several thousands of years. Species surviving in fragmented
landscapes are also confronted with a modified environment
characterised by a reduced area and an increased isolation
relative to their undisturbed habitat. These new environ-
mental conditions parallel those seen in true island habitats,
and one may suspect that morphological changes in response
to fragmentation are similar to changes in island species.
Accordingly, body size changes in 25 Danish mammals over
the last two centuries followed the island rule and were
attributed to habitat fragmentation [34].

The confirmation that morphological evolution is faster on
islands has some implications beyond the field of island
evolution. For example, this result demonstrates that most
mammal species found today on the mainland have the
intrinsic capacity to evolve more rapidly. This insight suggests
that the study of island species can improve our under-
standing of the adaptation of species to changing environ-
mental conditions. The principal result shows that mammal
species may increase their rate of morphological change by
up to a factor of 3 within a few decades of dramatic and rapid

change in their environment. Most species are currently
confronted with an extensive deterioration and fragmenta-
tion of natural habitats. Moreover, these habitat changes are
accentuated by accelerated change in the global climate
[35,36]. The quantification of the rates at which species are
able to evolve in response to environmental change is thus an
empirical question of considerable basic and applied im-
portance.

Materials and Methods

Dataset. Data accurately documenting evolutionary rates for
mammals are scarce for several reasons [37]. In particular, the fossil
record rarely provides a complete sequence of evolutionary forms
within a lineage of an island species. In many cases, only the final
already differentiated species is known, and it cannot always be
related to any fossil ancestral form. Second, given a complete
evolutionary sequence, a precise dating may not be possible, which
prevents the calculation of evolutionary rates. Last, even when these
criteria are met, the raw data may not be available from the original
publications. However, an extensive survey of the literature enabled
me to calculate evolutionary rates for a number of island and
mainland mammals. Experimental studies were not included in the
dataset, and the calculations were based on raw data given in the text
or tables or extracted from figures in 60 original publications. The
dataset comprised 170 populations of 88 species or evolutionary
lineages, belonging to 14 orders of mammals, and a total of 826
evolutionary rates were calculated. The characters reported in the
present review included skull, skeletal, and teeth measurements, as
well as external measurements. It has been established that rate values
in darwins are dependent upon the dimension of the character
studied [21,38]. Because rates of change for areas or volumes can not
be directly compared with rates for linear measurements [38], only
linear measurements have been included in the dataset. Morpho-
metric indices, shape values such as ratios, categorical characters, or
body mass were not included in the dataset. Data from males and
females were distinguished in some of the original works. Data from
both sexes were pooled to avoid any confounding effect of sexual
dimorphism. The time intervals ranged from 21 y to 12 million y. A
summary table for the entire dataset and the references for the
studies used are described in Protocol S1.

Evolutionary rates. Evolutionary rates were expressed in darwins
(d), as (Log x2�Log x1)/Dt, where a structure evolved from x1 to x2 over
a time Dt in millions of years. Log is the natural logarithm [22], and
the variable x is a linear measurement. Rates in darwins can easily be
calculated from mean values published in the literature, but they are
inversely related to the time interval over which they are calculated
[21,24]. However, this scaling relation may be a mathematical artifact
due to the plot of a ratio (rate) against its denominator (Dt) [39,40].
The haldane, a rate expressed in number of generations, can be used
to avoid this scaling problem [24]. However, to calculate evolutionary
rates in haldanes, it is necessary to know the standard deviation of the
character, which is not always available in published works. The
haldane also requires knowledge of generation time. For fossil
species, it can be estimated from body mass through allometric
relations [41], but it is questionable to study the rate of body size
evolution in haldanes if the generation time is actually estimated
from body size, and consequently covaries with it. Last, I used the
slopes and elevations at given time intervals of the rate-time interval
regressions to compare rates, which simply avoids any confounding
effect of scaling on the analyses. All the rates of evolution calculated
in the present review are thus in darwins. When a time series was
available, the rate of evolution was estimated by the slope of the
regression line of the natural logarithm of the character over Dt, in
million years [21]. Instead of calculating many different rates for
individual data points, this more conservative approach was chosen
to minimise the weight of the largest studies in the analysis. Similarly,
in some cases, evolutionary rate values were calculated for several
characters from the same evolving population. Analyses were thus
performed on the mean rate values by population and by time
interval. Within a given species, only those rates initially calculated
over the same time interval were pooled together to calculate mean
values. There are two rationales for this approach. First, populations
were considered as evolutionary independent units when isolated on
different islands. Second, because evolutionary rates are related to
the time interval over which they are calculated, it does not make any
sense to use the average of rates that have been calculated over

Figure 4. Evolution of the Size of a Morphological Character (Solid Line)

in a Hypothetical Population

The character size of the ancestor population from the mainland
increases by a small amount on the mainland. After the isolation of the
population, there is a large and rapid increase of the size of this
character, and the evolutionary rate (dotted line) for this character also
increases. The rate of evolution on the island then decreases to values
comparable to the rate values for the mainland population.
DOI: 10.1371/journal.pbio.0040321.g004
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different time intervals. For some fossil localities, a range of time,
instead of the exact datum, was given in the original work. The mean
value was used for the analyses, again, to avoid statistical dependence
between data points.

Phylogenetic effect. A test for serial independence was used to
assess for the phylogenetic independence of the distribution of
evolutionary rates [26]. The program PI (Phylogenetic Independence,
Version 2.0) was used to conduct the test for serial independence (J.
Reeve, E. Abouheif [2003] Department of Biology, McGill University,
http://www.biology.mcgill.ca/faculty/abouheif). Since there is no defin-
itive consensus on the relationships among mammals, even at the
level of the order, two hypotheses—based on morphological data and
based on molecular data—were considered [42]. The detailed
composite phylogenies at the population level and associated
bibliographic sources are given in Protocol S1. The test for serial
independence was performed on the numerator data (Log x2 – Log x1)
since evolutionary rates in darwins can not readily be used for
comparisons without taking into account the denominator (Dt). The
test for serial independence detects phylogenetic autocorrelation
using the C statistic: C¼1� (Rd2/Ry2), where Rd2 is the sum of squared
differences in rate values between successive observation on a
topology and Ry2 is the sum of squares [26]. For both hypotheses—
morphological and molecular—the topology and associated distribu-
tion of numerator data was randomised 1,000 times and the C statistic
was calculated for each randomised topology. The observed C statistic
was compared to the randomised distribution to calculate its level of
significance.

Rodent effect. There were relatively more rodent species in the
data, especially in the island sample. A maximum number of 37
rodent records (which is the number of rodent records in the original
mainland dataset) and 22 nonrodent records (the number of mammal
other than rodents in the island dataset) were randomly selected for
both island and mainland dataset. The numbers of rodent and
nonrodent records were thus equal in the island and mainland
samples. The rate comparison analyses were then performed on this
random subsample to test for the effect of the overrepresentation of
rodents in the original island dataset. The procedure was repeated
100 times, and results were compared to those obtained in the
original analysis.

Rate comparisons. Since the distribution of the logarithms of time
intervals was non-normal, all probabilities have been calculated by
randomisation procedures. The regression between Log rate (darwins)
and Log time interval (million years) was estimated for the two
groups—island and mainland. Associated levels of significance of the
slope were assessed by randomly reallocating the rate values to the

time interval values and recalculating the slope at each iteration
(1,000 iterations) [43]. The null hypothesis was a slope of zero (two-
tailed test). The significance of the difference between the rate-time
interval relations for the two groups was tested by randomly
reallocating the (time, rate) pairs of observations between the two
groups [43]. The null hypothesis was that the slopes were equal for
island and mainland groups, whereas the alternative hypothesis was
that the slope was larger for the island group (one-tailed test). The
test statistic was the difference between the two slopes (1,000
iterations). The difference in log rate values was also calculated at
five values of the time interval over the whole dataset (minimum, 25th
percentile, median, 75th percentile, and maximum). These five
differences were calculated for each randomised regression and
compared with the five observed values in the real data. The null
hypothesis was that the rates for island and mainland species were
equal (two-tailed test). To determine the range of time intervals for
which the difference in elevation between the two regression lines
was significant, I performed a search by dichotomy to calculate the
exact value of the time interval at which the difference between
island and mainland evolutionary rates became nonsignificant.

Supporting Information

Protocol S1. Table S1 Provides Dataset Used for the Analyses, and
Notes Are Given on the Estimation of Time Intervals in Table S1.

Found at DOI: 10.1371/journal.pbio.0040321.sd001 (463 KB DOC).
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Abstract
Island populations are an interesting dichotomy in conservation biology. On the one hand, they can be a
refuge for species where mainland populations have been decimated by loss of habitat and predation by exotic
predators. On the other hand, island populations usually have reduced genetic diversity and are more susceptible
to extinction through genetic and demographic processes. Genetic variation and morphological characters were
measured for island and mainland populations of Parantechinus apicalis, small dasyurid marsupials, restricted
to southwest Australia. Genetic variation at seven microsatellite loci revealed low levels of heterozygosity
(He = 0.20 − 0.44) and high levels of inbreeding (Fe = 0.40 − 0.72) in island populations compared with the
mainland population (He = 0.73). A nested clade analysis revealed that allopatric fragmentation was probably
responsible for the association between geographical location and control region haplotypes, which is consistent
with the isolation of populations on islands and indicative of two main populations of P. apicalis representing
separate conservation units for management. While these results are typical of many island populations, they
have important implications in terms of the conservation of threatened species in Australia and around the
world, where island populations are a common source of founders for captive breeding and translocation to
mainland sites.

INTRODUCTION

It is well recognised that body sizes of mammals inhabiting
islands are often different, when it is possible to compare
them, to their mainland counterparts (Case, 1978;
Lomolino, 1985; Brown, Marquet & Taper, 1993;
Anderson & Handley, 2002). On islands, some species evo-
lve larger body size according to Cope’s rule (Vent ura &
Lopez-Fuster, 2000; Case & Schwaner, 1993), whereas
others evolve to be morphologically smaller (dwarfism)
(Ganem et al., 1995; Anderson & Handley, 2002). There
are large amounts of genetic data accumulating that also
demonstrate a shrinking, in terms of genetic variability,
within insular populations (for a review, see Frankham,
1997). Genetic and ecological factors in these insular
populations make them more susceptible to significantly
reduced genetic variation due to random genetic drift
and inbreeding depression (Soulé, 1980; Frankham, 1997,
1998; Gaines et al., 1997; Eldridge et al., 1999). Issues
of genetic drift, inbreeding and loss of genetic diversity
are becoming more relevant as populations of many

∗All correspondence to: Harriet R. Mills. Tel: 61 86488 1978; Fax:
61 86488 1040; E-mail: hmills@agric.uwa.edu.au

threatened species decline, due to loss and fragmentation
of habitat (Short & Smith, 1994). This trend is exacerbated
in small and isolated populations (e.g. island populations).
In many cases, these populations are becoming the only
source of reproductive potential for many endangered
species (Christensen & Burrows, 1994; Ryan & Siegfried,
1994; Armstrong et al., 2002).

Where there are several isolated populations of a
threatened species and limited funds, it is often difficult
for conservation managers to identify which populations
should be targeted for conservation efforts, such as captive
breeding or translocation. Ideally, populations that retain
the greatest genetic variation should be favoured for
conservation efforts, to maintain evolutionary potential
(Lacy, 1997), but these are not easily identified. In
some cases, insular populations may constitute distinct
taxonomic units, warranting separate management.

Dibblers (Parantechinus apicalis) are small (40–100 g)
carnivorous marsupials endemic to the southwest of
Australia. They were originally found over an enormous
area of coastal plain from Shark Bay to the southern
coast, however, during the last 200 years their range
has contracted to small and isolated fragments in the
Fitzgerald River National Park and on two tiny islands
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in Jurien Bay (see Fig. 1). For this reason, P. apicalis
are currently listed under IUCN rankings as endangered
(Maxwell, Burbidge & Morris, 1996). A recovery
programme was recently initiated and the objectives
included captive breeding and translocations, however no
genetic data were used in its initial phases.

Parantechinus apicalis from the island populations
are morphologically smaller than those found on the
mainland (Smith, 1990). The size difference may be
related to environmental factors, but recent studies have
revealed differences in life history strategy (Dickman &
Braithwaite, 1992; Mills & Bencini, 2000; Wolfe et al.,
2004), suggesting that the differences may have a genetic
basis. Considering that the islands are separated by almost
1000 km from the mainland population on the south coast,
and given that the islands have been isolated from the
mainland for at least 500 years (Chalmers & Davies, 1984;
Labrinidis et al., 1998), genetic differentiation between the
island and mainland populations is certainly possible.

In this study P. apicalis is used as a model to test the
hypotheses that island populations have reduced genetic
variation compared to their mainland counterparts and
that the island and mainland populations should represent
separate units for management purposes. Differences in
body size between populations are quantified to test the
hypothesis that differences are due to skeletal dimensions
rather than just bodyweight. Finally, the conservation
and management applications of these findings are also
discussed, together with how the integration of genetic
data into the management plan for the recovery of the
endangered dibbler has enhanced their conservation.

METHODS

Samples from P. apicalis from the Western Australian
mainland (Fitzgerald River National Park and surrounds)
and on two islands (Boullanger (25.9 ha) and Whitlock
Island (5.4 ha); Fig. 1) were used to amplify microsatellite
loci and mitochondrial DNA (control region) to examine
levels of genetic variation within and between populations.

Microsatellite analysis

Ear notch tissues and hair samples were collected from
22 individual P. apicalis from Boullanger Island and 37
individuals from Whitlock Island between 1997 and 2000.
Ear tissues from 22 individuals were collected in 1999
and 2000 from P. apicalis trapped in the Fitzgerald River
National Park. All samples were stored in preservative
(20% DMSO2 saturated with NaCl, or 70% ethanol) at
room temperature until analysed. DNA was extracted
from hair and/or ear tissue using Chelex resin (Biorad),
following the procedure described in Walsh, Metzger &
Higuchi (1991). Primers for seven microsatellite loci
were amplified for P. apicalis using protocols described
previously (Mills & Spencer, 2003).

We calculated descriptive measures of genetic
variability for each population using Popgene (Version
1.3.1 available from http://www.ualberta.ca/∼fyeh/).
Departures from Hardy–Weinberg equilibrium were tested
using the Markov chain method of exact probability
using Genepop (Version 3.3: Raymond & Rousset, 1995)
with (α = 0.05) table-wide corrections using a Bonferroni

Boullanger Is

Whitlock Is

Escape Is

Jurien Townsite

Kojonup

Fitzgerald River National Park

1 km

Albany

Perth

Jurien

Fig. 1. Distribution of Parantechinus apicalis in Western Australia. Shading indicates former range based on late Holocene sub-fossils
and historic records. Current distribution is limited to the Fitzgerald River National Park and Boullanger and Whitlock Islands in Jurien
Bay.
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test (Rice, 1989). Recent population bottlenecks were
investigated by testing for an excess in heterozygosity,
under both stepwise mutation models (SMM) and two-
phase models (TPM; 95% SMM, 5% infinite allele
model) following approaches described by Luikart &
Cornuet (1998) and Luikart et al. (1998) using the
program Bottleneck (Piry, Luikart & Cornuet, 1999).
This program was used to generate allele frequency dis-
tributions that, if a population has experienced a recent
bottleneck, are likely to be under-represented by (rare)
alleles at low frequency (< 10%) and over-represented by
intermediate frequency classes (e.g. > 10%: Luikart et al.,
1998).

The level of genetic differentiation between populations
was determined by measuring four parameters;
(i) Fisher’s exact tests for genetic differentiation from
allele frequencies (Goudet et al., 1996) using the program
Genepop 3.3 (Raymond & Rousset, 1995), (ii) estimates
of FST (denoted as θ , Weir & Cockerham, 1984), (iii) RST
(Slatkin, 1995) and (iv) Rho (Goodman, 1997) using the
program FSTAT 2.9.3 (see Goudet, 1995).

Mitochondrial DNA

Tissues were collected from P. apicalis captured at the
Fitzgerald River National Park and surrounds (n = 5),
Boullanger Island (n = 7) and Whitlock Island (n = 4) in
Western Australia. Suitable sequences could be obtained
only from liver tissue, which, given the endangered
status of this species, limited the number of samples
available for sequencing. High quality DNA was extracted
from small (< 25 mg) samples of liver tissue using a
Qiagen tissue extraction kit following the manufacturers
directions (Qiagen, Germany).

A partial section (447 base-pairs (bp)) of the tRNA
proline-end of the control region (or D-loop) was amp-
lified using the polymerase chain reaction (PCR) using
conditions and primers described by Fumagalli et al.
(1997). The purified products were sequenced using dye
terminator cycle sequencing chemistry (ABI PRISM: Ap-
plied Biosystems, Perkin-Elmer) on an automated DNA
sequencer (Model 377: ABI systems, Bethesda, Md.).

Nuclear paralogues of mtDNA sequences including the
control region have been reported for other taxa (Zhang &
Hewitt, 1996). To confirm that sequences were indeed
mitochondrial in origin and from the control region of the
mitochondria of P. apicalis, they were each compared to
known sequences previously extracted from CsCl purified
mtDNA.

A nested clade analysis (NCA) was applied to identify
phylogeographical history from the variation in mtDNA
control region (Templeton, Routman & Phillips, 1995).
NCA tested the null hypothesis of no geographical
association among haplotypes. To implement NCA, the
computer program TCS (Clement, Posada & Crandall,
2000) was used to estimate the haplotype network using
the method of Templeton, Crandall & Sing (1992). NCA
was performed using GeoDis 2.0 (Posada, Crandall &
Templeton, 2000) and the nesting rules were followed
based on those described in Templeton, Boerwinkle &

Sing (1987), Templeton & Sing (1993) and Crandall
(1996).

Two distance measures were calculated. The first was
the clade distance (Dc), which provides information on
the geographical range of a given clade. The second
distance was the nested clade distance (Dn), which yields
information on how each clade is distributed in relation
to clades within the same higher-level nesting category
(Templeton et al., 1995). The observed distances are then
calculated to be significantly large or small based upon
1000 random permutations of the data, which provide the
null hypothesis of random geographical distribution given
the same sampling regimen from each site. An explanation
of the possible genetic structuring or historical events that
could explain the distance results was based on the most
recent version (25 November 2003) of Templeton’s (1998)
inference key.

Morphological and reproductive data

In wild and captive (Perth Zoo) populations, P. apicalis
were captured and weighed to the nearest 0.5 g.
Measurements were taken of the length of the head and
pes using Vernier callipers to 0.1 mm. On Boullanger and
Whitlock Islands, numbers of pouch young were counted
in females trapped during May and June from 1997–2000.
In captive P. apicalis collected from all three locations,
numbers of pouch young were counted when first observed
after birth.

RESULTS

Genetic variation

The mean number of alleles per locus, percentage
polymorphism and heterozygosity were higher in the
mainland population than in the island populations
(Table 1). For the two island populations, Boullanger
Island had a greater amount of genetic variation than
Whitlock Island (e.g. heterozygosities of 0.44 and 0.20,
respectively; see Table 1). All the loci that were screened in
this study were polymorphic in the mainland population,
whereas one was monomorphic in the Boullanger Island
population and four out of seven (57%) were fixed in the
Whitlock Island population (Table 1).

In the mainland population, only one locus (pPa2B10)
deviated significantly (p < 0.05) from Hardy–Weinberg
equilibrium, after p-values were corrected according
to a Bonferroni test (Rice, 1989). This locus had an
excess of heterozygotes when compared to the expected
number under Hardy–Weinberg equilibrium proportions.
Of the Boullanger Island population, three loci (pPa2B10,
pPa4B3 and pPa8F10) were not in equilibrium, due to
an excess of heterozygotes (pPa2B10, pPa4B3) or excess
of homozygotes (Ppa8F10). All loci showed significant
departure (p � 0.05) from Hardy–Weinberg equilibrium
in the Whitlock Island population because of a deficit of
heterozygotes. The effective inbreeding coefficient (Fe)
for P. apicalis on Boullanger Island was lower (Fe = 0.40)
than that on Whitlock Island (Fe = 0.72) (Table 1).
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Table 1. Descriptive statistics and genetic variation detected by seven microsatellite loci in populations of the dibbler (Parantechinus
apicalis)

Fitzgerald River National Park Boullanger Island Whitlock Island

Mean sample size (± SE) 16.9 ± 1.5 19.1 ± 1.3 31.3 ± 2.6
Mean no. alleles/locus (± SE) 7.0 ± 1.2 2.7 ± 0.5 1.6 ± 0.3
Effective no. alleles∗ (± SE) 4.8 ± 0.9 2.2 ± 0.4 1.4 ± 0.2
No. polymorphic loci 7 6 3
Proportion polymorphic loci (%) 100 85.7 42.9
Expected heterozygosity∗∗ (± SE) 0.73 ± 0.06 0.44 ± 0.10 0.20 ± 0.10
Observed heterozygosity (± SE) 0.75 ± 0.07 0.44 ± 0.16 0.22 ± 0.14
Effective inbreeding coefficient∗∗∗ – 0.40 0.72

SE, standard error.
∗ Kimura & Crow (1964).
∗∗ Nei (1973).
∗∗∗ Fe (Wright’s fixation index) = 1 − HIS/HM , where HIS and HM are heterozygosities for island and mainland populations, respectively
(Frankham 1998).

Detection of recent and long-term bottlenecks

The mainland population from the Fitzgerald River
National Park showed no evidence of either recent
(p = 0.19: Fig. 2(a)) or long-term bottlenecks (e.g. allelic
diversity, heterozygosity: Table 1). The distributions of
allele frequencies for this population were similar to
those expected for loci under the stepwise mutation
model in a non-bottlenecked population. Populations are
therefore likely to be near mutation-drift equilibrium.
However, both island populations retain genetic signatures
of recent and/or past bottlenecks. In the Boullanger Island
population, the evidence of a recent, and severe, genetic
bottleneck (p = 0.04) is clear and this population showed
an extreme mode-shift distortion in the distribution of
allele frequencies (Fig. 2(b)). This population retains
only about half of the genetic diversity of the mainland
population in the Fitzgerald River National Park, as seen
in the effective number of alleles (46%) and fixation
at one of the seven polymorphic loci and the severely
reduced heterozygosity when compared to the mainland
population.

By contrast, the Whitlock Island population showed
evidence of long-term genetic bottleneck, retaining only
28% of the effective number of alleles and fixation at
four out of the seven polymorphic loci when compared
with the mainland population. This population showed a
trend, but did not show evidence of a significant recent
bottleneck (p = 0.06), which may, in part, be due to the
existing low levels of heterozygosity and depleted allelic
diversity. However, it did show the characteristic mode-
shift distortion in the distribution of allele frequencies
(Fig. 2(c)).

Genetic differentiation amongst populations

All pairs of populations were significantly different in
allele frequencies of microsatellite loci (all p � 0.001).
Global estimates of θ (0.323 − 0.520; 95% confidence
interval (CI)), RST (0.423) and Rho (0.451), were
remarkably consistent and indicated high levels of genetic
differentiation amongst populations (all values > 0.25).

Pairwise θ , RST and Rho (Table 2) indicated extremely high
levels of differentiation among all pairs of populations (i.e.
all values > 0.2: Hartl & Clark, 1989).

A total of 8 different haplotypes were resolved for
16 individual P. apicalis based on a 447-bp sequence of
the mtDNA control region (Genbank, accession numbers
AY168271–AY168280). The most common haplotype
(C) was found on both Boullanger Island and Whitlock
Island. The haplotype network for dibbler control region
as provided by the program TCS is illustrated in Fig. 3.

A nested contingency analysis showed significant
association of geographical location and clade for
island (clade 2-1) and mainland (clade 2-2) populations
(χ2 = 16, p < 0.01), an indication that there was
phylogeographical structure present in this species. Thus,
the null hypothesis of no association between the
frequency of haplotypes and geography was rejected.
The results of the NCA, including the distance values
calculated for these data, are given in Fig. 4. Using the
inference key, a conclusion of allopatric fragmentation of
dibbler haplotypes was inferred for each of the two-step
clades (Fig. 4).

Morphological and reproductive differences between
island and mainland populations

Parantechinus apicalis from island populations were
approximately 40% smaller in bodyweight than their
mainland counterparts (Table 3). Lengths of head and
pes were also significantly smaller (p < 0.01), indicating
that the size difference is skeletal and not just due to
differences in bodyweight. Within the island populations,
male P. apicalis from the smaller Whitlock Island also
had significantly smaller measurements of head and pes
lengths than males on Boullanger Island (p < 0.01).

When data for all ages were pooled, female dibblers
captured on Whitlock Island had fewer pouch young
than dibblers captured on neighbouring Boullanger Island
(p < 0.01), but there was no difference between numbers
of pouch young for females from the three populations
when maintained in captivity (Table 4). All (100%) of the
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Fig. 2. Distribution of allele frequencies in three populations
of dibblers P. apicalis. (a) Fitzgerald River National Park;
(b) Boullanger Island; (c) Whitlock Island (see Luikart et al., 1998).

females captured after 20th May each year on Boullanger
Island had pouch young compared to 93% on Whitlock
Island.

DISCUSSION

Loss of genetic variation in island populations

The results supported the general consensus that there is
less genetic variation retained within island populations
than mainland populations. Although lower genetic
variability was expected, given the proneness of insular
populations to genetic bottlenecking (Frankham, 1997;
Eldridge et al., 1999), this finding has important

Table 2. Pairwise population differentiation between the mainland
(Fitzgerald River National Park) and island populations of P.
apicalis estimated from seven polymorphic microsatellite loci

Fitzgerald River Boullanger Whitlock
National Park Island Island

FRNP – 0.26 0.42
Boullanger Island 0.27 – 0.70
Whitlock Island 0.48 0.45 –

Pairwise population differentiation is based on pairwise θ (Weir &
Cockerham, 1984; below diagonal) and Rho values (above
diagonal).
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Fig. 3. Nested haplotype network of mtDNA control region for
P. apicalis. Each haplotype is indicated by a letter (Boullanger
Island = haplotypes A, B, C, D; Whitlock Island = haplotype
C; Fitzgerald River National Park = haplotypes E, F, G, H). One-
step clades (1–1 to 1–7) are shown by solid boxes, dashed boxes
indicate two-step clades (2–1 to 2–2).

ramifications in terms of the conservation of threatened
species in Australia and other parts of the world. Island
populations are refuges for species where mainland
populations have been decimated by loss of habitat and
exotic predators (Daugherty et al., 1990; Burbidge, 1999),
but this study suggests that the role of island populations in
conserving and re-establishing populations may be limited
by their genetic uniformity.

Many authors have shown that insular populations
that have been isolated for a long period have lower
levels of genetic variation (for a review, see Frankham,
1997). Of Australian mammals with both mainland
and island distributions, this has so far been shown in
only a few species, such as Rattus fuscipes (Schmitt,
1978), Perameles gunii (Robinson, Murray & Sherwin,
1993), Melomys cervinipes (Leung, Dickman & Moore,
1993), Sminthopsis griseoventer (Labrinidis et al., 1998),
Leggadina lakedownensis (Moro et al., 1998) and
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Haplotypes 1-step Clades 2-step Clades
Clade Dc Dn Clade Dc Dn Clade Dc Dn

C 0.71
D 1.01

I-T 0
0
0

-0.3  1-3 0.67 0.71
I-T 0.67 0.71 2-1 0.8S 339 L

A, B

E, F, G,
H 2-2 21S 224L

1-2-3-5-15-16 No, AF

Fig. 4. Results of the nested geographical analysis for mtDNA control region for P. apicalis. A superscript indicates a statistically significant
small (S) or large (L) clade (Dc) or a nested clade (Dn) distance value at the 5% level. Average differences between interior (I) and tip
(T) distance values within a nesting clade are also shown where applicable. The numbers at the bottom of the two-step clade refer to the
sequence of question numbers obtained by the use of the updated (25.11.03) inference key of Templeton (1998) along with the answer to
the last question, followed by the biological inference. AF, allopatric fragmentation.

Table 3. Size (mean ± SE) of adult P. apicalis from different populations

Fitzgerald River National Park∗ Boullanger Island Whitlock Island

Males
Weight (g) 91.3 ± 3.18a 58.5 ± 2.56b 55.9 ± 1.83b

Head length (mm) 44.7 ± 0.81a 39.1 ± 0.36b 37.9 ± 0.21c

Short pes length (mm) 19.5 ± 0.12a 16.3 ± 0.14b 15.7 ± 0.12c

n 3 12 27
Females

Weight (g) 63.8 ± 2.12a 46.8 ± 1.57b 45.2 ± 1.21b

Head length (mm) 42.5 ± 0.18a 37.1 ± 0.25b 36.4 ± 0.22b

Short pes length (mm) 17.4 ± 0.24a 15.5 ± 0.06b 15.0 ± 0.07b

n 6 21 32

All measurements were taken of adult animals in January. Means with similar superscripts are not significantly different (p > 0.05).
∗ Data from captive animals at Perth Zoo.

Table 4. Number of pouch young (mean ± SE) of captive and wild
P. apicalis from three populations

Fitzgerald River Boullanger Whitlock
National Park Island Island

Captive 6.8 ± 0.98 (6) 7.2 ± 0.33 (12) 6.7 ± 0.88 (3)
Wild 7.4 ± 0.10 (69)a 6.2 ± 0.23 (60)b

Numbers in parentheses indicate numbers of litters counted. Means
with similar superscripts are not significantly different (p > 0.05).

Petrogale lateralis (Eldridge et al., 1999), despite the
large number of other species with island and mainland
distributions (Abbott & Burbidge, 1995). The reduction in
genetic variability of P. apicalis populations on Boullanger
and Whitlock Islands found in this study is further
evidence that island populations have reduced genetic
variation.

Not surprisingly, populations on both islands showed
evidence of genetic bottlenecks, whereas the mainland
population did not. Island populations often show
bottlenecking because of small founder sizes, followed
by lengthy periods with small and fluctuating effective

population size (Nei, Maruyama & Chakraborty, 1975).
However, the Boullanger Island population showed
evidence of recent bottlenecking, whereas the Whitlock
population did not. This is interesting when viewed in
the light of recent ecological studies that have found
differences in life history strategies between the two
island populations (Mills & Bencini, 2000). Survival of
males is significantly lower on Boullanger Island and
males sometimes exhibit post-mating mortality, which
has not been reported in the Whitlock Island population.
If coupled with a small population size and a poor
recruitment of males in any particular year, this strategy
of male die-off could well be a precursor for a genetic
bottleneck.

Considering the small population sizes on the islands,
it was not surprising that the island populations were
not in Hardy–Weinberg equilibrium. The population size
on the mainland has not been estimated, since captures
of animals are infrequent (e.g. Woolley & Valente,
1982), but numbers are likely to be between 1000 and
2000 individuals at most. While the mainland population
does not show evidence of bottlenecking at present, the
dramatic reduction in range and population size over the
last century, as well as the extreme fragmentation of
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habitat, means that the effects of a severe bottleneck are
likely to become apparent if the population continues to
decline.

Inbreeding coefficients for the populations on
Boullanger and Whitlock Island were higher than the
average of 0.29 reported for island populations by
Frankham (1998). The estimate for inbreeding was
particularly high for the population on Whitlock Island
and females had significantly lower numbers of pouch
young than on neighbouring Boullanger Island. The
smaller litter size on Whitlock Island could be due to
environmental factors, since numbers of pouch young in
captive females were not significantly lower than that for
females from the other two populations. The estimates
from the captive females, however, were based on small
sample sizes, so the impact of inbreeding depression on
recruitment cannot be ruled out. If the lower number
of pouch young on Whitlock Island does indeed reflect
inbreeding depression, this is of serious concern for the
long-term persistence of the population.

Population differentiation between islands and mainland

The estimates of Rho and the phylogenetic structuring
of mtDNA haplotypes both support two major groups
within P. apicalis: those from the islands and those from
the mainland. A concordance between phylogeographical
relationships of the mtDNA haplotypes and the
geographical distribution of P. apicalis was expected,
given the large geographical separation between the two
populations. The pattern of differentiation between island
and southern populations that resulted in significant nested
clade distances, suggests that allopatric fragmentation was
probably responsible for the population differentiation
observed genetically. A similar study of another marsupial
found on Boullanger Island, Sminthopsis griseoventer,
also found genetic separation between island and mainland
populations along the south coast (Labrinidis et al.,
1998), further supporting the hypothesis that island and
south coast populations of P. apicalis may represent
taxonomically distinct populations.

The microsatellite data indicated significant divergence
between populations on Boullanger and Whitlock Islands,
although this was not supported by the NCA of mtDNA
data. It seems likely that the Whitlock Island population
was founded from individuals emigrating from the
Boullanger Island population, but that founder effects
and isolation have resulted in two genetically distinct
populations. Evidence of polyphyly between island
haplotypes supports the idea of limited (but existent)
genetic exchange between islands. Parantechinus apicalis
could conceivably cross a 300 m sandbar between the two
islands when the tide is extremely low, but this would
probably be a rare event.

The samples from the mainland population were
from the Fitzgerald River National Park and surrounds.
It would make greater sense to analyse the genetic
variation and allele frequencies of a northern population
on the mainland, adjacent to the islands, to compare
the (dis)similarity with the known populations. This is

particularly the case, since the only extant mainland
population occurs more than 1000 km south of the islands
and, therefore, gene flow between this population and
northern populations was likely to be low historically. The
divergence between the island and mainland populations
revealed in this study is therefore likely to reflect a much
longer separation time than the 500 years that the islands
have been separated from the mainland. Unfortunately,
all museum specimens are from areas south of Kojonup
(34◦S, 117◦E: Fig. 1). There is limited sub-fossil material
from the west coast, north of Perth (e.g. Burbidge &
George, 1978), but it is unlikely that DNA could be
extracted from these specimens because of their small
size and high value in the museum collection.

Dibblers on islands were morphologically smaller than
their mainland counterparts. This is unusual among
mammals, as small mammals tend to become larger on
small islands, while larger mammals evolve into dwarf
forms (Foster, 1965). The smaller body size of dibblers
on the Jurien islands could be an adaptation to maintain
water balance, similar to what occurs in some rodents
(Ganem et al., 1995). Alternatively, dibblers might follow
Bergmann’s rule, which predicts that body size increases
with latitude. Testing this hypothesis, however, would
require measurements of animals from populations at
intermediate latitudes, which are now locally extinct.

The differences in body size of adults on the two
islands were not only somatic, which suggests that the two
populations may have been separated for a period long
enough to become genetically distinct. The differences
in body size between Boullanger and Whitlock Islands
were significant for head length and pes length of males.
Given the higher rate of survival of males on Whitlock
Island (Wolfe et al., 2004), this is unlikely to be an
artefact of different age structures between the two island
populations. Smaller body size of males on Whitlock
Island could be explained by directional selection, but the
heritability of body size needs to be tested experimentally
before other environmental factors can be ruled out
(Arthur, 1984; Hale, 2000).

Implications for conservation

The conservation of many threatened species in Australia
and around the world relies on populations persisting
on islands (Daugherty et al., 1990), often with island
populations as the source of founders for captive
breeding and translocation (Christensen & Burrows,
1994; Armstrong et al., 2002). However, reduced genetic
variability combined with other issues such as predator
naivety (Blumstein, 2002), means that island populations
may be a less than ideal source of founders. The data
presented here suggest that on the one hand, further
conservation effort that is focused on island populations
of P. apicalis will need to consider the genetic value of this
group given its low genetic diversity since where there is a
choice between using founders from an island or mainland
population, the latter is likely to conserve the most genetic
diversity. On the other hand, the significant nested clade
distances and morphological differences between island
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and mainland P. apicalis, means there may be adequate
evidence to recognise the island populations as noteworthy
of separate conservation and management effort. Similar
scenarios are likely for other threatened species, as genetic
considerations become more widely available for recovery
programmes.

The effective population sizes of P. apicalis on
Boullanger and Whitlock Islands are far smaller than
the minimum size to retain evolutionary potential
(Soulé, 1980; Franklin & Frankham, 1998). While these
populations are important in terms of the security of the
species in the short term, the results of this study clearly
indicate that the mainland population should be targeted
for the source of future translocations and captive breeding
efforts, to maximise the long term evolutionary potential
of the species.

The populations on Boullanger and Whitlock Islands
had high levels of inbreeding and the Whitlock Island
population may already be suffering from inbreeding
depression. One solution may be to increase genetic
diversity by introducing animals from the mainland
population to the islands. This is not recommended,
however, because of the risk of introducing disease. It
is also likely that genetic differences between island
and mainland populations reflect adaptation to their
respective environments (Kavaliers, 1990; Blumstein,
2002). Moreover, it is not yet clear whether the island
and mainland populations are reproductively isolated.
If historical levels of gene flow are to be maintained,
management decisions that consider the coalescence of
individuals between island and mainland for translocation
should be avoided. A recently established population on
Escape Island, near Whitlock Island, comprised founder
captive-bred P. apicalis originating from both Boullanger
and Whitlock Islands (Moro, 2003). From a demographic
perspective, the reintroduction and mixing of the two
island populations has been successful because the
population has increased and does not show evidence of
outbreeding depression. This population will improve the
security of the island clade.

Our data suggest that for conservation purposes,
P. apicalis from the mainland and those from the islands
show a clear pattern of separation and therefore warrant
independent management for conservation purposes
based on their genetic and geographical differences.
These results do raise the likelihood that populations of
Australian mammals that are geographically separated,
where no genetic information is available, also exhibit
unique genetic histories of separation. Management
strategies that include translocation between islands and
mainland should therefore not proceed without genetic
analysis.
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Climate change and loss of biodiversity are widely recognized as the foremost

environmental challenges of our time. Forests annually sequester large quantities of

atmospheric carbon dioxide (CO2), and store carbon above and below ground for long

periods of time. Intact forests—largely free from human intervention except primarily

for trails and hazard removals—are the most carbon-dense and biodiverse terrestrial

ecosystems, with additional benefits to society and the economy. Internationally, focus

has been on preventing loss of tropical forests, yet U.S. temperate and boreal forests

remove sufficient atmospheric CO2 to reduce national annual net emissions by 11%.

U.S. forests have the potential for much more rapid atmospheric CO2 removal rates

and biological carbon sequestration by intact and/or older forests. The recent 1.5

Degree Warming Report by the Intergovernmental Panel on Climate Change identifies

reforestation and afforestation as important strategies to increase negative emissions,

but they face significant challenges: afforestation requires an enormous amount of

additional land, and neither strategy can remove sufficient carbon by growing young

trees during the critical next decade(s). In contrast, growing existing forests intact

to their ecological potential—termed proforestation—is a more effective, immediate,

and low-cost approach that could be mobilized across suitable forests of all types.

Proforestation serves the greatest public good by maximizing co-benefits such as

nature-based biological carbon sequestration and unparalleled ecosystem services such

as biodiversity enhancement, water and air quality, flood and erosion control, public

health benefits, low impact recreation, and scenic beauty.

Keywords: biodiversity crisis, Pinchot, afforestation, reforestation, forest ecosystem, biological carbon

sequestration, old-growth forest, second-growth forest

INTRODUCTION

Life on Earth as we know it faces unprecedented, intensifying, and urgent imperatives. The two
most urgent challenges are (1) mitigating and adapting to climate change (Intergovernmental
Panel on Climate Change, 2013, 2014, 2018), and (2) preventing the loss of biodiversity
(Wilson, 2016; IPBES, 2019). These are three of the Sustainable Development Goals, Climate,
Life on Land and Life under Water (Division for Sustainable Development Goals, 2015),
and significant international resources are being expended to address these crises and limit
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negative impacts on economies, societies and biodiverse natural
communities. The recent 1.5 Degree Warming Report of the
Intergovernmental Panel on Climate Change (2018) was dire
and direct, stating the need for “rapid, far-reaching and
unprecedented changes in all aspects of society.” We find
that growing additional existing forests as intact ecosystems,
termed proforestation, is a low-cost approach for immediately
increasing atmospheric carbon sequestration to achieve a
stable atmospheric carbon dioxide concentration that reduces
climate risk. Proforestation also provides long-term benefits for
biodiversity, scientific inquiry, climate resilience, and human
benefits. This approach could be mobilized across all forest types.

Forests are essential for carbon dioxide removal (CDR), and
the CDR rate needs to increase rapidly to remain within the 1.5
or 2.0◦C range (Intergovernmental Panel on Climate Change,
2018) specified by the Paris Climate Agreement (2015). Growing
existing forests to their biological carbon sequestration potential
optimizes CDR while limiting climate change and protecting
biodiversity, air, land, and water. Natural forests are by far the
most effective (Lewis et al., 2019). Technologies for direct CDR
from the atmosphere, and bioenergy with carbon capture and
storage (BECCS), are far from being technologically ready or
economically viable (Anderson and Peters, 2016). Furthermore,
the land area required to supply BECCS power plants with tree
plantations is 7.7 million km2, or approximately the size of
Australia (Intergovernmental Panel on Climate Change, 2018).
Managed plantations that are harvested periodically store far
less carbon because trees are maintained at a young age and
size (Harmon et al., 1990; Sterman et al., 2018). Furthermore,
plantations are often monocultures, and sequester less carbon
more slowly than intact forests with greater tree species diversity
and higher rates of biological carbon sequestration (Liu et al.,
2018). Recent research in the tropics shows that natural forests
hold 40 times more carbon than plantations (Lewis et al., 2019).

Alternative forest-based CDR methods include afforestation
(planting new forests) and reforestation (replacing forests on
deforested or recently harvested lands). Afforestation and
reforestation can contribute to CDR, but newly planted forests
require many decades to a century before they sequester
carbon dioxide in substantial quantities. A recent National
Academy study titled Negative Emissions Technologies and
Reliable Sequestration: A Research Agenda discusses afforestation
and reforestation and finds their contribution to be modest
(National Academies of Sciences, 2019). The study also
examines changes in conventional forest management, but
neglects proforestation as a strategy for increasing carbon
sequestration. Furthermore, afforestation to meet climate goals
requires an estimated 10 million km2–an area slightly larger
than Canada (Intergovernmental Panel on Climate Change,
2018). The massive land areas required for afforestation and
BECCS (noted above) compete with food production, urban
space and other uses (Searchinger et al., 2009; Sterman et al.,
2018). More importantly, neither of these two practices is as
effective quantitatively as proforestation in the next several
decades when it is needed most. For example, Law et al. (2018)
reported that extending harvest cycles and reducing cutting
on public lands had a larger effect than either afforestation

or reforestation on increasing carbon stored in forests in the
Northwest United States. In other regions such as New England
(discussed below), longer harvest cycles and proforestation are
likely to be even more effective. Our assessment on the climate
and biodiversity value of natural forests and proforestation aligns
directly with a recent report that pinpointed “stable forests” –
those not already significantly disturbed or at significant risk – as
playing an outsized role as a climate solution due to their carbon
sequestration and storage capabilities (Funk et al., 2019).

Globally, terrestrial ecosystems currently remove an amount
of atmospheric carbon equal to one-third of what humans emit
from burning fossil fuels, which is about 9.4 GtC/y (109 metric
tons carbon per year). Forests are responsible for the largest
share of the removal. Land use changes, i.e., conversion of forest
to agriculture, urban centers and transportation corridors, emit
∼1.3 GtC/y (Le Quéré et al., 2018). However, forests’ potential
carbon sequestration and additional ecosystem services, such
as high biodiversity unique to intact older forests, are also
being degraded significantly by current management practices
(Foley et al., 2005; Watson et al., 2018). Houghton and Nassikas
(2018) estimated that the “current gross carbon sink in forests
recovering from harvests and abandoned agriculture to be
−4.4 GtC/y, globally.” This is approximately the current gap
between anthropogenic emissions and biological carbon and
ocean sequestration rates by natural systems. If deforestation
were halted, and secondary forests were allowed to continue
growing, they would sequester −120 GtC between 2016 and
2100 or ∼12 years of current global fossil carbon emissions
(Houghton and Nassikas, 2018). Northeast secondary forests
have the potential to increase biological carbon sequestration
between 2.3 and 4.2-fold (Keeton et al., 2011).

Existing proposals for “Natural Climate Solutions” do not
consider explicitly the potential of proforestation (Griscom et al.,
2017; Fargione et al., 2018). However, based on a growing
body of scientific research, we conclude that protecting and
stewarding intact diverse forests and practicing proforestation as
a purposeful public policy on a large scale is a highly effective
strategy for mitigating the dual crises in climate and biodiversity
and ultimately serving the “greatest good” in the United States
and the rest of the world. Table 1 summarizes some of the key
literature supporting this point.

A SMALL FRACTION OF U.S. FORESTS IS
MANAGED TO REMAIN INTACT

Today,<20% of the world’s forests remain intact (i.e., largely free
from logging and other forms of extraction and development).
Intact forests are largely tropical forests or boreal forests in
Canada and Russia (Watson et al., 2018). In the U.S.—a global
pioneer in national parks and wildlife preserves—the percentage
of intact forest in the contiguous 48 states is only an estimated
6–7% of total forest area (Oswalt et al., 2014), with a higher
proportion in the West and a lower proportion in the East.
Setting aside a large portion of U.S. forest in Inventoried
Roadless Areas (IRAs) was groundbreaking yet only represents
7% of total forest area in the lower 48 states—and, ironically,
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TABLE 1 | Comparison of climate and biodiversity benefits of intact (either old-growth forest or younger forest managed as Gap 1 or Gap 2, and thus protected from

logging and other resource extraction) and traditionally managed forests for multiple forest types in the United States.

Location Forest type Forest condition with

greater value

References

ECOSYSTEM CHARACTERISTICS

Density of large trees (>60 cm DBH) Eastern US mid-Atlantic oak-hickory forests, northern

hemlock-hardwood forests, and

boreal spruce-fir forests

Intact (81% greater) Miller et al., 2016

Proportion of old forest Eastern US Same as above Intact Miller et al., 2016

Basal area of dead standing trees Eastern US Same as above Intact Miller et al., 2016

Coarse woody debris volume Eastern US Same as above Intact (135% greater) Miller et al., 2016

Carbon storage Pacific Northwest US Douglas fir and western hemlock; Intact (75–138% greater) Harmon et al., 1990

Carbon storage Northeastern US Northern hardwood conifer Intact (39–118% greater) Nunery and Keeton, 2010

Forest fire burn severity Western US Pine and mixed conifer forests Managed (two SEs greater) Bradley et al., 2016

BIODIVERSITY

Tree species richness Eastern US mid-Atlantic oak-hickory forests, northern

hemlock-hardwood forests, and

boreal spruce-fir forests

Intact Miller et al., 2018

Proportion rare tree species Eastern US Same as above Intact Miller et al., 2018

Bird species richness and abundance Northeastern

Minnesota

Hemi-boreal Intact (12–20% greater) Zlonis and Niemi, 2014

Trunk bryophyte and lichen species

richness

Northwestern Montana Grand-fir Intact (33% greater) Lesica et al., 1991

Salamander density Ozark Mountains,

Missouri

Oak-hickory Intact (395–9,500% greater) Herbeck and Larsen, 1999

Probability of occurrence of invasive

plant species

Eastern US Deciduous and mixed forest managed Riitters et al., 2018

Intact forests range in size and previous disturbance history but they are not under active management and have been allowed to continue growing according to the procedures

described for proforestation.

management of some IRAs allows timber harvest and road
building (Williams, 2000), a scenario happening currently in the
Tongass National Forest in Alaska (Koberstein and Applegate,
2018). These scant percentages worldwide and particularly in
the U.S. are insufficient to address pressing national and global
issues such as rising CO2 levels, flooding, and biodiversity loss, as
well as provide suitable locations for recreation and associated
public health benefits (Cordell, 2012; Watson et al., 2018). In
heavily populated and heavily forested sub-regions in the Eastern
U.S., such as New England, the total area dedicated as intact
(i.e., primary management is for trails and hazard removals) is
even more scarce, comprising only ∼3% of land area. Just 2% of
the region is legally protected from logging and other resource
extraction (Figure 1). A large portion of forest managed currently
as intact or “reserved forest” – and thus functioning as “stable
forest” (Funk et al., 2019) – is designated solely by administrative
regulations that can be altered at any time.

Intact forests in the U.S. include federal wilderness areas

and national parks, some state parks, and some privately-owned

holdings and conservation trust lands. Recent studies reveal
that intact forests in national parks tend to be older and have
larger trees than nearby forests that are not protected from
logging (Miller et al., 2016; Table 1). Scaling up protection
of intact forests and designating and significantly expanding
reserved forest areas are public policy imperatives that are
compatible with public access and with the country’s use

of forest products. Identifying suitable forest as intact (for
carbon sequestration, native biodiversity, ecosystem function,
etc.) can spawn new jobs and industries in forest monitoring,
tourism and recreation, as well as create more viable local
economies based on wood reuse and recycling. Public lands
with significant biodiversity and proforestation potential also
provide wildlife corridors for climate migration and resilience for
many species.

PROFORESTATION INCREASES
BIOLOGICAL CARBON SEQUESTRATION
AND LONG-TERM STORAGE IN U.S.
FORESTS

Net forest carbon reflects the dynamic between gains and losses.
Carbon is lost from forests in several ways: damage from natural
disturbances including insects and pathogens (“pests”), fire,
drought and wind; forest conversion to development or other
non-forest land; and forest harvest/management. Together, fires,
drought, wind, and pests account for ∼12% of the carbon lost in
the U.S.; forest conversion accounts for ∼3% of carbon loss; and
forest harvesting accounts for 85% of the carbon lost from forests
each year (Harris et al., 2016). Forests in the Southern US have
the highest percentage of carbon lost to timber harvest (92%)
whereas the Western US is notably lower (66%) because of the

Frontiers in Forests and Global Change | www.frontiersin.org 3 June 2019 | Volume 2 | Article 27

https://www.frontiersin.org/journals/forests-and-global-change
https://www.frontiersin.org
https://www.frontiersin.org/journals/forests-and-global-change#articles


Moomaw et al. Proforestation Protects Climate and Biodiversity

FIGURE 1 | Distribution of forest cover and intact “wildland” forest across six New England states. At left, map of overall forest cover (green) vs. forest

protected legally (red) or managed currently (yellow) as intact in New England. At right, regional and state specific % forest cover (green), % managed as intact Gap 1

(limited intervention other than trails and hazard removals) but not protected legally (yellow), and % legally protected as intact forest (red, designated U.S Geological

Survey (USGS) Gap 1 or Gap 2 and primarily federal and state wilderness areas, and certain national parks). Adapted and compiled from National Conservation

Easement Database (2014); United States Geological Survey (2019a,b), and the University of Montana (2019). USGS Gap level 1 or 2 lands receive the highest level of

protection from logging and other resource extraction and generally correspond with IUCN protected categories 1a, 1b, and II (https://gapanalysis.usgs.gov/blog/

iucn-definitions/).

greater contribution of fires to carbon removal. The Northern
U.S. is roughly equivalent to the national average at 86%
(Harris et al., 2016).

Proforestation produces natural forests as maximal carbon
sinks of diverse species (while supporting and accruing
additional benefits of intact forests) and can reduce significantly
and immediately the amount of forest carbon lost to non-
essential management. Because existing trees are already
growing, storing carbon, and sequestering more carbon more
rapidly than newly planted and young trees (Harmon et al.,
1990; Stephenson et al., 2014; Law et al., 2018; Leverett
and Moomaw, in preparation), proforestation is a near-term
approach to sequestering additional atmospheric carbon: a
significant increase in “negative emissions” is urgently needed to
meet temperature limitation goals.

The carbon significance of proforestation is demonstrated in
multiple ways in larger trees and older forests. For example,
a study of 48 undisturbed primary or mature secondary forest
plots worldwide found, on average, that the largest 1% of trees
[considering all stems≥1 cm in diameter at breast height (DBH)]
accounted for half of above ground living biomass (The largest
1% accounted for ∼30% of the biomass in U.S. forests due to
larger average size and fewer stems compared to the tropics) (Lutz

et al., 2018). Each year a single tree that is 100 cm in diameter
adds the equivalent biomass of an entire 10–20 cm diameter tree,
further underscoring the role of large trees (Stephenson et al.,
2014). Intact forests also may sequester half or more of their
carbon as organic soil carbon or in standing and fallen trees that
eventually decay and add to soil carbon (Keith et al., 2009). Some
older forests continue to sequester additional soil organic carbon
(Zhou et al., 2006) and older forests bind soil organicmattermore
tightly than younger ones (Lacroix et al., 2016).

If current management practices continue, the world’s forests
will only achieve half of their biological carbon sequestration
potential (Erb et al., 2018); intensifying current management
practices will only decrease living biomass carbon and increase
soil carbon loss. Forests in temperate zones such as in the
Eastern U.S. have a particularly high untapped capacity for
carbon storage and sequestration because of high growth and
low decay rates (Keith et al., 2009) and because of recent
recovery from an extensive history of timber harvesting and
land conversion for agriculture in the 18th, 19th, and early 20th
centuries (Pan et al., 2011; Duveneck and Thompson, 2019).
In New England, median forest age is about 75 years of age
(United States Forest Service, 2019), which is only about 25–
35% of the lifespan of many of the common tree species in these
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forests (Thompson et al., 2011). Much of Maine’s forests have
been harvested continuously for 200 years and have a carbon
density less than one-third of the forests of Southern Vermont
and New Hampshire, Northwestern Connecticut and Western
Massachusetts—a region that has not been significantly harvested
over the past 75–150 years (National Council for Air Stream
Improvement, 2019). Western Massachusetts in particular has a
significant portion classifed as Tier 1 matrix forest, defined as
“large contiguous areas whose size and natural condition allow
for the maintenance of ecological processes” (Databasin, 2019).
However, forests managed as intact do not need to be large
or old in absolute terms to have ecological value: disturbances
create gaps and young habitats, and the official policy of the
Commonwealth of Massachusetts Department of Environmental
Management (now Department of Conservation and Recreation)
considers an old-growth forest of at least 2 hectares ecologically
significant (Department of Environmntal Management, 1999).

As shown in Table 1, ecosystem services accrue as forests
age for centuries. Far from plateauing in terms of carbon
sequestration (or added wood) at a relatively young age as was
long believed, older forests (e.g., >200 years of age without
intervention) contain a variety of habitats, typically continue to
sequester additional carbon for many decades or even centuries,
and sequester significantly more carbon than younger and
managed stands (Luyssaert et al., 2008; Askins, 2014; McGarvey
et al., 2015; Keeton, 2018). A recent paper affirmed that
letting forests grow is an effective way to sequester carbon—
but unlike previous studies it suggested that sequestration is
highest in “young” forests (Pugh et al., 2019). This conclusion
is problematic for several reasons. One confounding factor is
that older forests in the tropics were compared to young forests
in temperate and boreal areas; temperate forests in particular
have the highest CO2 removal rates and overall biological carbon
sequestration (Keith et al., 2009) but this high rate is not
limited to young temperate and boreal forests. The age when
sequestration rates decrease is not known, and Pugh et al. defined
“young” as up to 140 years. As noted above, Keeton et al.
(2011) estimate that secondary forests in the Northeast have
the potential to increase their biological carbon sequestration
several-fold. More field work is needed across age ranges,
species and within biomes, but the inescapable conclusion is
that growing forests is beneficial to the climate and maintaining
intact forest has additional benefits (Table 1). We conclude that
proforestation has the potential to provide rapid, additional
carbon sequestration to reduce net emissions in the U.S. by much
more than the 11% that forests provide currently (United States
Environmental Protection Agency, 2019). A recent report on
natural climate solutions determined that negative emissions
could be increased from 11 to 21% even without including
proforestation (Fargione et al., 2018). Quantified estimates of
increased forest sequestration and ecosystem services were
based on re-establishing forests where possible and lengthening
rotation times on private land; they explicitly did not account for
proforestation potential on public land.

Although biological carbon storage in managed stands,
regardless of the silvicultural prescription, is generally lower than
in unmanaged intact forests (Harmon et al., 1990; Ford and

Keeton, 2017)—even after the carbon stored in wood products
is included in the calculation—stands managed with reduced
harvest frequency and increased structural retention sequester
more carbon than more intensively managed stands (Nunery
and Keeton, 2010; Law et al., 2018). Such an approach for
production forests, or “working” forests—balancing resource
extraction with biological carbon sequestration—is often termed
“managing for net carbon” or “managing for climate change”
and an approach that should be promoted alongside dedicating
significant areas to intact ecosystems. Oliver et al. (2014)
acknowledge a balance between intact and managed forest and
suggest that long term storage in “efficient” wood products
like wood building materials (with the potential for less carbon
emissions compared to steel or concrete, termed the “avoidance
pathway”) can offer a significant carbon benefit. To achieve this,
some questionable assumptions are that 70% of the harvested
wood is merchantable and stored in a lasting product, all
unmerchantable wood is removed and used, harvesting occurs at
optimum intervals (100 years) and carbon sequestration tapers
off significantly after 100 years. Forestry models underestimate
the carbon content of older, larger trees, and it is increasingly
clear that trees can continue to remove atmospheric carbon at
increasing rates for many decades beyond 100 years (Robert
T. Leverett, pers. comm. Stephenson et al., 2014; Lutz et al.,
2018; Leverett et al., under review). Because inefficient logging
practices result in substantial instant carbon release to the
atmosphere, and only a small fraction of wood becomes a
lasting product, increasingmarket forces and investments toward
wood buildings that have relatively short lifetimes could increase
forest extraction rates significantly and become unsustainable
(Oliver et al., 2014).

HABITAT PROTECTION, BIODIVERSITY
AND SCIENTIFIC VALUE OF
PROFORESTATION

Large trees and intact, older forests are not only effective and
cost-effective natural reservoirs of carbon storage, they also
provide essential habitat that is often missing from younger,
managed forests (Askins, 2014). For example, intact forests in
Eastern U.S. national parks have greater tree diversity, live and
dead standing basal area, and coarse woody debris, than forests
that are managed for timber (Miller et al., 2016, 2018; Table 1).
The density of cavities in older trees and the spatial and structural
heterogeneity of the forest increases with stand age (Ranius
et al., 2009; Larson et al., 2014), and large canopy gaps develop
as a result of mortality of large trees, which result in dense
patches of regeneration (Askins, 2014). These complex structures
and habitat features support a greater diversity of lichens and
bryophytes (Lesica et al., 1991), a greater density and diversity of
salamanders (Petranka et al., 1993; Herbeck and Larsen, 1999),
and a greater diversity and abundance of birds in old, intact
forests than in nearby managed forests (Askins, 2014; Zlonis
and Niemi, 2014; Table 1). Forest bird guilds also benefit from
small intact forests in urban landscapes relative to unprotected
matrix forests (Goodwin and Shriver, 2014). Several bird species
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in the U.S. that are globally threatened—including the wood
thrush, cerulean warbler, marbled murrelet, and spotted owl
are, in part, dependent on intact, older forests with large trees
(International Union for Conservation of Nature, 2019). Two
species that are extinct today—Bachman’s warbler and Ivory-
billed woodpecker—likely suffered from a loss of habitat features
associated with old forests (Askins, 2014).

Today, forest managers often justify management to maintain
heterogeneity of age structures to enhance wildlife habitat and
maintain “forest health” (Alverson et al., 1994). However, early
successional forest species (e.g., chestnut-sided warbler and
New England cottontail) that are common targets for forest
management may be less dependent on forest management than
is commonly believed (cf. Zlonis and Niemi, 2014; Buffum et al.,
2015). Management also results in undesirable consequences
such as soil erosion, introduction of invasive and non-native
species (McDonald et al., 2008; Riitters et al., 2018), loss of
carbon—including soil carbon (Lacroix et al., 2016), increased
densities of forest ungulates such as white-tailed deer (Whitney,
1990)—a species that can limit forest regeneration (Waller,
2014)—and a loss of a sense of wildness (e.g., Thoreau, 1862).

Forest health is a term often defined by a particular set
of forestry values (e.g., tree regeneration levels, stocking, tree
growth rates, commercial value of specific species) and a goal of
eliminating forest pests. Although appropriate in a commercial
forestry context, these values should not be conflated with the
ability of intact natural forests to continue to function and even
thrive indefinitely and provide a diversity of habitats on their own
(e.g., Zlonis and Niemi, 2014). Natural forests, regardless of their
initial state, naturally develop diverse structures as they age and
require from us only the time and space to self-organize (e.g.,
Larson et al., 2014; Miller et al., 2016).

Intact forests provide irreplaceable scientific value. In addition
to a biodiverse habitat an intact forest provides an area governed
by natural ecological processes that serve as important scientific
controls against which to compare the effects of human activities
andmanagement practices (Boyce, 1998). Areas without resource
extraction (i.e., timber harvesting, hunting), pest removal, or
fire suppression allow for a full range of natural ecological
processes (fire, herbivory, natural forest development) to be
expressed (Boyce, 1998). Only if we have sufficient natural areas
can we hope to understand the effects of human activities on
the rest of our forests. Additional research and monitoring
projects that compare ecological attributes between intact and
managed forests at a range of spatial scales will also help
determine how effective protected intact forests can be at
conserving a range of biota, and where additional protected areas
may need to be established (e.g., Goodwin and Shriver, 2014;
Jenkins et al., 2015).

PROFORESTATION AND FOREST FIRES

Given the increase in forest area burned in the United States
over the past 30 years (National Interagency Fire Center,
2019), it is important to address the relationship between forest
management and forest fires. There is a widely held perception

that the severity and size of recent fires are directly related
to the fuels that have accumulated in the understory due to a
lack of forest management to reduce these fuels (i.e., pulping,
masticating, thinning, raking, and prescribed burning; Reinhardt
et al., 2008; Bradley et al., 2016). However, some evidence
suggests that proforestation should actually reduce fire risk and
there are at least three important factors to consider: first, fire
is an integral part of forest dynamics in the Western U.S.;
second, wildfire occurrence, size, and area burned are generally
not preventable even with fuel removal treatments (Reinhardt
et al., 2008); and third, the area burned is actually far less
today than in the first half of the twentieth century when
timber harvesting was more intensive and fires were not actively
suppressed (Williams, 1989; National Interagency Fire Center,
2019). Interestingly, in the past 30 years, intact forests in the
Western U.S. burned at significantly lower intensities than did
managed forests (Thompson et al., 2007; Bradley et al., 2016;
Table 1). Increased potential fuel in intact forests appear to
be offset by drier conditions, increased windspeeds, smaller
trees, and residual and more combustible fuels inherent in
managed areas (Reinhardt et al., 2008; Bradley et al., 2016).
Rather than fighting wildfires wherever they occur, the most
effective strategy is limiting development in fire-prone areas,
creating and defending zones around existing development
(the wildland-urban interface), and establishing codes for fire-
resistant construction (Cohen, 1999; Reinhardt et al., 2008).

PROFORESTATION AND ECOSYSTEM
SERVICES: SERVING THE GREATEST
GOOD

In 1905 Gifford Pinchot, Chief of the U.S. Forest Service,
summarized his approach to the nation’s forests when he wrote
“. . .where conflicting interests must be reconciled, the question
will always be decided from the standpoint of the greatest good
of the greatest number in the long run.” This ethos continues to
define the management approach of the U.S. Forest Service from
its inception to the present day. Remarkably, however, even in
2018 the fivemajor priorities of the Forest Service do notmention
biodiversity, carbon storage, or climate change asmajor aspects of
its work (United States Forest Service, 2018).

Today, the needs of the nation have changed: emerging forest
science and the carbon and biodiversity benefits of proforestation
demand a focus on growing intact natural public and private
forests, including local parks and forest reserves (Jenkins et al.,
2015). There is also a growing need across the country, and
particularly within reach of highly populated areas, for additional
local parks and protected forest reserves that serve and provide
the public with solitude, respite, and wild experiences (e.g.,
Thoreau, 1862). Detailed analysis of over one thousand public
comments regarding management of Hoosier National Forest, a
public forest near population centers in several states, revealed a
strong belief that wilderness contributes to a sense of well-being.
Responses with the highest frequency reflected an interest in
preservation and protection of forests and wildlife, a recognition
of the benefits to human physical and mental health, a sense
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of ethical responsibility, opposition to damage and destruction,
monetary concerns, and a preponderance of sadness, fear and
distress over forest loss (Vining and Tyler, 1999).

Quantifiable public health benefits of forests and green spaces
continue to emerge, and benefits are highest in populations with
chronic and difficult-to-treat conditions like anxiety, depression,
pain and post-traumatic stress disorder (Karjalainen et al., 2010;
Frumkin et al., 2017; Hansen et al., 2017; Oh et al., 2017).
In the United Kingdom “growing forests for health” is the
motto of the National Health Service Forest (2019) and there
is a recognized need for evidence-based analysis of human
health co-benefits alongside nature-based ecosystem services
(Frumkin et al., 2017).

POLICY RECOMMENDATIONS

To date, the simplicity of the idea of proforestation has perhaps
been stymied by inaccurate or non-existent terminology to
describe it. Despite a number of non-binding international
forest agreements (United Nations Conference on Environment
Development, 1992; United Nations Forum on Forests, 2008;
Forest Declaration, 2014) and responsibilities by a major
UN organization [Food and Agriculture Organization (FAO)],
current climate policies lack science-based definitions that
distinguish forest condition—including the major differences
between young and old forests across a range of ecosystem
services. Lewis et al. (2019) further note that broad definitions
and confused terminology have an unfortunate result that
policymakers and their advisers mislead the public (Lewis
et al., 2019). Most discussions concerning forest loss and
forest protection are in terms of percentage of land area that
has tree canopy cover (Food and Agriculture Organization,
2019). This lack of specificity significantly hampers efforts to
evaluate and protect intact forests, to quantify their value, and
to dedicate existing forests as intact forests for the future.
For example, the UN Framework Convention on Climate
Change and the FAO consider and group tree plantations,
production forests, and mature intact forests equally under
the general term “forest” (Mackey et al., 2015). In addition,
“forest conservation” simply means maintaining “forest cover”
and does not address age, species richness or distribution—or
the degree that a forest ecosystem is intact and functioning
(Mackey et al., 2015). The erroneous assumption is that all forests
are equivalently beneficial for a range of ecosystem services—a
conclusion that is quantitatively inaccurate in terms of biological
carbon sequestration and biodiversity as well as many other
ecosystem services.

Practicing proforestation should be emphasized on suitable
public lands as is now done in U.S. National Parks and
Monuments. Private forest land owners might be compensated
to practice proforestation, for sequestering carbon and providing
associated co-benefits by letting their forests continue to grow.
At this time, we lack national policies that quantify and truly
maximize benefits across the landscape. At a regional scale,
however, some conservation visions do explicitly recognize and

promote the multiple values and services associated with forest
reserves or wildlands (e.g., Foster et al., 2010) and climate offset
programs can be used explicitly to support proforestation. For
example, a recent project by the Nature Conservancy protected
2,185 hectares (5,400 acres) in Vermont as wildland and is
expected to yield ∼$2M over 10 years for assuring long-term
biological carbon storage (Nature Conservancy, 2019). Burnt
Mountain is now protected by a “forever wild” easement and part
of a 4,452 hectare (11,000 acre) preserve. More public education
and similar incentives are needed.

CONCLUSIONS

To meet any proposed climate goals of the Paris Climate
Agreement (1.5, 2.0◦ C, targets for reduced emissions) it is
essential to simultaneously reduce greenhouse gas emissions from
all sources including fossil fuels, bioenergy, and land use change,
and increase CDR by forests, wetlands and soils. Concentrations
of these gases are now so high that reducing emissions alone
is insufficient to meet these goals. Speculation that untested
technologies such as BECCS can achieve the goal while allowing
us to continue to emit more carbon has been described as
a “moral hazard” (Anderson and Peters, 2016). Furthermore,
BECCS is not feasible within the needed timeframe and CDR
is urgent. Globally, existing forests only store approximately
half of their potential due to past and present management
(Erb et al., 2018), and many existing forests are capable of
immediate and even more extensive growth for many decades
(Lutz et al., 2018). During the timeframe while seedlings planted
for afforestation and reforestation are growing (yet will never
achieve the carbon density of an intact forest), proforestation
is a safe, highly effective, immediate natural solution that does
not rely on uncertain discounted future benefits inherent in
other options.

Taken together, proforestation is a rapid and essential strategy
for achieving climate and biodiversity goals and for serving the
greatest good. Stakeholders and policy makers need to recognize
that the way to maximize carbon storage and sequestration is
to grow intact forest ecosystems where possible. Certainly, all
forests have beneficial attributes, and the management focus of
some forests is providing wood products that we all use. But until
we acknowledge and quantify differences in forest status (Foster
et al., 2010), we will be unable to develop policies (and educate
landowners, donors, and the public) to support urgent forest-
based benefits in the most effective, locally appropriate and cost-
effective manner. A differentiation between production forests
and natural forest ecosystems would garner public support for
a forest industry with higher value products and a renewed focus
on reducing natural resource use—and for recycling paper and
wood. It could also spur long-overdue local partnerships between
farms and forests—responsible regional composting keeps jobs
and resources within local communities while improving soil
health and increasing soil carbon (Brown and Cotton, 2011). The
forest industry as a whole can benefit from proforestation-based
jobs that focus on scientific data collection, public education,
public health and a full range of ecosystem services.
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In sum, proforestation provides the most effective solution
to dual global crises—climate change and biodiversity loss.
It is the only practical, rapid, economical, and effective
means for atmospheric CDR among the multiple options that
have been proposed because it removes more atmospheric
carbon dioxide in the immediate future and continues
to sequester it long-term. Proforestation will increase the
diversity of many groups of organisms and provide numerous
additional and important ecosystem services (Lutz et al.,
2018). While multiple strategies will be needed to address
global environmental crises, proforestation is a very low-cost
option for increasing carbon sequestration that does not
require additional land beyond what is already forested and
provides new forest related jobs and opportunities along with
a wide array of quantifiable ecosystem services, including
human health.
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Natural disturbance and forest management in riparian zones:
comparison of effects at reach, catchment, and landscape scales
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Abstract. Forest disturbance agents, such as wildfire and windthrow, often differ in magnitude and
frequency between upland and riparian zones. Riparian forests may be subject to additional disturbance
agents that do not affect uplands, including debris flows, floods, bank erosion, and avulsions. Forest
harvesting, with or without a streamside buffer, is an additional riparian disturbance agent in managed
landscapes. The effects of riparian harvesting on stream habitat and ecology are qualitatively similar to
those of wildfire, with the important exception of recruitment of large in-stream wood. For most other
disturbance agents, current knowledge is insufficient to assess the degree to which natural disturbance can
be emulated via riparian forest harvesting. In particular, the effects of the spatial patterns and frequencies
of disturbance on the trajectories and rates of postdisturbance recovery are poorly understood for many
landscapes and are complicated by the potential for propagation of effects down the stream network.
Broadly based, long-term research on riparian disturbance regimes is needed to provide the scientific basis
required for designing strategies for sustainable streamside forest management.

Key words: riparian forests, natural disturbance, wildfire, logging impacts, landscape management.

In forested catchments, streams and their riparian
areas are subject to disturbances, such as wildfire
and insect outbreaks, across a range of spatial and
temporal scales. Riparian disturbances can have
deleterious effects on water quality, habitat, and
biota, at least over short and medium time scales.
However, as is the case for natural disturbances in
other ecosystems, stream and riparian disturbances
are integral to the long-term function and evolution of
riverine ecosystems and can play an important role
in the spatial patterns of channel morphology and
stream–riparian habitat complexity (Everett et al. 2003,
Bigelow et al. 2007, Florsheim et al. 2008, Eaton and
Giles 2009, Death 2010).

The objective of our paper is to compare the effects
of natural disturbance and forest management on
riparian–stream systems with a focus on in-stream

habitat and ecology. First, we summarize the effects of
forest management activities on riparian processes
and stream environments and review the character-
istics of riparian forest disturbance regimes in the
context of catchment-scale and broader landscape-
level processes of forest disturbance. Then, we use
the specific example of wildfire, for which the greatest
knowledge base exists (Nitschke 2005), to compare the
effects of riparian harvesting and natural disturbance
on riparian–stream interactions and aquatic habitat.
Last, we identify some operational implications and
research needs associated with the application of the
Emulation of Natural Disturbance (END) paradigm
for riparian management.

Forest Management as a Stream and
Riparian Disturbance

Forestry operations influence a number of riparian
and stream processes. Harvesting in the riparian zone
can reduce shade and increase stream temperature
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(Moore et al. 2005), modify the recruitment of in-
stream wood (Bilby and Ward 1991), decrease root
strength and bank stability (Millar 2000), and influ-
ence the supply of allochthonous and autochthonous
material (Kiffney et al. 2003, Kiffney and Richardson
2010). Effects of disturbance on water quality, such as
increased water temperatures and suspended sedi-
ment concentrations, can propagate downstream and
influence stream reaches flowing in undisturbed
forest (Story et al. 2003, Feller 2005, Wilkerson et al.
2006).

Even where forested buffers are retained along a
stream, upland forest removal influences riparian and
stream processes. The presence of a riparian buffer
typically has little effect on harvesting-related chang-
es in stream flow (Moore and Wondzell 2005) and
may not protect against increases in sediment input
(Rivenbark and Jackson 2004). Removal of upland
forest can increase windthrow in riparian zones, and
thus, influence patterns of recruitment of in-stream
wood (Grizzel and Wolff 1998). Upland forest
harvesting also increases light penetration in riparian
forest (Kiffney et al. 2003) and releases understory
growth from shade limitation.

After harvest, the trajectory of riparian vegetation
development will depend on ongoing silvicultural
activities. In some instances, forest harvesting without
riparian buffers can result in conversion of near-
stream forest to N-fixing species, such as red alder
(Alnus rubra) in western North America and black
locust (Robinia pseudoacacia) in southeastern USA,
resulting in a long-term increase in stream NO3

2

concentrations (Swank et al. 2001, Wipfli and
Musslewhite 2004). In other cases, such as in western
Oregon, silvicultural practices encouraged develop-
ment of densely stocked coniferous stands in the

riparian and upland zones of headwater streams
(Anderson et al. 2007).

Roads and their drainage systems can be significant
sources of sediment to streams even in the presence
of riparian buffers (Gomi et al. 2005). In addition,
removal of forest cover in road right-of-ways can
increase solar radiation and wind penetration into
the riparian zone, resulting in changes in riparian
microclimate and stream temperature (Herunter et al.
2003). Increased penetration of solar radiation could
affect vegetation growth within the buffer and in-
stream primary productivity.

Natural Disturbance Regimes and
Stream–Riparian Systems

Natural disturbance regimes in forests can be
broadly described in terms of the disturbance agent
(e.g., fire, windthrow, insects; Table 1), the spatial
extent and pattern of disturbance, and the frequency
and intensity of disturbance. These characteristics
vary geographically as a function of climate, topog-
raphy, vegetation, and their interactions. For example,
in British Columbia, Canada (Fig. 1), natural distur-
bance regimes at a coarse scale differ between those
in the wet coastal forests, where fire is rare and
individual tree mortality, blowdown, and landslides
are the dominant disturbance agents, and those in the
drier interior forests, where frequent stand-replacing
and stand-maintaining fires predominate (Wong et al.
2003, Daniels and Gray 2006). Within these coarse
divisions, substantial finer-scale variability exists,
including mixed-severity fire regimes (Klenner et al.
2008).

Riparian zones often differ from upland sites in
terms of topography, microclimate, moisture dynam-
ics, and vegetation, and therefore, should differ from

TABLE 1. Forest disturbance agents and their geographic characteristics. Agents denoted with an asterisk are restricted to
riparian forest. Others influence both upland and riparian zones.

Disturbance agent Geographic characteristics

Crown fire Drier forest types
Surface fire Drier forest types with high fuel load or low ignition points
Windthrow Exposed, or wind-prone areas; particularly significant along streams

with riparian buffers
Insect disturbance Most forest types; affected tree species depends on insect
Individual tree mortality Predominantly in moist ecosystems dominated by gap dynamics
Treefall caused by snow loading Areas subject to heavy falls of cohesive snow, particularly near the coast
Treefall caused by ice accumulation Regions subject to freezing rain, such as Quebec and New England
Snow avalanching Snow-dominated, steep landscapes
Debris flows* Steep landscapes; initiation in headwaters with potential to propagate

down to intermediate and larger streams
Floods* Most significant in downstream reaches in larger catchments
Bank erosion* Larger channels where streams are competent to move sediment
Avulsions* Larger streams flowing in alluvium
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upland sites in forest disturbance regime. The typically
moister conditions in riparian zones can result in
shallower rooting depths and, for some forest types,
greater vulnerability of riparian forests to processes
such as windthrow and falldown caused by snow
loading. Wildfire disturbance may be less frequent in
riparian zones than in upland sites (Everett et al. 2003,
Pettit and Naiman 2007), although the disturbance
frequencies may be similar in drier regions, such as
eastern Oregon and Alberta (Macdonald et al. 2004,
Olson and Agee 2005) and along intermittent headwa-
ter streams (Tollefson et al. 2004). However, wildfire
disturbance may be more intense in riparian zones
than on sideslopes because of greater accumulation
of fuel between fires (Everett et al. 2003). The recent
outbreak of mountain pine beetle (Dendroctonus pon-
derosae) in western North America, which has caused
widespread mortality of pine trees (Fauria and Johnson
2009), is a good example of the contrasts in disturbance
regimes between riparian and upland forest. In areas
of central British Columbia identified as having pine-
dominated forest stands, spruce is commonly the

dominant species in riparian zones (Rex et al. 2009).
Thus, riparian forests are likely to be less affected by
mountain pine beetle than upland forests, where pine
is typically the dominant species.

Some disturbance agents, such as debris flows and
floods, are unique to riparian zones (Table 1). Debris
flows in tributary reaches can contribute sediment
and large wood to mainstem reaches (Hogan 1989,
Bigelow et al. 2007). During floods, these pieces of
large wood can be mobilized. Mobilization of large
wood can increase disturbance to the channel and the
riparian forest along the mainstem reach (Johnson
et al. 2000) and can prompt stream avulsion. The
legacy of past disturbance can be important. In a
catchment in the Oregon Cascades, Johnson et al.
(2000) inferred that logging in the 1940s and 1950s
increased the wood available for transport during a
major flood in 1964, which resulted in toppling and
uprooting of old-growth conifers in the riparian zone.
Subsequent forest harvesting decreased the availabil-
ity of large wood for transport in a 1996 flood.

Stream and riparian disturbance regimes vary with
catchment scale and stream size. Headwater reaches
will be more strongly influenced by debris flows than
floods, whereas floods can significantly influence
larger, downstream channels flowing in floodplains
(Johnson et al. 2000). For streams below a threshold
bankfull width (,15–20 m in the Pacific Northwest),
riparian forest can provide sufficient cohesion that
bank erosion and lateral channel migration are
minimal (Beechie et al. 2006). For larger streams,
shear stress on the banks will exceed their shear
strength on a more regular basis, promoting channel
migration, disturbance to the riparian forest, and
wood recruitment to the channel (Eaton and Giles
2009).

Stream channels and riparian zones exhibit a range
of states across a landscape. These states reflect
different disturbance histories and recovery trajecto-
ries and inherent intersite differences in conditions
(Bigelow et al. 2007, Naiman et al. 2010). The spatial
pattern of these states influences the resilience of
the system to disturbance. For example, undisturbed
tributary reaches can provide critical refugia that
provide a source of colonists to promote recovery of
downstream, disturbed reaches (Lamberti et al. 1991,
Nakamura et al. 2000).

Comparison of Wildfire and Harvesting as
Disturbance Agents

The body of available research on wildfire as a
forest disturbance provides a basis for comparison
with forest harvesting at the reach and catchment

FIG. 1. Geographic distribution of natural disturbance
types (NDTs) in British Columbia, Canada (Province of
British Columbia 1995; http://www.for.gov.bc.ca/tasb/
legsregs/fpc/fpcguide/biodiv/biotoc.htm). This figure pro-
vides an example of the coarse-scale geographic variation
in a single jurisdiction, with dominant disturbance agents
ranging from infrequent tree death (NDT1) to frequent,
stand-maintaining disturbances (NDT4).
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scales. Wildfire and harvesting influence catchment-
scale generation of stream flow by affecting snow
dynamics and snowmelt runoff. Reduction of canopy
cover increases snow accumulation by reducing
interception loss and increases melt rate by decreased
shading (Winkler et al. 2005, Winkler 2011). However,
following a wildfire, standing dead trees can provide
substantial shading (Leach and Moore 2010), leading
to lower melt rates than after clearcut harvesting
(Burles and Boon 2011, Winkler 2011). Harvesting and
wildfire both typically result in an earlier onset of
snowmelt (Moore and Scott 2005, Eaton et al. 2010,
Seibert et al. 2010). In addition, both types of
disturbance reduce interception loss and transpira-
tion, resulting in increased annual runoff (Cheng
1980, Moore and Wondzell 2005, Seibert et al. 2010).
Most investigators have found that both harvesting
and wildfire increase snowmelt-generated peak flows,
although partial disturbance of a catchment can, in
some circumstances, apparently result in desynchro-
nized snowmelt and reduced peak flows (Verry et al.
1983, Eaton et al. 2010). The duration of these effects
depends on the rate of hydrologic recovery, which, in
turn, depends on the rate at which the regenerating
stand grows after disturbance (Huggard and Lewis
2008).

Catchment-scale effects of wildfire and harvesting
can differ significantly in cases where intense fire
results in loss of soil organic matter and development
of a hydrophobic layer within the soil (Huffman et al.
2001). In these cases, infiltration of rainfall is impeded
and water runs over the soil surface, resulting in more
intense peak flows, widespread surface erosion, and
dramatically increased suspended sediment loads
(Moody and Martin 2001, Silins et al. 2009). In
contrast, reduced infiltration and increased overland
flow are rarely observed after harvesting except from
roads and areas where the soil has been disturbed by
compaction (Moore and Wondzell 2005). In moun-
tainous catchments, debris flows often occur after
wildfire (Wondzell and King 2003). However, an
increase in surface erosion and stream sediment
concentrations does not follow wildfire in all cases
(Eaton et al. 2010), especially where the duff layer is
only partially consumed in a fire (Martin et al., in
press).

Wildfire and harvesting both result in decay of tree
roots and, thus, loss of soil cohesion. On steep slopes,
the result can be increased risk of landslides during
intense rain or snowmelt events (Benda and Dunne
1997). In riparian zones, decay of tree roots can result
in loss of bank strength and increased rates of bank
erosion (Millar 2000, Eaton et al. 2010). Eaton and
Giles (2009) hypothesized that loss of bank strength

after wildfire may strongly influence stream habitat
complexity. For a stream that normally cannot erode
its banks, loss of bank strength after riparian wildfire
can trigger a period of lateral instability, leading to
an increase in the frequency of pool–riffle units and
formation of side channels, both of which provide
habitat complexity on land and in the water. As the
riparian forest regenerates over the following de-
cades, lateral stability is re-established, leading to a
gradual loss of complexity.

The severity of and potential for interactions
between catchment-scale and riparian disturbances
depend on the types and intensities of disturbance
and on the nature of postdisturbance weather, which
introduces an element of contingency. For example,
the effects of catchment-scale harvesting are likely to
be more benign than those of wildfire in cases where
intense rainfall, which can trigger widespread over-
land flow on hydrophobic soils and debris flows,
occurs in the first year or two after a fire. However, in
cases where intense rain and overland flow do not
occur, clearcut harvesting is likely to result in a
greater increase in peak flow than fire in snow-
dominated catchments. Increased peak flows com-
bined with the loss of bank strength after riparian
harvesting could promote increased bank erosion and
channel instability.

In the first few years after disturbance, harvesting
and wildfire can lead to increased nutrient export,
which can promote increased primary production in
stream ecosystems (Feller 2005, Bladon et al. 2008).
Large-scale fire and forest harvesting have qualita-
tively similar effects on stream communities and often
cause simplification of the community with increases
in generalist species (e.g., Baetis spp.) and species with
short-generation times (e.g., Chironomidae) (Minshall
et al. 1997, Ely and Wallace 2010, Malison and Baxter
2010).

Wildfire and harvesting in the riparian zone differ
importantly in their effect on recruitment of large
wood. In the wake of fire, wood loading increases
dramatically as a result of the toppling of trees as their
roots fail and increased bank erosion. The legacy of
this pulse of recruitment lasts for decades (Bragg
2000, Scherer 2008). In the case of riparian harvesting,
recruitment is likely to decrease for several decades,
decreasing in-stream wood load (especially of large
pieces) and its associated fluvial and ecological
functions (Scherer 2008).

The decrease in shading associated with harvesting
and wildfire leads to increases in stream temperature
(Minshall et al. 1997), which can influence many
aspects of stream ecosystems. However, after a
wildfire, standing dead trees function more like a
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partial-retention riparian buffer than a clearcut in
terms of shading (Leach and Moore 2010). The
thermal sensitivity of a stream to a decrease in canopy
shading depends on channel characteristics. For
example, Dunham et al. (2007) found that the thermal
effects of wildfire were greater for channels that had
experienced postfire geomorphic disturbance than for
channels that experienced only a reduction in canopy
cover.

Fire may have relatively little effect on riparian-
dependent plant and animal species (Hossack and
Corn 2007), may be highly detrimental (Hossack et al.
2006), or may increase habitat supply. In some cases,
riparian areas provide a refuge from upslope wild-
fires that stop in the relatively moister riparian
vegetation (Pettit and Naiman 2007). In some land-
scapes, the community structure of riparian plants
does not differ significantly between sites that have
been harvested and sites that have been burned to the
stream’s edge (Lamb et al. 2003). However, harvesting
and fire do differ in their implications for animal
species that are riparian obligates or riparian associ-
ates (Marczak et al. 2010). In the few studies that have
compared the effects of wildfire and forest harvesting
on terrestrial wildlife, responses have ranged from
almost no difference (Macdonald et al. 2004, Kardynal
et al. 2009) to relatively large changes (Hobson and
Schieck 1999; but this latter study did not include
riparian areas).

Implications for Forest Management

Application of the emulation of natural disturbance
(END) paradigm for managing riparian forest rests
on the assumption that the effects of harvesting can
mimic those of natural disturbance agents. In the case
of riparian wildfire, many of the effects are qualita-
tively similar to those of riparian harvesting (Table 2).
However, an important difference between natural
disturbances and riparian harvesting is the effect
on recruitment of in-stream wood. This observation
reinforces the motivation for at least partial retention
of the riparian forest during harvesting along streams
where fire is a dominant agent of disturbance and in-
stream wood is an important structural component.
Blowdown is often higher in riparian buffers than in
intact stands (Grizzel and Wolff 1998, Bahuguna
et al. 2010), and this increase in blowdown appears
to mimic the pulsed input of wood to streams that
typically follows wildfire (Bragg 2000). Retention of
some riparian forest also would emulate the shading
provided by standing dead trees after a fire.

In some cases, riparian forest harvesting could also
be a tool for ecological restoration in a manner similar
to the use of prescribed fire where fire suppression
has led to undesirable ecological changes (Bêche et al.
2005). For example, reduced frequency of riparian
wildfire could result in decreased complexity of the
channel and riparian areas, with implications for
aquatic and riparian habitats (Eaton and Giles 2009).

TABLE 2. Comparison of harvest and wildfire impacts on the functions of riparian forest. Note that the effects of riparian
wildfire depend on intensity and, especially, on the percentage of riparian trees that survive the fire.

Function of riparian forest Effect of riparian wildfire Effect of riparian harvest Comment

Bank strength Decreased Decreased Effects should be
roughly equivalent

Recruitment of
in-stream wood

Input rate increased
in the short-to-
medium term

No recruitment for up
to several decades

In-stream loss rates not
compensated by new
recruitment, reducing
habitat complexity

Shade Decreased Decreased Dead standing trees can
provide some shade;
effect is equivalent to
partial-harvest treatments

Allochthonous plant
litter inputs from
riparian forest

Decreased Decreased Roughly equivalent

Habitat for riparian
obligate species

Remnant trees,
hydrophobic soils

No residual trees
remaining, possible
compaction

Dead standing trees can
provide habitat to cavity
nesters and foraging sites for
flycatchers; changes to soil
may affect burrowers

Sediment interception
and storage

Reduced, especially
where organic matter
is lost and soils
become hydrophobic

Possibly reduced,
depending on extent
of soil disturbance
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In such a case, riparian harvesting could lead to a
period of channel instability and the associated
creation of side channels after re-establishment of
riparian forest. However, potential short-term con-
flicts with other resource values, such as maintenance
of fish populations, and potential downstream effects,
should be considered before using riparian harvesting
as a tool for restoration (Rieman et al. 2010).

Compelling reasons may exist for using riparian
harvesting to mimic natural disturbances in some
landscapes. However, if END is used as a hypothesis
to guide riparian forest management, the scale and
pattern of disturbance will have to be evaluated
carefully with consideration of catchment- and
landscape-scale contexts of each site. For example,
how will reach-scale riparian harvesting interact
with upstream and catchment-scale disturbances?
To what extent will the effects of reach-scale distur-
bance propagate downstream? How will reach-scale
harvesting influence the spatial distribution of
stream habitat conditions, particularly the locations
of refugia? How will riparian harvesting interact
with other disturbance agents to influence the
trajectory of this distribution? Progress has been
made in understanding landscape-scale patterns of
stream–riparian disturbance in the Pacific Northwest
(Hogan 1989, Cissel et al. 1999, Johnson et al. 2000,
Nakamura et al. 2000, Tollefson et al. 2004, Bigelow
et al. 2007), but this knowledge may not be
applicable in other landscapes, such as the boreal
forest. Long-term research on riparian disturbance
regimes is needed to provide the basis for address-
ing these questions. This research should include
retrospective studies (e.g., using dendrochronology)
to reconstruct disturbance histories for stream–
riparian systems, adaptive-management trials to
increase understanding of the short-term impacts
and longer-term recovery dynamics following forest
harvest, and landscape-scale modelling to under-
stand the longer-term effects of different manage-
ment approaches on the spatial pattern of stream
and riparian habitat conditions.
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Soil networks become more connected and take up
more carbon as nature restoration progresses
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Mattias de Hollander3, Raquel Luján Soto1, Marie-Lara Bouffaud6, Marc Buée7,8, Wim Dimmers9, Henk Duyts1,

Stefan Geisen1,10, Mariangela Girlanda11,12, Rob I. Griffiths13, Helene-Bracht Jørgensen14, John Jensen15,

Pierre Plassart6, Dirk Redecker16, Ru+diger M. Schmelz17,18, Olaf Schmidt19,20, Bruce C. Thomson13,

Emilie Tisserant7,8, Stephane Uroz7,8, Anne Winding21, Mark J. Bailey13, Michael Bonkowski10,

Jack H. Faber9, Francis Martin7,8, Philippe Lemanceau6, Wietse de Boer3,22, Johannes A. van Veen3,23

& Wim H. van der Putten1,4

Soil organisms have an important role in aboveground community dynamics and ecosystem

functioning in terrestrial ecosystems. However, most studies have considered soil biota as

a black box or focussed on specific groups, whereas little is known about entire soil networks.

Here we show that during the course of nature restoration on abandoned arable land

a compositional shift in soil biota, preceded by tightening of the belowground networks,

corresponds with enhanced efficiency of carbon uptake. In mid- and long-term abandoned

field soil, carbon uptake by fungi increases without an increase in fungal biomass or shift in

bacterial-to-fungal ratio. The implication of our findings is that during nature restoration the

efficiency of nutrient cycling and carbon uptake can increase by a shift in fungal composition

and/or fungal activity. Therefore, we propose that relationships between soil food web

structure and carbon cycling in soils need to be reconsidered.
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M
any ecosystems worldwide face exposure to intensified
human use1–3, which has resulted in loss of
biodiversity4, altered functioning5 and altered provisio-

ning of ecosystem services6. The abandonment of disturbed land
represents one of the most widely used restoration strategies
implemented at a global scale7, with the potential to promote
biodiversity, and associated ecosystem services. However, the
restoration of natural ecosystem functioning and soil properties is
known to be a long-term process7,8, dependent upon the time
it takes to restore connections between different components
of the community9. Over half a century ago, Odum10 identified
mechanistic linkages between the successional dynamics of
natural communities and the functioning of natural ecosystems.
Specifically, as communities progress through succession,
diversity is expected to increase and nutrients will become
‘locked-up’ in the biota, with consequences for the build-up of
soil organic matter and closure of the mineral cycles10. More
recently, the interplay between aboveground and belowground
biodiversity has emerged as a prominent determinant of the
successional dynamics in biological communities11. However,
little is known about how changes in the soil biota contribute to
the associated changes in ecosystem functioning.

In ecosystems undergoing secondary succession, it is evident
that available nitrogen diminishes, primary productivity decreases
and the plant community shifts from fast- to slow-growing plant
species12. There is less evidence of an increase of soil
biodiversity13, and evidence of a relationship between soil
biodiversity and ecosystem functioning is mixed, at best5,14–16.
As a result, it is still unclear how soil and plant community
composition relate to each other and what is the relative role
of plants and soil biota in driving soil processes and
plant community development12,17.

Interestingly, studies on a time series (chronosequence) of
abandoned arable fields revealed that carbon and nitrogen
mineralization by the soil food web increases during secondary
succession18. This implies a more active soil microbial
community in later successional stages19–21 where bacterial-
dominated systems are expected to be replaced by fungal-
dominated systems22 with more carbon turnover via fungi23

and their consumers24. However, data to test these assumptions
are largely lacking. Therefore, the aim of the present study
was to examine how biodiversity, composition and structure
of the soil community change during successional development
of restored ecosystems.

We used a well-established chronosequence of nature restora-
tion sites on ex-arable, formerly cultivated, lands that represent
over 30 years of nature restoration. We determined biodiversity
of almost all taxonomic groups of soil biota, analysed
their network structure and added labelled carbon dioxide and
mineral nitrogen to intact plant–soil systems in order to track
their uptake by the soil food web. We tested the hypothesis
that functional changes in carbon and nitrogen flows relate
more strongly to the belowground community network
structure than to belowground biodiversity.

We analysed variations in species co-occurrence and
considered enhanced correlations as network tightening, which
we define as a ‘significant increase in percentage connectance
and an increase in the strong correlations as a percentage of
all possible correlations’25. Our results reveal increased tightening
and, therefore, connectance, of the belowground networks
during nature restoration on the ex-arable land. A combination
of correlation-based network analysis and isotope labelling
shows that soil network tightening corresponds with enhanced
efficiency of the carbon uptake in the fungal channel of the
soil food web, without an increase in the total amount of
soil biodiversity or in fungal-to-bacterial biomass ratios. For

nitrogen, the non-microbial species groups revealed a similar
pattern as for carbon. Tightening of the networks reflects stronger
co-occurring patterns of variation in soil biota25. Increased
carbon and nitrogen uptake capacity by the fungal channel in
the soil food web can be explained by stronger co-occurrence
of preys and their predators24, which enhances the efficiency
of resource transfer in the soil food web compared with a soil
food web where preys and predators are spatially isolated.

Results
Network structure. During the course of succession following
land abandonment, there was an increase in the number of
strong correlations between groups of soil organisms based
on species abundance data with Spearman’s rank correlation
40.9 (Fig. 1a, Table 1). Network structure change was the
most pronounced between recently and mid-term abandoned
fields, largely owing to increased correlations between bacteria
and fungi (Fig. 1b, Table 1). Analysis of co-occurrence showed
that patterns in network structure were robust for the type
of comparison; network analysis using presence–absence data in
the correlation matrix showed the same transition in network
tightening between recent and mid-term abandonment stages
(Supplementary Figs 1 and 2).

During succession, the numbers of plant species declined
(Supplementary Fig. 3 and Supplementary Table 1, respectively),
plant species composition changed and plant community
structure became less even, as is indicated by reduced H-value
in the longer-term abandoned fields (Fig. 2, Table 2). Variation in
abiotic soil properties was significantly higher in the recently
abandoned fields than in the mid-term abandoned fields;
however, there was no significant difference between variation
in recent versus long-term abandoned fields (Supplementary
Fig. 4). Abiotic conditions explained a substantial amount of
variation of the different groups of soil biota (Supplementary
Table 2). However, the increased network tightening from recent
to long-term abandoned fields could not be explained by
significantly declined variation in abiotic conditions.

The number of taxa in bacteria and most fungi showed
a hump-shaped pattern, whereas numbers of taxa of arbuscular
mycorrhizal fungi (AMF) significantly increased with progressing
succession (Supplementary Fig. 3, Supplementary Table 1).
The number of taxa of fungivorous cryptostigmatic mites,
predaceous mesostigmatic mites, root-feeding nematodes and
bacterivorous nematodes in general also increased during the
course of succession, whereas other species groups did not show
any successional change at all (Supplementary Fig. 3,
Supplementary Table 1). On the other hand, there were
significant changes in soil community composition, among
others, in composition of bacteria, fungi and their predators
(Table 2). Therefore, increased network tightening could not be
explained only by a general convergence in plant community
composition or soil properties or by the total amount of soil
biodiversity, whereas a contribution of changed composition of
the soil community could not be excluded.

Stable isotope data. Analysis of 13C revealed that the tightening
of the belowground networks coincided with increased efficiency
of carbon uptake: in later successional stages that had been
abandoned longer time ago, plants tended to have least newly
photosynthesized carbon in their roots, whereas consumers,
such as root-feeding nematodes and soil fungi, contained most
of the supplied label (Fig. 3). This pattern becomes even
clearer when considering the relative amounts of carbon in
the microbes 1 day after pulse labelling (phospholipid fatty
acids (PLFA): bacteria F2,13¼ 6.51, P¼ 0.01, fungi F2,13¼ 2.85,
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P¼ 0.09, neutral lipid fatty acids (NLFA): AMF F2,13¼ 1.16,
P¼ 0.34) and, later, in consumers and their predators (Fig. 4).
In the recently abandoned grasslands, fungi took up half of
the carbon, whereas in long-term abandoned grasslands three
quarters of the carbon was taken up by fungi. These changes
could not be explained by increased fungal biomass or by
an increase in fungal-to-bacterial biomass ratio (Figs 3 and 5,
respectively). The changes, however, go along with substantial
shifts in microbial consumers. The combination of tighter
connections and stronger labelling of the fungal channel in the
mid and longer-term abandoned fields make us conclude

that network tightening contributes to enhanced efficiency of
carbon uptake by the soil food web.

In early successional stages at recently abandoned fields,
fungivorous collembola and nematodes were the predominant
fungal consumers, whereas in later succession stages mites
took a larger proportion of the labelled carbon (Fig. 4).
Interestingly, these differences in soil community functioning
were recorded in spite of soil cores being collected from sites
along the chronosequence that were largely dominated by
the same three plant species (Supplementary Fig. 5). Therefore,
our results suggest that successional changes in soil community

Table 1 | Connectance calculated for the networks.

Subgroups Recent Mid-term Long-term Main groups Recent Mid-term Long-term

Correlations 40.9 10,961 26,571 19,308 Correlations 40.9 4,833 12,621 9,029
All possible correlations 1,749,816 2,239,795 1,510,742 All possible correlations 822,361 1,057,646 786,379
Connectance % 0.626 1.186 1.278 Connectance % 0.588 1.193 1.148

Connectance calculated for the networks in Fig. 1. For recent, mid-term and long-term abandonment, all correlations 40.9 (represented in Fig. 1) divided by all possible connections between the members
of the nodes.
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Figure 1 | Network visualization of the interaction strengths. Interaction strength between the species subgroups (a) and main species groups

(b) in seminatural grasslands on recently, mid-term and long-term abandoned agricultural fields. Spearman’s rank correlations of the relative abundances of

all individual species combinations between two groups where calculated. The proportion of correlations 40.9 was divided by the total number of possible

interactions to obtain the interaction strength between two groups of species. Line width is proportional to the absolute number of correlations 40.9. Line

colour and transparency is proportional to the interaction strength, as indicated in the legend in the figure. The size of the circles is proportional to the

number of species/taxa in that group. Red-filled circles are bacterial groups, blue-filled circles are fungal groups. Filled circles of other colours represent

other taxa, with identities shown on the figure. B, bacterivorous; F, fungivorous; H, herbivorous; H.F, herbofungivorous; N, nematophagous; O, omnivorous;

O.C., omni-carnivorous; P, predaceous; R.F., root-feeding; S., saprotrophic.
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structure and functioning can arise even under the same
plant community composition. Such field-based evidence on
the role of whole-soil biodiversity in ecosystem functioning
is quite rare2,16. Detailed analysis of incorporation of label
into the soil food web revealed similar temporal patterns
of incorporation of 13C and 15N into higher trophic levels.
It is possible to analyse 15N in microbes, but methods do not
allow distinguishing bacterial from fungal 15N. Therefore, we
chose not to relate tightening of the belowground networks to the

microbial efficiency of nitrogen use by the belowground food
web (Supplementary Tables 3 and 4 and Supplementary Fig. 6).

Discussion
We show that nature restoration on ex-arable land results
in increased connectance of the soil biota, which leads to
increased tightening of the networks of soil biota. Increased
network tightening may be due to several factors. First, tightening
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Figure 2 | Plant species assemblage. (a) Average H-values of recent, mid-term and long-term plant communities. (b) Principal coordinate analysis

(PCO) on presence–absence data of the plant species in the field sites. Statistical summary on the difference between recent, mid-term and long-term

sites is presented in Table 2 under analysis of similarities of the plant community in the field sites where the experimental cores were extracted.

Table 2 | PERMANOVA and ANOSIM results on changes in community composition.

PERMANOVA on abundance data Significant difference
between groups

ANOSIM on presence–absence
data

Significant difference
between groups

Total SS Within
group SS

F P Recent–
mid-
term

Recent–
long-
term

Mid-
term–
long-
term

Mean
rank

within

Mean
rank

between

R P Recent–
mid-
term

Recent–
long-
term

Mid-
term–
long-
term

Plants 4.71Eþ04 3.65Eþ04 3.486 0.0015 No Yes Yes 146.5 189.1 0.2425 0.0009 Yes Yes No
Archeaea
(TRFLP
data)

2.413 1.765 3.855 0.0084 Yes Yes No

Bacteria 6.98Eþ05 5.79Eþ05 2.365 0.0063 Yes No No 123.6 180.5 0.3499 0.0001 Yes No Yes
Fungi 1.34Eþ05 1.10Eþ05 2.581 0.0001 Yes Yes Yes 116.3 183.8 0.4156 0.0001 Yes Yes Yes
Protists 2.79Eþ08 2.27Eþ08 0.8014 0.6118 No No No
Nematodes 2.32Eþ08 2.19Eþ08 0.7375 0.7857 No No No 145.2 189.7 0.2532 0.0009 No Yes No
Enchytraeids 2.34Eþ05 2.11Eþ05 1.303 0.1336 No Yes No 150.8 187.2 0.2076 0.0004 Yes Yes Yes
Collembola 5.49Eþ04 4.93Eþ04 1.377 0.2277 No No No 174.4 176.7 0.01288 0.3532 No No No
Mites 7.55Eþ 10 7.04Eþ 10 0.881 0.5871 No No No 141.3 191.4 0.2855 0.0005 Yes Yes No
Earthworms 170.6 153.6 1.331 0.2673 No No No

ANOSIM, analysis of similarities; PERMANOVA, permutational multivariate analysis of variance; TRFLP, terminal restriction length polymorphism.
PERMANOVA results on changes in community composition of plants, archaea, bacteria, fungi, protists, nematodes, enchytraeids, collembolan, mites and earthworms. In case of clear differences
between abundance data and presence–absence data, an additional ANOSIM analysis was performed. Significant P values are marked in bold. Most groups did change in community assemblage over
successional stage.
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may be caused by successional shifts in species26. Bacteria and
fungi showed hump-shaped development in numbers of taxa,
whereas numbers of AMF taxa steadily increased, indirectly
suggesting that there are indeed shifts in species composition
along the successional gradient. AMF have been suggested to
increasingly influence plant community composition with
increasing time since land abandonment27. However, in our
study network tightening is due to changes in more species
groups than AMF alone. Second, increased tightening could be
due to declined nutrient availability in the soil along the
successional gradient18,28,29, which may enhance the necessity
of stronger cooperative and trophic interactions between
functional groups of soil biota.

Third, changes in the soil physical conditions can influence
network tightening30. Arable soils are assumed to be relatively
heterogeneous31,32, whereas natural succession following
land abandonment will increase spatial heterogeneity in abiotic
soil conditions33. Soil biota have a variety of responses to
soil heterogeneity34. Increased soil heterogeneity could contribute
to network tightening, when it enhances co-occurrence patterns
of variation in the soil biota. We found reduced variation in
soil abiotic properties from recent to mid-term abandoned fields,
but there were no differences in variation between recent and

longer-term abandonment stages, which only partly supports
the possibility that changes in soil abiotic factors enhance
network tightening. Further correlative analyses of soil abiotic
properties and network tightening would require independent
pairs, however, we do not have individual networks for
each individual soil sample used for abiotic analyses.

Our 13C/15N analyses revealed that a plant community
dominated by the same species allocated less carbon and nitrogen
to the roots in soil with late (long-term abandoned) than in
soil with early successional (recently abandoned) soil commu-
nities but that the mid-late successional soil communities were
more efficient in carbon uptake. It may be that low abundant
plant species35 or conversion of soil abiotic properties have
changed soil functioning, but our results also support the
suggestion that changes in soil community structure may
precede succession in plant communities16,17.

Opposite to expected, during successional transition the fungal
biomass and the fungal-to-bacterial biomass ratios did not
increase. Thus nature restoration resulted in a transition in
terms of belowground taxonomical composition and fungal
productivity but not in terms of fungal biomass. Interestingly,
saprotrophic fungi represented only 0.06–0.08 of the fungal-to-
bacterial ratio of the total microbial biomass in PLFAs, which
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is in accordance with previous estimates36, yet these fungi
processed most of the carbon in later successional stages
(Fig. 4)23. Such changes in soil community structure and
functioning have been rarely considered in relation to nature
restoration9. Often, restoration targets are focussing on
aboveground biodiversity and the presence of rare or red list
species, although it has been demonstrated that adding particular
soil inocula can direct vegetation development towards particular
target systems37.

We conclude that over successional time the connectance
of species in the soil community increases, while carbon uptake
becomes more efficient, even without major changes in species
composition of the dominant plants. Our network approach
combined with labelling study concerns a substantially different
approach compared with previous soil food web modelling
studies18,38, because it is based on actual community
composition, whereas food web models are based on biomass of
entire feeding groups. Our results suggest that transition in fungal
composition can change element cycling and carbon uptake in
soil without an increase in fungal biomass or fungal-to-bacterial
biomass ratio. We propose that there is a need to verify these
findings also in other chronosequences and re-think how soil
food web structure influences carbon cycling in soils.

Methods
Ex-arable land chronosequence. We used a well-established chronose-
quence21,39–41 of nine ex-arable fields all on Pleistocene sandy soils. The history of
agricultural use is comparable; on all fields, there was a crop rotation, including
barley and potato. The fields were abandoned from agricultural practice at different
points in time. Following abandonment, seminatural grasslands were allowed to
establish, all fields were grazed by free-ranging cattle and additionally mowed
maximally once per year. On 18 and 19 October 2011, we visited the field sites
marked in Supplementary Fig. 7 that correspond with the coordinates provided in
Supplementary Table 5. At each ex-arable field, we collected soil and plant samples
from three subplots of two square metres each, which were 100 metres apart
from each other. In one square metre, vegetation records were made, whereas in
the other square metre soil cores were collected from the top 10 cm for analysing
microorganism composition and soil properties and for collecting enchytraeids,
nematodes and soil micro-fauna by extraction methods. The soil samples were
collected using a split-corer sampling device. In the same square, we collected
earthworms by a combination of hand-sorting of 30� 30� 30 cm3 soil monoliths
excavated with a hand-held spade and subsequent liquid irritant extraction of
earthworms from the deeper soil layer. Aboveground and belowground standing
plant biomass were determined based on these same excavated soil monoliths.
Soil samples for microbial identification were processed the day after collection
and transported by courier to specialists in our research team for further
identification and quantification. Samples for soil analyses, nematodes and
enchytraeids were stored and transported at 4 �C until processing. Soil micro-fauna
core rings were processed the same day.

Plants. For the vegetation records in the square metres, first the percentage of bare
soil, forbs and mosses was estimated and then the percentage cover of all plant
species present. The estimates per plant species as percentage cover were used in
the network analysis as a measure of plant abundance. Biomasses and C/N ratio
of the plant material in the cores are presented in Supplementary Fig. 8.
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day 1 after labelling. The total amount of labelled carbon in the roots
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Microorganisms. The soil samples collected for isolating DNA of microorganisms
were sieved using a 5-mm mesh size to remove stones and roots. Sieved samples
were transferred to INRA Dijon (France) for DNA extraction following a Standard
Operating Procedure42, where after the DNA extracts were distributed to the
various co-workers for further analyses (see Supplementary Methods for details
on sequencing). Separate samples were prepared for extraction of protists and
sent to the University of Cologne (Germany).

Archaea. For archaeal communities a simple community profiling technique
(terminal restriction length polymorphism) was used according to the methods
utilized by Thomson et al.43. Archeal DNA was amplified using primers A364aF
(fluorescently labelled) and A934b44. Amplicons were then digested using TaqI.
Fragment analysis was subsequently carried out using a 3730 DNA analyser
(Life Technologies, Paisley, UK).

Protists. Protists were extracted and enumerated simultaneously at the University
of Cologne (Germany) using a modified Liquid Aliquot Method45. Protists
were morphologically identified up to genus level using an inverted microscope
(Nikon Eclipse TS100, Japan) at � 400 magnification. The abundance data
obtained using this method were used in the network analysis. As protists were not
counted in all replicates, they were excluded from the network analyses.

Micro-fauna. Micro-fauna was extracted from the split-core rings using
a Tullgren extraction setting for 7 days at Wageningen Environmental Research
(The Netherlands) following ISO standards46. We followed a two-step extraction,
with a 3 days’ initial temperature of 28 �C and a subsequent 4-day period at
45 �C, using a heat-generating carbon wire light bulb of 60 Watt above the samples.
Collembolans were identified visually using a reversed light microscope at Aarhus
University (Denmark) while mites were visually identified using a microscope at
Wageningen Environmental Research.

Nematodes. Nematodes were extracted from 100 ml of soil using Oostenbrink
elutriators47. Roots occurring in the sample were used to collect root-inhabiting
nematodes (see below). The suspensions with nematodes were led through one
75-mm sieve and three 45-mm sieves. The material, including nematodes
collected from the 75- and 45-mm sieves, was transferred to a double cotton filter
(Hygia rapid, Hartmann AG, Heidenheim, Germany) on a sieve in a dish with a
layer of tap water47. The nematodes were allowed to migrate through the filter into
the water for 48 h at room temperature, which resulted in relatively clean
suspensions for nematode counting. Suspensions were stored at 4 �C until they
were fixated with hot and then cold 4% formalin. Root-inhabiting nematodes were
collected using a mistifier. After nematode extraction for 48 h in the mistifier, the
roots were air-dried and weighted. The total numbers of nematodes in the root
were counted and standardized to dry root weight of extracted material; for soil, the
samples were always extracted from 100 ml volume of fresh soil. They were
identified to genus or family level using a reverse light microscope and categorized
into feeding guilds according to (ref. 48) and (ref. 49). Abundances were used in the
network analysis.

Enchytraeids. Enchytraeids were extracted from the soil cores with the
hot/wet funnel method by O’Connor50 following ISO standards51. Specimen
were identified to species in vivo with a stereolupe (� 10–� 40 magnification)
and a light microscope equipped with interference contrast (Nomarksi) optics
(� 40–� 400 magnification), using the keys and techniques in Schmelz and
Rut52,53, together with primary literature. Most of the specimen (495%) were
identified to species level; the remainder was identified to genus level and
abundances assorted proportionately to the species found in the sample.
A reference collection of species was established with specimens fixed and stored
appropriately for sequencing (DNA barcodes) and morphological reinvestigation.

Earthworms. Earthworms were extracted by a combination of active (soil hand-
sorting) and passive allyl isothiocyanate (AITC) extraction methods. First, we
hand-sorted earthworms from the 30� 30� 30 cm3 soil monoliths that were taken
after clipping of the aboveground biomass and before the soil was sieved to
determine the standing root biomass (not shown). Then a weak mustard oil
(100 mg AITC per litre) solution was poured into each pit (repeated once after
about 10 min, totalling 10 l), and emerging earthworms were removed, rinsed in tap
water and added to hand-extracted worms. The soil monoliths were stored at
4 �C and processed under laboratory conditions 2 days after collection. The
collected earthworms were rinsed, weighed alive (with gut content), fixed
in 4% formalin and, after a week, transferred to 70% ethanol. Adult and
subadult individuals with sufficient sexual features were identified to species level
based on external morphology, using Sims and Gerard54. Juveniles were identified
to genera.

Network analyses. We removed single-sample occurrences per land abandon-
ment stage before creating the Spearman’s rank correlation matrix based on

abundance data for preparation of the visualization of the correlation matrix using
Cytoscape55. We used aggregated groups consisting of species that are known to
share a common function (that is, AMF). If function was unknown (that is, for
bacteria and archaea), taxonomical classification was used (Supplementary Tables 5
and 6). With this approach, we were able to link species to their potential function
in the soil food web and thus to their role in carbon and nitrogen cycling.
A correlation network approach was used to visualize the strong potential
interactions between all individual members of the soil food web. Only the positive
correlations between species groups of Spearman’s rank Z0.9 were visualized.
Within-group correlations were calculated but not displayed. To demonstrate that
the pattern was robust, we also have displayed the co-occurrence matrix
(Supplementary Figs 1 and 2).

Soil properties. Analyses of soil properties were performed by the Laboratoire
d’analyse des sols d’Arras of INRA (Lille, France, http://www.lille.inra.fr/las).
Soil samples were randomized before physicochemical characterizations in order to
avoid any batch effects. The cation exchange capacity was determined by extraction
with Co(NH3)6Cl3 (ref. 56). Soil pH was measured on a soil slurry (1:5 deionised
water:soil) following the ISO 10390 standard procedure. Total carbon (C), total
nitrogen (N) and organic matter contents were measured after combustion at
1,000 �C (refs 57,58). Phosphorus (P) content was determined by NaHCO3 (0.5 M,
pH:8.5) extraction59,60. Exchangeable cations (Ca, Mg, Na, K, Fe, Mn and Al) were
extracted using cobaltihexamine and determined by inductively coupled plasma
spectrometry–atomic emission spectrometry. The most explaining soil properties
for each of the groups are displayed in Supplementary Table 2. Fields where
samples were collected from and the three sample sites within field are projected
on the soil properties in Supplementary Fig. 9.

Statistics on networks and communities of biota. We analysed the number of
species per aggregated group (Supplementary Fig. 3 and Supplementary Table 1) in
three ways: the effect of site, succession, and time since abandonment. The
sites OR, REY and TW (Supplementary Table 5) were categorized as recently
abandoned fields; MO, NR and WV as mid-term abandoned fields; and MV, DK
and BB as long-term abandoned fields. These categories mark the factor
‘succession’. We also analysed the effect as a regression taking ‘time since
abandonment’ as a continuous variable (Supplementary Table 1). For the other
factors, we used a nested analysis of variance approach: when testing ‘site’
as a factor, subplots were nested in ‘site’ and when testing ‘succession’ as a factor,
sites were nested in ‘succession’. Spearman’s rank correlation matrix was
performed using R61. The principal component analysis/detrented correspondence
analysis, canonical correspondence analysis/redundancy analysis on soil properties
and non-metric dimensional analysis/principal coordinate analysis on soil
community assemblage (Table 2 and Supplementary Table 2) were performed
using CANOCO 5 (ref. 62). The analysis of similarities on the variation between
and within successional stages owing to soil properties was performed in PAST3.X
(ref. 63) (Supplementary Fig. 4) as well as the permutational multivariate analysis
of variance and analysis of similarities in Table 2.

Collecting the soil cores. Between 23 July and 3 August 2012, we collected
90 intact soil cores from the same sampling points visited in 2011 (Supplementary
Fig. 7, Supplementary Table 5). There were nine sites and three subsites. We
collected three cores from each subsite for the three time points after labelling. This
makes 9� 3� 3¼ 81 soil cores. From each site, we collected an additional soil core
serving as a non-labelled control, which results in 90 intact soil cores in total that
were collected from the field. Soil cores were collected 1 week before labelling to
allow the microbial and faunal communities to stabilize after collecting and
transportation. Cores were made using a 12-cm diameter soil corer. All cores
were 20 cm deep. Immediately after collection, the intact cores were slid into
a polyvinylchloride tube and closed with a fitting cap underneath to prevent
respiration from the exposed soil. All cores were collected within 2 weeks under
similar weather conditions.

Labelling of the soil cores. To complement the network analysis and to determine
the effects of time since abandonment on carbon and nitrogen cycling in the
soil, stable isotope probing of the intact cores was performed using dual labelled
15N ammonium nitrate (15NH4

15NO3) and 13C supplied to the plants in the form
of 13CO2 (ref. 64). The food web structure was resolved by identifying the microbes
using phospholipid markers and identifying soil fauna morphologically combined
with isotopic measurements.

One week prior to labelling with 13C, 81 intact soil cores with native
vegetation were labelled with 10 atom% 15N ammonium nitrate (15NH4

15NO3)
(Sigma Aldrich). The amount of ammonium nitrate added was 0.1 mg per core,
which corresponds to approximately 0.025 mg kg� 1 soil. The labelled ammonium
nitrate solution was watered on the soil surface. As the potential N mineralization
in all the soils was 45 mg kg� 1 week� 1, this was assumed not to disturb the
system. The nine control cores were treated with the same amount of unlabelled
(14N) ammonium nitrate. The 81 cores were labelled with 99.99 atom%
13CO2 (Cambridge Isotope Laboratories, Andover, MA, USA) in an artificially lit
air-tight growth chamber for a total of 13 h. We placed nine cores, one from each
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field, in the same chamber and kept under identical conditions but with
a 12CO2 atmosphere, representing the control treatment. The CO2 concentrations
in the chambers were monitored throughout the experiment. Prior to the start of
labelling, the plants were allowed to assimilate carbon until the CO2 concentration
fell to 300 p.p.m. During this period, the photosynthetic rate was determined.
When the CO2 concentration of 300 p.p.m. was reached, 13CO2 was injected into
the chamber using a gas tight pumping system until the CO2 concentration reached
450 p.p.m. During the labelling period, additional 13CO2 was injected when the
concentration fell below 350 p.p.m. In total, about 4.5 l of 13CO2 was injected into
the chamber. The plants were labelled during 8 h in the light, interrupted by
6 h of non-labelling in the dark during which no 13CO2 was added and excess
CO2 was removed.

After labelling and the dark period, all cores were removed from the chambers
and samples were collected from cores from both the 13CO2 and 12CO2 treatment
after 1 day (27 cores, three per field), 1 week (27 cores) and 2 weeks (27 cores) after
pulse labelling. The sampling strategy is presented in Supplementary Fig. 10. In
short, samples of fauna, nematodes, enchytraeids and microbes (PLFA/NLFA) were
collected. Earthworms and larger soil fauna, such as beetles, if present, were
collected separately and stored in ethanol. Subsamples of soil were used to
determine soil moisture and nutrient contents and to analyse the soil isotopic
composition. Plant material was divided into root and shoot fractions, weighed,
freeze dried and analysed for isotopic signatures. Roots were washed and air dried
prior to the analyses. A subset of the root material was used for the nematode
extractions. Part of the root and shoot material and soil was immediately frozen
and freeze dried prior to the analyses of isotopes and extraction of PLFAs.
The different groups of microbes, consumers and predators were displayed at
the time point where most label was incorporated, microbes at 1 day, consumers at
1 week and predators at 2 weeks after labelling65.

13C and 15N in the different parts of plant and soil biota. Freeze-dried plant
parts (shoots and roots) were ground to mesh size 0.1 mm. The d13C and
d15N values of the samples were determined using an elemental analyser
(Flash2000, Thermo) coupled to an isotope ratio mass spectrometer
(IRMS, Thermo) to determine the amount of photosynthates allocated to and
nitrogen assimilated by aboveground and belowground parts. Similarly, freeze-
dried soil was used to determine the isotopic signatures in soil. Earthworms and
handpicked spiders were freeze-dried and ground prior to the analysis of isotopic
signatures. Enchytraeids and nematodes were individually picked from their liquid
solutions under a microscope using a pig hair glued to a wooden stick. They were
transferred into a tin capsule with a droplet of water and left to dry overnight
before the tin capsules were closed. Nematodes were separated into root-feeders,
fungivores, bacterivores and omni-carnivores by their mouth parts. Dependent on
their individual weight, we needed around 60–100 individuals of root-feeding
nematodes to reach the detection limit for IRMS. Micro-fauna was transferred into
a tin capsule with a similar procedure using forceps and brushes. We separated all
extracted micro-fauna into herbivorous (feeding on shoot material) cryptostigmatic
and prostigmatic mites and herbivorous varia (others), fungivorous cryptostig-
matic, astigmatic and prostigmatic mites and fungivorous collembola. We also
separated predaceous mesostigmatic and prostigmatic mites and predaceous varia
(small spiders). For each core, these 10 different groups were individually weighed
and placed into separate tin capsules.

The incorporation of 13C and 15N into plants and soil was expressed
as the increase of atom% 13C and atom% 15N values relative to the atom%
13C and atom% 15N values of unlabelled control plants and soil
(excess atom% 13C and excess atom% 15N). d13C and d15N values were
calculated using the following formulas described by Werner and Brand66:
d13C¼ (13C/12Csample/13C/12CVPDB� 1)� 1000 and d15N¼ (15N/14Nsample/15N/
14Nair-N2� 1)� 1000. VPDB and Air-N2 was used as reference values in equations.
For further calibration, a standard curve was created using USGS40 (d13C: � 26.39,
d15N: � 4.52), USGS41 (d13C: þ 37.63, d15N: þ 47.57), NIST8542 (d13C: � 10.45)
and USGS25 (d15N: � 30.41) to which samples were corrected67. Atom% were
calculated using the following equation: atom% 13C¼ (13C/12Cþ 13C)� 100 and
atom% 15N¼ (15N/14Nþ 15N) � 100. Atom% excess 13C and atom% excess
15N were calculated by subtracting the atom% of unlabelled controls from the
enriched samples.

Subsequently, carbon and nitrogen contents (unit) were calculated using the
TCD trace of the EA analyser using a linear standard curve of different amounts of
sulfanilamide (41.84% C, 16.27% N, Thermo), nicotinamide (59.01% C, 22.94% N,
Thermo) and L-aspartic acid (36.09% C, 10.52% N, Thermo).

Analyses of PLFAs and NLFAs. PLFAs and NLFAs were extracted from the
freeze-dried soil according to Boschker68 and concentrations and d13C values were
measured on a Thermo Trace Ultra gas chromatograph coupled to a Thermo
Scientific Combustion Interface III and a Thermo Scientific Delta V IRMS. The
internal standard methyl nonadecanoate fatty acid (19:0) was used for calculating
concentrations. Three C20:0 methyl esters (Schimmelmann, Biogeochemical
Laboratories, Indiana University) were used for calibration of the delta value.
Identification of the compound was based on a BAME mix (Supelco 47080- u) and
a FAME mix (Supelco 18919-1AMP). The following fatty acids were used as
biomarkers for bacterial biomass: i14:0, i15:0, a15:0, i16:0, 16:1o7t, 17:1o7,

a17:1o7, i17:0, cy17:0, 18:1o7c, and cy19:0 (ref. 69). PLFA10Me16:0 was used as
specific indicator for actinomycetes70. PLFA 18:2o6.9 was considered as an
indicator for fungal biomass71,72. The NLFA marker 16:1o5 was used as an
indicator of AMF73,74. The percentage of 13C allocated to a certain PLFA was
calculated from the amount of 13C in each PLFA and total 13C accumulation
(excess 13C pmol g� 1) in all PLFAs used as biomarkers for different microbial
groups and these values were used in data analyses.

Statistics on labelling data. We analysed the effect of land abandonment as
follows: the sites OR, REY and TW (Supplementary Table 1) were categorized as
recently abandoned fields; MO, NR and WV as mid-term abandoned fields; and
MV, DK and BB as long-term abandoned fields. These categories mark the factor
‘succession’ and were analysed with a Generalized Linear Model with nested
design. Site was nested in ‘succession’, and the excess data were square-root
transformed to meet the normality assumption. The analyses for 13C excess data as
well as for 15N excess data were carried out in the same way. Analyses were
performed in STATISTICA75.

Data availability. The sequencing data are stored in Sequence Read
Archive and can be found under accession numbers SRP049204 and SRP044011.
All other data are available in the NIOO repository via http://mda.vliz.be/mda/
directlink.php?fid=VLIZ_00000444_583ea8cd3f60c.
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45. Geisen, S., Bandow, C., Römbke, J. & Bonkowski, M. Soil water availability
strongly alters the community composition of soil protists. Pedobiologia 57,
205–213 (2014).

46. International Organization of Standardization (ISO). Sampling of Soil
Invertebrates. Part 2: Sampling and Extraction of Microarthropods (Collembola
and Acarina) 23611–23612 (ISO/FDIS, 2005).

47. Oostenbrink, M. in Nematology. (eds Sasser, J. N. & Jenkins, W. R.) 85–102
(Univ. of North Carolina Press, 1960).

48. Bongers, T. De Nematoden van Nederland (Stichting Uitgeverij van de
Koninklijke Nederlandse Natuurhistorische Vereniging, 1988).

49. Yeates, G. W., Bongers, T., De Goede, R. G. M., Freckman, D. W. & Georgieva,
S. S. Feeding habits in soil nematode families and genera- an outline for soil
ecologists. J. Nematol. 25, 315–331 (1993).

50. O’Connor, F. B. in Progress in Soil Zoology (ed. Murphy, P. W.) 279–285
(Butterworths, 1962).

51. International Organization of Standardization (ISO). Soil Quality. Sampling of
Soil Invertebrates Part 3: Sampling and Soil Extraction of Enchytraeids 23611–
23613 (ISO/FDIS, 2006).

52. Schmelz, R. M. & Rut, C. A guide to European terrestrial and freshwater species
of Enchytraeidae (Oligochaeta). Soil Organisms 82, 1–176 (2010).

53. Schmelz, R. M. & Rut, C. Guide to European terrestrial and freshwater species
of Enchytraeidae (Oligochaeta): first supplement. VTI Agric. Forestry Res. 357,
53–66 (2012).

54. Sims, R. W. & Gerard, M. B. in Earthworms: Notes for the Identification of
British Species (Synopses of the British Fauna N.S., Vol. 31) (Field Studies
Council, 1999).

55. Lopes, C. T. et al. Cytoscape web: an interactive web-based network browser.
Bioinformatics 26, 2347–2348 (2010).

56. Ciesielski, H. & Sterckeman, T. Determination of cation exchange capacity and
exchangeable cations in soils by means of cobalt hexamine trichloride. Effects of
experimental conditions. Agronomie 17, 1–7 (1997).

57. International Organization of Standardization (ISO). Determination of Organic
and Total Carbon After Dry Combustion (Elementary Analysis) ISO 10694
(1995).

58. International Organization of Standardization (ISO). Determination of Total
Nitrogen Content by Dry Combustion (Elemental Analysis) ISO 13878 (1998).

59. International Organization of Standardization (ISO). Determination of
Phosphorus Spectrometric Determination of Phosphorus Soluble in Sodium
Hydrogen Carbonate Solution ISO 11263 (1994).

60. Olsen, S. R., Cole, C. V., Watanake, F. S. & Dean, L. A. Estimation of
Available Phosphorus in Soils by Extraction with Sodium Bicarbonate 1–19
(U.S. Department of Agriculture Circular, 1954).

61. R: A Language and Environment for Statistical Computing. R Foundation for
Statistical Computing http://www.R-project.org/ (2013).
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Conservationists are far from able to assist all species under threat, if only for lack of funding. This places a premium on priorities:
how can we support the most species at the least cost? One way is to identify `biodiversity hotspots' where exceptional
concentrations of endemic species are undergoing exceptional loss of habitat. As many as 44% of all species of vascular plants
and 35% of all species in four vertebrate groups are con®ned to 25 hotspots comprising only 1.4% of the land surface of the Earth.
This opens the way for a `silver bullet' strategy on the part of conservation planners, focusing on these hotspots in proportion to
their share of the world's species at risk.

The number of species threatened with extinction far outstrips
available conservation resources, and the situation looks set to
become rapidly worse1±4. This places a premium on identifying
priorities. How can we protect the most species per dollar invested?
This key question is at the forefront of conservation planning, and
forms the focus of this article. By concentrating on areas where there
is greatest need and where the payoff from safeguard measures
would also be greatest, conservationists can engage in a systematic
response to the challenge of large-scale extinctions ahead.

A promising approach is to identify `hotspots', or areas featuring
exceptional concentrations of endemic species and experiencing
exceptional loss of habitat5±9. Here we focus on species, rather than
populations or other taxa, as the most prominent and readily
recognizable form of biodiversity. This is not to suggest that

populations and even ecological processes are not important mani-
festations of biodiversity, but they do not belong in this assessment.
There are other types of hotspot10,11, featuring richness of, for
example, rare12,13 or taxonomically unusual species14,15. This article
considers only hotspots as de®ned above. Concentrating a large
proportion of conservation support on these areas would go far to
stem the mass extinction of species that is now underway.

The hotspots' boundaries have been determined by `biological
commonalities'. Each of the areas features a separate biota or
community of species that ®ts together as a biogeographic unit.
This is apparent in the case of islands or island groups such as New
Caledonia, New Zealand, the Caribbean, Polynesia/Micronesia,
Madagascar and the Philippines. Much the same applies to `eco-
logical islands' in clearly de®ned continental units such as the Cape

Figure 1 The 25 hotspots. The hotspot expanses comprise 30±3% of the red areas.
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Floristic Province, the Eastern Arc and Coastal Forests of Tanzania/
Kenya (hereafter abbreviated to `Eastern Arc'), southwestern Aus-
tralia and Caucasus. In other areas the de®nition of a hotspot's
boundaries derives from recognized divisions such as Wallace's line
between Sundaland and Wallacea, or the Kangar±Pattani line
between Indo-Burma and Sundaland. In still other areas, the
de®nition re¯ects a best-judgement opinion from experts in the
®eld. Were larger hotspots, for example, the Tropical Andes,
Mesoamerica, Indo-Burma and Sundaland to be subdivided into
areas the size of the smaller hotspots, they would still meet the
criterion of biological commonalities; and the result would be a far
larger number of mini-hotspots, making for a much more compli-
cated assessment and diffusing the essential strategy of just 25
hotspots designated for priority conservation.

This article is a qualitative as well as a quantitative advance on a
preliminary effort5,6, which limited itself to vascular plants in 18
hotspots. The number of hotspots has been increased to 25. More
importantly, the expanded criteria require that a hotspot contains
endemic plant species comprising at least 0.5% of all plant species
world-wide. Here we include four categories of vertebrate species,
bringing the number of endemics to almost three times more than
in the earlier papers. We analyse key questions of species/area ratios
and congruence among taxa. Finally, we present a way to determine
the hottest hotspots and thus to pinpoint super priorities.

Analytic methods
The basic analysis is driven by two criteria: species endemism and
degree of threat. The main source of data for both plants and
vertebrates has been more than 100 scientists with abundant
experience in countries concerned and around 800 references in
the professional literature (see Supplementary Information).
Additional details are available in ref. 16; supplementary sources
on plants include refs 17±19. The species dimension is based in the
®rst instance on vascular plants (comprising around 90% of all
plants, and hereafter referred to as `plants'), as they are essential to
virtually all forms of animal life and are fairly well known scien-
ti®cally. To qualify as a hotspot, an area must contain at least 0.5%
or 1,500 of the world's 300,000 plant species20 as endemics. In fact,

15 of the 25 hotspots contain at least 2,500 endemic plant species,
and 10 of them at least 5,000.

The four vertebrate groups, mammals, birds, reptiles and am-
phibians, comprise 27,298 species, consisting of 4,809 mammals21,
9,881 birds22, 7,828 reptiles23 and 4,780 amphibians24. The other
vertebrate group, ®shes, is excluded because data are generally poor
(there could well be at least 5,000 species waiting to be discovered25,
or more than all mammals). Hereafter `vertebrates' refers to all
vertebrates except ®shes. Vertebrates do not serve as an alternative
determinant of hotspot status, nor do their endemics have to
comprise 0.5% of global totals. If an area quali®es by the 0.5%
plants criterion (and the habitat threat criterion), it makes the list.
Vertebrates serve as back-up support, and also to determine con-
gruence and to facilitate other comparisons among the hotspots.

The analysis omits invertebrates, which are largely undocumen-
ted but probably make up at least 95% of all species, the bulk of
them insects. To the extent that the ®ve categories of endemic
species assessed are sometimes matched by similar concentrations
of endemic insect species, the hotspots thesis can be applied to
invertebrates as well. In any case, if we were to lose, say, half of
endemic plant species, we could well lose a large and perhaps similar
proportion of insect species. The ®g genus, for example, being the
most widespread of plant genera in the tropics, comprises more
than 900 species, each of which is pollinated by a single wasp species;
conversely, the wasps depend on the ®gs' ovaries as sites for their
larvae to develop26. Although the plant/insect connection is variable
in general application27±30, it is supported by the many pollination,
herbivory and other relationships between plants and insects.

The endemism data tend to be minimalist for two reasons. One is
the lack of recent documentation in the form of, for example,
modern ¯oras. For instance, there is no up-to-date account of
Brazil's plant species even though the country is believed to harbour
the Earth's richest ¯ora, at least 50,000 species or one-sixth of the
planetary total. Second, and more importantly, endemism data
almost always relate only to individual countries or parts of
countries, whereas 12 of the hotspots extend across two or more
countries and six across four or more countries. In these cases, it has
been dif®cult to compute regional totals for hotspot-wide endemics,
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Table 1 The 25 hotspots

Hotspot Original extent of
primary vegetation

(km2)

Remaining primary
vegetation (km2)

(% of original extent)

Area protected (km2)
(% of hotspot)

Plant
species

Endemic plants
(% of global plants,

300,000)

Vertebrate
species

Endemic vertebrates
(% of global

vertebrates, 27,298)

Tropical Andes 1,258,000 314,500 (25.0) 79,687 (25.3) 45,000 20,000 (6.7%) 3,389 1,567 (5.7%)
Mesoamerica 1,155,000 231,000 (20.0) 138,437 (59.9) 24,000 5,000 (1.7%) 2,859 1,159 (4.2%)
Caribbean 263,500 29,840 (11.3) 29,840 (100.0) 12,000 7,000 (2.3%) 1,518 779 (2.9%)
Brazil's Atlantic Forest 1,227,600 91,930 (7.5) 33,084 (35.9) 20,000 8,000 (2.7%) 1,361 567 (2.1%)
Choc/Darien/Western Ecuador 260,600 63,000 (24.2) 16,471 (26.1) 9,000 2,250 (0.8%) 1,625 418 (1.5%)
Brazil's Cerrado 1,783,200 356,630 (20.0) 22,000 (6.2) 10,000 4,400 (1.5%) 1,268 117 (0.4%)
Central Chile 300,000 90,000 (30.0) 9,167 (10.2) 3,429 1,605 (0.5%) 335 61 (0.2%)
California Floristic Province 324,000 80,000 (24.7) 31,443 (39.3) 4,426 2,125 (0.7%) 584 71 (0.3%)
Madagascar* 594,150 59,038 (9.9) 11,548 (19.6) 12,000 9,704 (3.2%) 987 771 (2.8%)
Eastern Arc and Coastal Forests of
Tanzania/Kenya

30,000 2,000 (6.7) 2,000 (100.0) 4,000 1,500 (0.5%) 1,019 121 (0.4%)

Western African Forests 1,265,000 126,500 (10.0) 20,324 (16.1) 9,000 2,250 (0.8%) 1,320 270 (1.0%)
Cape Floristic Province 74,000 18,000 (24.3) 14,060 (78.1) 8,200 5,682 (1.9%) 562 53 (0.2%)
Succulent Karoo 112,000 30,000 (26.8) 2,352 (7.8) 4,849 1,940 (0.6%) 472 45 (0.2%)
Mediterranean Basin 2,362,000 110,000 (4.7) 42,123 (38.3) 25,000 13,000 (4.3%) 770 235 (0.9%)
Caucasus 500,000 50,000 (10.0) 14,050 (28.1) 6,300 1,600 (0.5%) 632 59 (0.2%)
Sundaland 1,600,000 125,000 (7.8) 90,000 (72.0) 25,000 15,000 (5.0%) 1,800 701 (2.6%)
Wallacea 347,000 52,020 (15.0) 20,415 (39.2) 10,000 1,500 (0.5%) 1,142 529 (1.9%)
Philippines 300,800 9,023 (3.0) 3,910 (43.3) 7,620 5,832 (1.9%) 1,093 518 (1.9%)
Indo-Burma 2,060,000 100,000 (4.9) 100,000 (100.0) 13,500 7,000 (2.3%) 2,185 528 (1.9%)
South-Central China 800,000 64,000 (8.0) 16,562 (25.9) 12,000 3,500 (1.2%) 1,141 178 (0.7%)
Western Ghats/Sri Lanka 182,500 12,450 (6.8) 12,450 (100.0) 4,780 2,180 (0.7%) 1,073 355 (1.3%)
SW Australia 309,850 33,336 (10.8) 33,336 (100.0) 5,469 4,331 (1.4%) 456 100 (0.4%)
New Caledonia 18,600 5,200 (28.0) 526.7 (10.1) 3,332 2,551 (0.9%) 190 84 (0.3%)
New Zealand 270,500 59,400 (22.0) 52,068 (87.7) 2,300 1,865 (0.6%) 217 136 (0.5%)
Polynesia/Micronesia 46,000 10,024 (21.8) 4,913 (49.0) 6,557 3,334 (1.1%) 342 223 (0.8%)
Totals 17,444,300 2,122,891 (12.2) 800,767 (37.7) ² 133,149 (44%) ² 9,645 (35%)
...................................................................................................................................................................................................................................................................................................................................................................
Documentation of plant and vertebrate species and endemism can be found in Supplementary Information.
* Madagascar includes the nearby islands of Mauritius, Reunion, Seychelles and Comores.
² These totals cannot be summed owing to overlapping between hotspots.
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and we have often had to depend on best-judgement estimates by
over 100 scientists with abundant experience in the countries
concerned. In a few instances, we have had to accept a simple
summation of country-by-country totals, which surely under-
estimates regional totals. To this extent, many of the endemism
estimates are distinctly conservative.

A second determinant of hotspot status, applied only after an area
has met the `plants' criterion, is the degree of threat through habitat
loss. To qualify, a hotspot should have lost 70% or more of its
primary vegetation, this being the form of habitat that usually
contains the most species, especially endemics. Eleven hotspots have
already lost at least 90% and three have lost 95%. The 70% cutoff is
justi®ed on the grounds that most large-scale concentrations of
endemic plant species occur within the 25 hotspots as delineated.
Other concentrations of plant endemics with perhaps another 15%
of the Earth's plant species occur in three regions designated as
`major tropical forest wilderness areas', each retaining 75% of its
primary vegetation (see below). There are few other areas with
comparable concentrations. Moreover, were the 70% cutoff to be
replaced with 60%, this would admit hardly any other hotspots,
whereas a 90% cutoff would exclude 11 of the hotspots.

Finally, the analysis is limited to the terrestrial realm (Conserva-
tion International is preparing an analysis of marine species and
conservation priorities).

The area-by-area ®ndings are presented in Tables 1±6 and Fig. 1.
For further information regarding the sources of our statistics, see
the list of references and experts in Supplementary Information.

There is variability in the precision and accuracy of data. This is to
be expected given the range of areas and the degree of documenta-
tion available. In many instances, the statistical information is
considered to be accurate to within 5%. In most others, it is
suf®ciently accurate to rank as sound support for working esti-
mates. For example, the Tropical Andes is believed to contain at least
20,000 known plant endemics, this being a rounded ®gure (many
more species, probably thousands, remain to be discovered there).
Another 14 such totals are rounded. The Cape Floristic Province, by
contrast, is considered to contain exactly 5,682 known plant
endemics; the same precision applies to another nine hotspots.
Similar considerations apply to vertebrate data and to estimates of
remaining primary vegetation.

This overall approach, uneven as it is, is justi®ed for an analysis
that seeks to convert a profound problem into a ®ne opportunity.
After all, to decide that a potential hotspot should not be evaluated
because it lacks a conventional degree of accurate data is effectively
to decide that its conservation needs cannot be evaluated either, in
which case its cause tends to go by default. Uncertainty can cut both
ways.

Chief ®ndings
The 25 hotspots contain the remaining habitats of 133,149 plant
species (44% of all plant species world-wide; Table 1) and 9,645
vertebrate species (35%; Table 2). These endemics are con®ned to an
aggregate expanse of 2.1 million square kilometres, or 1.4% of the
Earth's land surface. They formerly occupied 17.4 million square
kilometres or 11.8% of the Earth's land surface. They are so
threatened that, having already lost an aggregate of 88% of their
primary vegetation, they all seem likely, in the absence of greatly
increased conservation efforts, to lose much if not most of their
remaining primary vegetation within the foreseeable future.

The 25 hotspots feature several habitat types at global scale.
Predominant are tropical forests, appearing in 15 hotspots, and
Mediterranean-type zones, in ®ve. Nine are mainly or completely
made up of islands; almost all tropical islands fall into one or
another hotspot. Sixteen hotspots are in the tropics, which largely
means developing countries where threats are greatest and con-
servation resources are scarcest.

Leading hotspots
Some hotspots are much richer than others in terms of their
numbers of endemics (Table 3). (Three other modes of comparison
are presented below.) Each of ®ve hotspotsÐthe Tropical Andes,
Sundaland, Madagascar, Brazil's Atlantic Forest and the Carib-
beanÐcontains endemic plants and vertebrates amounting to at
least 2% of total species world-wide. Together, they comprise 20%
and 16%, respectively, of all plants and vertebrates, and 45% of all
the hotspots' endemic plants and vertebrates alike, but they com-
prise a mere 0.4% of the Earth's land surface. At the same time, they
feature some of the most depleted habitats: the Caribbean retains
only 11.3% of its primary vegetation, Madagascar 9.9%, Sundaland
7.8% and Brazil's Atlantic Forest 7.5%. These ®ve hotspots, with
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Table 2 Vertebrate species and endemism

Hotspot Bird species
and endemism

Mammal species
and endemism

Reptile species
and endemism

Amphibian species
and endemism

Total species
and endemism

Tropical Andes 1,666 677 414 68 479 218 830 604 3,389 1,567
Mesoamerica 1,193 251 521 210 685 391 460 307 2,859 1,159
Caribbean 668 148 164 49 497 418 189 164 1,518 779
Brazil's Atlantic Forest 620 181 261 73 200 60 280 253 1,361 567
Choco/Darien/W. Ecuador 830 85 235 60 210 63 350 210 1,625 418
Brazil's Cerrado 837 29 161 19 120 24 150 45 1,268 117
Central Chile 198 4 56 9 55 34 26 14 335 61
California Floristic Province 341 8 145 30 61 16 37 17 584 71
Madagascar 359 199 112 84 327 301 189 187 987 771
Eastern Arc and Coastal Forests
of Tanzania/Kenya

585 22 183 16 188 50 63 33 1,019 121

West African Forests 514 90 551 45 139 46 116 89 1,320 270
Cape Floristic Province 288 6 127 9 109 19 38 19 562 53
Succulent Karoo 269 1 78 4 115 36 10 4 472 45
Mediterranean Basin 345 47 184 46 179 110 62 32 770 235
Caucasus 389 3 152 32 76 21 15 3 632 59
Sundaland 815 139 328 115 431 268 226 179 1,800 701
Wallacea 697 249 201 123 188 122 56 35 1,142 529
Philippines 556 183 201 111 252 159 84 65 1,093 518
Indo-Burma 1,170 140 329 73 484 201 202 114 2,185 528
South Central China 686 36 300 75 70 16 85 51 1,141 178
Western Ghats/Sri Lanka 528 40 140 38 259 161 146 116 1,073 355
SW Australia 181 19 54 7 191 50 30 24 456 100
New Caledonia 116 22 9 6 65 56 0 0 190 84
New Zealand 149 68 3 3 61 61 4 4 217 136
Polynesia/Micronesia 254 174 16 9 69 37 3 3 342 223
Total endemics and % of
global total

* 2,821
28.5%

* 1,314
27.3%

* 2,938
37.5%

* 2,572
53.8%

9,645
35.3%

...................................................................................................................................................................................................................................................................................................................................................................
* These totals cannot be summed owing to overlapping between hotspots.
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four others, contain endemics amounting to 30.1% and 25.0% of
the global totals for plant and vertebrate species, respectively, in
0.7% of the Earth's land surface.

Some hotspots are likewise signi®cant in having their endemic
species concentrated in exceptionally small areas (Table 4). The
Eastern Arc contains 1,500 endemic plants in 2,000 square kilo-
metres, giving a ratio of 75 species to 100 square kilometres,
represented as 75:1, and 121 endemic vertebrates for a ratio of
6.1:1, both ratios topping the lists for all hotspots. Similarly, New
Caledonia, with 5,200 square kilometres, works out at 49:1 and
1.6:1, and the Philippines with 9,023 square kilometres at 64.7:1 and
5.7:1. The rest range from 33.3:1 to 1.2:1 for plants and 2.9:1 to
0.03:1 for vertebrates.

Congruence among species categories
In several hotspots there is species congruence insofar as high
counts for endemic plants are matched by high counts for endemic
vertebrates (Table 5). (For analysis of congruence in other areas, see
refs 12 and 31.) This factor reinforces the conservation priority
thesis, especially in those hotspots with the most endemic species
(Table 3). There can also be high congruence in areas with lower
species counts, for example, 80% in the Eastern Arc with 0.5% of
plant species and 0.4% of vertebrate species.

Endemic plants in the Tropical Andes comprise 6.7% of all plant
species world-wide, and its endemic vertebrates 5.7%, with 85%
congruence; Madagascar's species comprise 3.2% and 2.8%, respec-
tively, with 88% congruence; and the Caribbean's 2.3% and 2.9%,
with 79%. (The ®rst is a large area where one could expect high
congruence; the other two are only one-®fth and one-tenth as big,
respectively.) In contrast, Cape Floristic Province possesses 1.9% of
all plants but only 0.2% of all vertebrates, for 11% congruence, and
the Mediterranean Basin possesses 4.3% of all plants but only 0.9%
of all vertebrates, for 21%. Congruence tends to be high in tropical
forest hotspots, and generally low in Mediterranean-type hotspots
and other drier areas with their meagre counts for endemic
vertebrates.

The hottest hotspots
The analysis so far has considered ®ve key factors: numbers of
endemics and endemic species/area ratios for both plants and
vertebrates, and habitat loss. These factors do not carry equal
weight, so they cannot be combined into a single quantitative
ranking. For comparative purposes in qualitative fashion, Table 6
lists the eight `hottest hotspots', which appear at least three times
in the top ten listings for each factor. The leaders are Madagascar,
the Philippines and Sundaland, appearing for all ®ve factors,
followed by Brazil's Atlantic Forest and the Caribbean, appearing
for four. Three of these hotspots, Madagascar, the Philippines and
the Caribbean, have small areas, which further highlights their
importance.

Two additional hotspots, the Tropical Andes and the Mediterra-
nean Basin, should be considered as hyper-hot candidates for
conservation support in light of their exceptional totals of endemic
plants: 20,000 and 13,000, respectively. The Tropical Andes is at the
top for endemic vertebrates too, and the Mediterranean third after
Sundaland for endemic plants, with 34% more than the fourth
hotspot. But they do not rank in more than two of the ®ve factor
listings. Similarly, Mesoamerica is second for endemic vertebrates
(49% more than the third highest), but it scores only tenth for
endemic plants.

Higher taxa assessment
The analysis can be complemented by an assessment of endemism
among higher taxa such as families and genera. Madagascar
(including nearby Indian Ocean islands) possesses 11 endemic
families and 310 endemic genera of plants, 5 endemic families
and 14 endemic genera of primates, and 5 endemic families and 35
endemic genera of birds. Cape Floristic Province has 6 endemic
families and 198 endemic genera of plants; and New Caledonia has 5
endemic families and 112 endemic genera of plants, and 1 endemic
family and 3 endemic genera of birds. In contrast, the United States
and Canada, with an expanse 8.8 times larger than the 25 hotspots
combined, have only two endemic families of plants. Moreover,
plant family richness can often serve as a predictor of species
richness for certain animal taxa such as mammals, amphibians
and reptiles32.

Action responses
In sum, the 25 hotspots contain the sole remaining habitats of 44%
of the Earth's plant species and 35% of its vertebrate species, and
these habitats face a high risk of elimination. Many of the hotspots
could well contain sizeable proportions of endemic invertebrates. It
is often supposed1±4 that, were the present mass extinction of species
to proceed virtually unchecked, between one-third and two-thirds
of all species would be likely to disappear within the foreseeable
future. The hotspots analysis indicates that much of this problem
could be countered through protection of the 25 hotspots.

An aggregate expanse of 800,767 square kilometres, 38% of the
hotspots total, is already protected in parks and reserves. True, some
of these are little better than `paper parks', but they offer a modicum
of legal status. All are in urgent need of stronger safeguards,
including those ®ve hotspots where the protected expanse is as
large as the hotspot itself. The areas without any protection at all
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Table 3 Leading hotspots in terms of endemics

Hotspot Endemic plants
(% of global total, 300,000)

Endemic vertebrates
(% of global total, 27,298)

.............................................................................................................................................................................

Tropical Andes* 20,000 (6.7) 1,567 (5.7)
Sundaland* 15,000 (5.0) 701 (2.6)
Madagascar* 9,704 (3.2) 771 (2.8)
Brazil's Atlantic Forest* 8,000 (2.7) 567 (2.1)
Caribbean* 7,000 (2.3) 779 (2.9)
Sub-totals (% rounded) 59,704 (19.9) 4,385 (16.1)
.............................................................................................................................................................................

Mesoamerica 5,000 (1.7) 1,159 (4.2)
Mediterranean Basin 13,000 (4.3) 235 (0.9)
Indo-Burma 7,000 (2.3) 528 (1.9)
Philippines 5,832 (1.9) 519 (1.9)
Totals 90,536 (30.1)² 6,826 (25.0)
.............................................................................................................................................................................

* Hotspots with at least 2% of the world's endemic plants and vertebrates, and comprising only
0.4% of the Earth's land surface (all nine amount to 0.7% of the Earth's land surface).
² This would total 30.2% but for rounding of numbers in the individual hotspots.

Table 4 Species/area ratios per 100 km2 of hotspots

Hotspot Endemic plants Endemic vertebrates

Tropical Andes 6.4 0.5
Mesoamerica 2.2 0.5
Caribbean 23.5 2.6
Brazil's Atlantic Forest 8.7 0.6
Choco/Darien/Western Ecuador 3.6 0.7
Brazil's Cerrado 1.2 0.03
Central Chile 1.8 0.06
California Floristic Province 2.7 0.09
Madagascar 16.4 1.3
Eastern Arc and Coastal Forests
of Tanzania/Kenya

75 6.1

Western African Forests 1.8 0.2
Cape Floristic Province 31.6 0.3
Succulent Karoo 6.5 0.15
Mediterranean Basin 11.8 0.2
Caucasus 3.2 0.1
Sundaland 12.0 0.6
Wallacea 2.9 1.0
Philippines 64.7 5.7
Indo-Burma 7.0 0.5
South-Central China 5.5 0.3
Western Ghats/Sri Lanka 17.5 2.9
SW Australia 13.0 0.3
New Caledonia 49.1 1.6
New Zealand 3.1 0.2
Polynesia/Micronesia 33.3 2.2
.............................................................................................................................................................................
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amount to 1.3 million square kilometres or 62% of the total area of
the hotspots. This expanse surely represents the greatest biodiversity
challenge of the foreseeable future, and should be safeguarded
through, for example, a `hotspots rescue fund'. In some areas,
outright protection is still the best option. In other areas, this is
not feasible because of human settlements and other activities long
in place. These areas could receive a measure of protection as
`conservation units' that allow some degree of multiple use provided
that species safeguards are always paramount.

This is not to say that protection of the hotspots would safeguard
all their species inde®nitely. According to the well-established
theory of island biogeography33, when an area loses a large propor-
tion of its original habitat and especially when the remaining habitat
is severely fragmented, it will eventually lose some of its species
through what are technically known as `ecological equilibriation' or
delayed fallout effects. There is much empirical evidence to support
this; for instance, the loss of birds in Brazil's Atlantic forest34, in
Southeast Asia's forests35, in tropical forests generally36,37 and in the
United Kingdom38; of tree species in tropical forests39; of forest
plants in eastern North America40; of primates in Africa's forests41; of
large mammals in Tanzania42; and of species generally43.

Consider the consequences for the smallest hotspot, the Eastern
Arc. The remaining primary vegetation is only 6.7% of the original,
and its expanse of 2,000 km2 is split into no fewer than 128 patches
ranging in size from over 100 to 10 or fewer square kilometres.
A bigger hotspot, Cape Floristic Province, with an expanse of
18,000 km2 and 24.3% of its original primary vegetation, is spread

around several thousand patches ranging from over 100 to 0.1 km2.
Although most island-biogeography losses are not likely to ensue

for some time, it makes sense to take immediate steps to safeguard
the hotspots to avoid an exceptionally large extinction spasm
through outright loss of habitat on a scale to swamp island
biogeography impacts. As for past extinctions in the hotspots, all
too little is known with respect to taxa across the board including
invertebrates; however, if we use birds extinct since 1800 as a
surrogate we ®nd that nearly 80% of those that disappeared were
from hotspot areas.

These considerations apart, the prospect of a mass extinction can
be made far less daunting and much more manageable through the
hotspots strategy, with its tight targeting of conservation efforts.

The hotspots ®ndings accord well with several other priority-
setting analyses. There is a 68% overlap with Birdlife International's
Endemic Bird Areas44, 82% with IUCN/WWF International's Cen-
tres of Plant Diversity and Endemism17 and 92% with the most
critical and endangered eco-regions of WWF/US's Global 200 List45.
The hotspots approach is more comprehensive than the ®rst two
because it combines ®ve categories of species, and it is more closely
focused than the third.

Other areas appear to feature exceptional plant endemism and
exceptional threat, but are not suf®ciently documented to meet the
hotspots criteria. They include the Ethiopian Highlands, the Angola
Escarpment, southeastern China, Taiwan, and the forests of the
Albertine Rift in eastern Democratic Republic of Congo (formerly
Zaire), southwestern Uganda and northern Rwanda. Much better
known and with a high species/area ratio but without suf®cient
endemic plant species to qualify as a hotspot is the so-called Wet
Tropics and adjacent tropical forest tracts along the Queensland
coast in Australia, containing around 1,200 endemic plants in less
than 11,000 km2. Adding these areas to the hotspots list would
increase the total of plants endemics by only a few per cent.

In addition, there are a few tropical forest expanses, known as
`major wilderness areas'46 or `good news' areas5,6. They total some
6±7 million km2 and feature concentrations of endemic species
while retaining at least 75% of their primary vegetation, and have
fewer than ®ve people per square kilometre. One is the island of New
Guinea, with around 15,000 endemic plants. Others include the
Guayana Shield of northeastern Amazonia, the lowlands of western
Amazonia and the Congolian Forest, with perhaps another 30,000
endemic plants. Were these regions to compose a supplementary
conservation strategy, they could increase the number of plants
endemics to almost 60% of all plant species in roughly 5% of the
Earth's land surface.

Funding
Since the original hotspots strategy5,6 began to be implemented in
1989, some $400 million has been invested by the MacArthur
Foundation, the W. Alton Jones Foundation, Conservation Inter-
national, the World Wildlife Fund and other non-governmental
organizations. An annual average of $40 million over 10 years is only
a tiny fraction of the amount spent per year on biodiversity
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Table 5 Congruence between plants and vertebrates

Hotspot Endemic plants as
% of global total

(300,000)

Endemic vertebrates
as % of global total

(27,298)

Congruence
(%) (rounded)

Tropical Andes 6.7% 5.7% 85
Mesoamerica 1.7% 4.2% 41
Caribbean 2.3% 2.9% 79
Brazil's Atlantic Forest 2.7% 2.1% 78
Choco/Darien/Western Ecuador 0.8% 1.5% 53
Brazil's Cerrado 1.5% 0.4% 27
Central Chile 0.5% 0.2% 40
California Floristic Province 0.7% 0.3% 43
Madagascar 3.2% 2.8% 88
Eastern Arc and Coastal Forests
of Tanzania/Kenya

0.5% 0.4% 80

West African Forests 0.8% 1.0% 80
Cape Floristic Province 1.9% 0.2% 11
Succulent Karoo 0.6% 0.2% 33
Mediterranean Basin 4.3% 0.9% 21
Caucasus 0.5% 0.2% 40
Sundaland 5.0% 2.6% 52
Wallacea 0.5% 1.9% 26
Philippines 1.9% 1.9% 100
Indo-Burma 2.3% 1.9% 83
South-Central China 1.2% 0.7% 58
Western Ghats/Sri Lanka 0.7% 1.3% 54
SW Australia 1.4% 0.4% 29
New Caledonia 0.9% 0.3% 33
New Zealand 0.6% 0.5% 83
Polynesia/Micronesia 1.1% 0.8% 73
.............................................................................................................................................................................

Table 6 The eight hottest hotspots in terms of ®ve factors

Hotspot Endemic plants Endemic
vertebrates

Endemic plants/
area ratio (species

per 100 km2)

Endemic
vertebrates/area
ratio (species per

100 km2)

Remaining primary
vegetation as % of

original extent

Times
appearing in

top 10 for each
of ®ve factors

Madagascar 9,704 4 771 4 16.4 8 1.3 7 9.9 9 5
Philippines 5,832 8 518 9 64.7 2 5.7 2 3.0 1 5
Sundaland 15,000 2 701 5 12.0 10 0.6 10= 7.8 7 5
Brazil's Atlantic Forest 8,000 5 654 6 8.7 0.6 10= 7.5 6 4
Caribbean 7,000 6= 779 3 23.5 6 2.6 4 11.3 4
Indo-Burma 7,000 6= 528 8 7.0 0.5 4.9 3 3
Western Ghats/Sri Lanka 2,180 355 17.5 7 2.9 3 6.8 5 3
Eastern Arc and Coastal Forests
of Tanzania/Kenya

1,500 121 75.0 1 6.1 1 6.7 4 3

...................................................................................................................................................................................................................................................................................................................................................................
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conservation by governments and international agencies, these
funds being assigned mainly to across-the-board activities rather
than the concentrated efforts advocated here. The traditional
scattergun approach of much conservation activity, seeking to be
many things to many threatened species, needs to be complemented
by a `silver bullet' strategy in the form of hotspots with their
emphasis on cost-effective measures.

We could go far towards safeguarding the hotspots and thus a
large proportion of all species at risk for an average of $20 million
per hotspot per year over the next ®ve years, or $500 million
annually. Although this is 12.5 times the annual average of the
$400 million spent on hotspots over the past decade, it is still only
twice the cost of a single Path®nder mission to Mars, which has been
justi®ed largely on biodiversity grounds (the search for extraterres-
trial life). The $500 million annually is to be compared, moreover,
with a recent estimate47 for a comprehensive conservation pro-
gramme to protect biodiversity world-wide costing $300 billion
annuallyÐa total that should, in turn, be compared with subsidies
of various sorts that degrade environments and economies alike,
amounting to $1.5 trillion annually world-wide48.

Finally, recall that the mass extinction of species, if allowed to
persist, would constitute a problem with far more enduring impact
than any other environmental problem. According to evidence from
mass extinctions in the prehistoric past, evolutionary processes
would not generate a replacement stock of species within less than
several million years. What we do (or do not do) within the next few
decades will determine the long-term future of a vital feature of the
biosphere, its abundance and diversity of species. This expanded
hotspots strategy offers a large step toward avoiding an impover-
ishment of the Earth lasting many times longer than Homo sapiens
has been a species.
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Abstract. Pervasive forest mortality is expected to increase in future decades as a result of increasing

temperatures. Climate-induced forest dieback can have consequences on ecosystem services, potentially

mediated by changes in forest structure and understory community composition that emerge in response to

tree death. Although many dieback events around the world have been documented in recent years, yellow-

cedar (Callitropsis nootkatensis) decline provides an opportunity to study vegetation changes occurring over

the past century. Current research identifies climate-related reductions in snow cover as a key driver of this

species dieback. To examine the process of forest development post-dieback, we conducted vegetation

surveys at 50 plots along the outer coast of southeast Alaska across a chronosequence of mortality. Our main

study objectives were to examine changes in seedling and sapling abundance, and community structure of

conifer species in the overstory; effects of yellow-cedar mortality on plant diversity and community

composition of functional groups in the understory; and volume of key forage species for Sitka black-tailed

deer (Odocoileus hemionus sitkensis) managed throughout the region. The probability of yellow-cedar sapling

occurrence was reduced across the chronosequence. Yellow-cedar seedling and sapling abundance also

decreased. We observed a turnover from yellow-cedar to western hemlock (Tsuga heterophylla) dominated

forests. Functional plant diversity increased and the community composition of the understory changed

across the chronosequence. Bryophytes became less abundant and grasses more abundant in the early stages

of stand development, and shrubs increased in relative abundance in latter stages. Our results demonstrate

that yellow-cedar is significantly less likely to regenerate in forests affected by widespread mortality, and a

species dieback can dynamically rearrange the plant community over time. These findings emphasize the

importance of considering long-term temporal dynamics when assessing the impacts of climate change on

biodiversity and ecosystem services, and adapting forest management to a changing climate.

Key words: Alaska; biodiversity; Callitropsis nootkatensis; climate change; community composition; disturbance; forest

dieback; stand development.
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INTRODUCTION

Tree death is a natural part of forest dynamics
(Franklin et al. 1987), but increasing rates of
mortality can result when climatic conditions

exceed a species’ physiological threshold (Allen
2009). Although directional climate change has
historically resulted in shifts in the distributions
of species and ecosystems (Davis 1986), compar-
atively rapid shifts in tree distributions attributed
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to anthropogenic climate change have been
documented (Parmesan 2006, Lenoir et al. 2008,
Harsch et al. 2009) on all six plant-covered
continents (Allen and Breshears 2007, Allen et
al. 2010). Recent research has focused predomi-
nantly on causal mechanisms of tree death,
feedbacks to the climate system, and predictive
modeling (Bonan 2008, Adams et al. 2009, Morin
and Thuiller 2009, Zeppel et al. 2011). Ecologists
generally agree that trees and forests in temper-
ate regions will shift to higher latitudes and
upward in elevation due to warming trends
(Peters 1990, Hughes 2000, Walther et al. 2002).
However, understanding how forests will behave
at the ‘‘trailing ends’’ is limited (Matyas 2010).
Stand development patterns following forest
mortality events are of considerable interest
because they indicate future structure and
composition of affected forests, and the ability
of these forests to maintain biodiversity and
other ecosystem services (Dale et al. 2000, Van
Mantgem et al. 2009, Daniels et al. 2011, Hennon
et al. 2012). Although widespread mortality
events can have negative impacts to ecosystem
services (e.g., loss of economically valuable
timber or cultural services, such as aesthetic
value) (Anderegg et al. 2013), there may be
benefits that are also important for adaptation in
the human dimension (Spittlehouse 2005, Moser
and Ekstrom 2010). A global overview of climate-
induced forest mortality (Allen et al. 2010)
provides a detailed assessment of events driven
by climatic water/heat stress since 1970; few of
these documented dieback events provide op-
portunity to examine vegetation changes that
occur over a longer time frame.

Yellow-cedar (Callitropsis nootkatensis; D. Don;
Oerst. ex D.P. Little), a species distributed from
the northern Klamath Mountains of California to
Prince William Sound in Alaska, has been dying
in southeast Alaska since the late 1800s with
intensifying rates observed in the 1970s and
1980s (Hennon and Shaw 1994). Recent research
reveals a complex ‘‘tree injury pathway’’ where
climate change plays a key role in a web of
interactions leading to widespread yellow-cedar
mortality, referred to as yellow-cedar decline
(Hennon et al. 2012). Prominent factors in this
injury pathway include cold tolerance of roots,
timing of dehardening, and regional trends of
reduced snowpack at low elevations (Schaberg et

al. 2005, 2008, 2011, Beier et al. 2008). Early
springtime thaws trigger dehardening and re-
duce snow cover that insulates soil and shallow
fine roots from periodic extreme cold events; this
can lead to injury of yellow-cedar roots to initiate
tree mortality, which is predominantly limited to
lower elevations (Schaberg et al. 2005, 2008, 2011,
D’Amore and Hennon 2006, Beier et al. 2008,
Hennon et al. 2012). Despite the extent of
research on the mechanisms of decline, overstory
and understory dynamics in declining stands are
not well understood (D’Amore et al. 2009).

The direct loss of yellow-cedar has important
ecological, economic, and cultural implications;
however, other changes are also relevant in these
forests that emerge in response to decline.
Researchers are just beginning to understand
the influence of dead cedars on watershed
nutrient export (D’Amore et al. 2009). Econom-
ically and culturally, yellow-cedar trees are
important because they provide valuable prod-
ucts for Alaska Native communities and the
forest industry (D’Amore et al. 2009). These
coastal forests also provide forage for the Sitka
black-tailed deer (Odocoileus hemionus sitkensis),
an important game animal throughout the
region. Since the 1980s, much forest-related
research in southeast Alaska has addressed the
implications of various active forest management
regimes on habitat of this commonly hunted
species and biodiversity (McClellan 2005, Deal
2007); aspects of this research centered on old-
growth habitat and the effects of land use
practices, such as clearcutting or partial cutting
on forage (Wallmo and Schoen 1980, Kirchhoff et
al. 1983, Hanley 1993). To date, researchers have
not addressed the effects of yellow-cedar decline
on the availability of key forage species. Death of
yellow-cedar and the shifts in plant community
dynamics in forests affected by decline can have
cascading effects on the human-natural system
by affecting the ecosystem services these forests
provide (Hennon et al. 2012).

We studied the process of forest development
using a chronosequence to compare forests unaf-
fected bywidespreadmortality with those affected
at different time points over approximately one
century. Considering size classes from seedlings to
large trees across the chronosequence, our analysis
of the conifer species populations at various life-
history stages, including death, documented
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changes occurring in forests affected by decline,
and extended a view of forest composition and
structure into the future. We hypothesized that: (1)
western hemlock and other conifers (non-yellow-
cedar) increase in importance as the contribution
of yellow-cedar to the conifer community structure
is reduced over time, (2) seedling and sapling
regeneration increases as yellow-cedars die and
the canopy opens, (3) community composition of
understory plants changes over time such that
shrubs increase in abundance, and (4) the volume
of key forage species for the Sitka black-tailed deer
increases in forests affected by decline. Our study
illustrates the long-term consequences for many
plant species when a single tree species suffers
from climate-induced mortality.

MATERIALS AND METHODS

Study area
Modern climate in the southeast region of

Alaska is mild and hypermaritime with year-
round precipitation, absence of prolonged dry
periods, and comprised of comparatively mild
season conditions (i.e., cooler summer and
warmer winters) than continental climates at
similar latitudes (Beier et al. 2008). Mean annual
rainfall measured in Sitka and Gustavus, the two
closest towns to the remote, outer coast study
area, measure 2200 and 1700 mm, respectively.
The high rainfall that occurs throughout the
Alexander Archipelago, combined with its
unique island geography, geologic history, and
absence of fires maintain some of the most
expansive old-growth forests found in North
America. Five common conifer species occur on
the northern range of the Archipelago: western

hemlock (Tsuga heterophylla, Raf., Sarg.), moun-
tain hemlock (Tsuga mertensiana, Bong., Carrière),
yellow-cedar, Sitka spruce (Picea sitchensis, Bong.,
Carrière), and shore pine (Pinus contorta, Douglas
ex Loudon). These coastal forests are simple in
composition yet often complex in age and tree
structure (Deal 2007). Yellow-cedar occurs across
a soil-drainage gradient from poorly drained
bogs to well-drained soils on steeper slopes that
often support more productive stands (Neiland
1971, Hennon et al. 2012).

This study occurs in the northern portion of the
yellow-cedar population distribution and at the
current latitudinal limits of forests affected by
decline. We centered our investigation on pro-
tected lands in four inlets (Slocum Arm, Klag
Bay, Dick’s Arm, and Graves Harbor (N 57.44561,
W 135.81128 to N 58.28759, W 136.73135) in the
Alexander Archipelago on the outer coast of the
West Chichagof-Yakobi Wilderness on Chichagof
Island in the Tongass National Forest and Glacier
Bay National Park and Preserve (GLBA). Aerial
surveys were conducted in 2010 and 2011 to
assess the presence of affected forests and to
identify the edge of yellow-cedar dieback that
occurs south of GLBA on Chichagof Island.
Aside from a brief history of small-scale gold
mining that occurred in several areas on Chicha-
gof Island between 1906 and 1942, there is little
evidence of human impact on these lands,
making them ideal for studying ecological
dynamics.

Plot selection
Drawing upon previous studies that estimated

the time-since-death for five classes of standing
dead yellow-cedar trees (Table 1) at various

Table 1. Published time-since-death estimates for dead standing (snag) yellow-cedar classes using various

methodologies. Values are given as mean 6 SD with range in parentheses where shown.

Snag classification Stan et al. (2011)� Hennon et al. (1990b)� Hennon et al. (1990b)§

Class I 4.7 yr 6 1.87 3.6 6 3.2 (0–10) ...
Class II 12.56 6 5.31 13.6 6 6.9 (3–24) 8.5 6 0.7 (8–9)
Class III 25.25 6 9.87 26.2 6 12.3 (12–52) 39.0 6 15.7 (25–56)
Class IV 3 trees: 40, 58, 104 55.4 6 25.2 (24–100) 51.2 6 18.1 (27–96)
Class V 1 tree: 279 . . . 81.4 6 22.0 (49–128)

Note: Ellipses indicate absent time-since-death estimates for specific snag classes in the corresponding study (Hennon et al.
1990b).

� Outer ring dates of increment cores taken from yellow-cedar trees in each snag class.
� Trees with dead tops and most of the bole dead but a portion live to estimate time-since-death by counting rings in the

formed live callus tissue to the dead bole.
§ Release events in suppressed trees that neighbor dead yellow-cedar snags.
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stages of deterioration (Fig. 1), our plot selection
consisted of sequential steps, in the field, to
sample forests representative from a range of
time-since-death. Not all yellow-cedar trees in a
forest affected by mortality die at once; mortality
is progressive in forests experiencing dieback
(Hennon et al. 1990a). Highly resistant to decay,
these trees remain standing for up to a century
after their death (Kelsey et al. 2005). As a result,
they offer the opportunity to date disturbance,
approximately, and to create a long-term chro-
nosequence.

First, we stratified the study area coastline into
visually distinguishable categories of ‘‘cedar
decline status’’ (Table 2) by conducting boat
surveys and assessing cedar decline status across
121.1 km of coastline in June 2011 and 2012. We
traveled the coastline (92.9 km on Chichagof, 18.1
km in Graves Harbor, 10.1 km in Dick’s Arm) and
made visual observations of live and dead
yellow-cedar trees and their snag classes. We
assigned cedar decline status to coastal forests at

100 m increments using a GPS Garmin 60 CSx
(Garmin, Olathe, Kansas, USA). Next, using the
ArcGIS 10.2 Geographic Information System
software (ESRI 2011), we randomly generated
plot locations in forests categorized during the
coastline survey as follows: (1) live, unaffected by
mortality; (2) recent mortality; (3) mid-range
mortality; and (4) old mortality. Lastly, we
controlled for basal area (.35 m2/ha) and key
biophysical factors, including elevation (,150 m)
and aspect (NE facing plots, 0–908) via methods
described.

Plots were restricted to elevations less than 150
m, excluding northeast facing plots, to sample
from low-elevation plots representative of condi-
tions where yellow-cedar decline commonly
occurs at this latitude (Hennon et al. 2012). Plots
were randomly located between 0.1 and 0.5 km
of the mean high tide to avoid sampling within
the beach fringe area, and on slopes ,72% to
limit risk of mass movement (USDA Forest
Service 2008). We excluded plots with a total

Fig. 1. Graphic representation of snag classes (adopted from Hennon et al. 1990b): Class I (dead foliage

retained), Class II (twigs retained), Class III (secondary branches retained), Class IV (primary branches retained),

and Class V (bole intact but no primary branches retained).

Table 2. Cedar decline status categories used for sampling stratification by visual observation of coastline across

the study area. Plots were established according to methods described in four categories: live, recent mortality,

mid-range mortality, and old mortality.

Cedar decline status Snag classes/live trees observed

Live Dominated by live yellow-cedar (YC) but trees may show signs of stress with Class I mortality
present

Recent mortality Dominated by Classes I and/or II, but Class III may be present
Mid-range mortality Dominated by Class III, but Classes II and/or IV may be present
Old mortality Dominated by Classes IV and V
Non-cedar YC not present or present only as a minor component of the forest
Uncategorized YC mortality present, but snag classes too varied to be typified by a single survey category
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basal area ,35 m2/ha (live and dead) to avoid

sampling below the optimal niche of yellow-

cedar (Hennon et al. 2012). This control was

performed in the field by point sampling to

estimate basal area (Bell and Dilworth 1997)

using a prism with a basal area factor (BAF) 2.5

(Van Laar and Akça 2007). Plots dominated by

the presence of a creek bed or other biophysical

disturbance (extreme windthrow) were eliminat-

ed from plot selection, due to the confounding

influence of disturbance on the number of trees

standing and species abundance. A minimum

distance of 300 m was maintained between all

plot centers. By restricting our sampling to these

controls, our study was designed to examine the

process of forest development post-decline in

low-elevation coastal forests with plot conditions

typical for yellow-cedar mortality excluding bog

wetlands, where yellow-cedar may co-occur

sparsely with shore pine. After controlling for

biophysical factors, 20 plots were sampled in live

forests and 10 plots in each of the affected cedar

status categories (recent mortality, mid-range

morality, and old mortality) for a total of 50

plots across the study area (Fig. 2).

Vegetation surveys

Data were collected in fixed, circular nested

plots to capture a wide range of tree diameters

and in quadrats within each plot to account for

Fig. 2. Study area in southeast Alaska, locations of plots, and cedar decline status for each plot according to

results from clustering analyses.
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spatial variability in understory vegetation. Forty
plots were established and measured during the
2011 field season and 10 plots during the 2012
field season, through the seasonal window of
mid-June to mid-August. Nested circular plots
were used to sample trees and saplings as
follows: (1) a 10.3 m fixed radius plot for trees
�25.0 cm diameter at breast height (dbh), (2) a
6.0 m fixed radius plot for saplings ,2.5 cm dbh
and �1 m height, and trees 2.5–24.9 cm dbh. We
counted live saplings of each species to analyze
the population dynamics for individuals that
survive to this size class. For each tree, we
recorded species, dbh to the nearest 0.1 cm,
height to the nearest 0.01 m, dead or live, and for
dead trees snag classes I–V. Eight quadrats at
each plot (1 3 1 m, oriented 5 and 8 m from plot
center along the four cardinal directions) were
utilized to record understory plants and tree
seedling densities. To provide an additional long-
term view of species changes, we recorded
counts for smaller conifer seedlings (,10 cm
height) (Deal et al. 1991), identifying western
hemlock and mountain hemlock to genus, and
other conifers to species. We noted presence/
absence of each conifer species 10–99 cm, but did
not sample this size class for individual counts.
We recorded maximum height and percentage
cover of each plant species observed according to
the Daubenmire (1968) method on a continuous
scale (1–100%). In unique cases where consistent
identification to species was difficult (i.e., Coptis
asplenifolia Salisb. and C. trifolia (L.) Salisb.;
Vaccinium ovalifolium Sm., and V. alaskaense
Howell), we combined observations but noted
both species presence for total richness across the
study area. Blueberries, V. ovalifolium and V.
alaskaense, are similar in appearance and often
synonymized (Vander Kloett 1988). Mosses and
liverworts were recorded together as bryophytes
within the quadrat. Sedges (Carex spp. and
relatives of the Cyperaceae family) were record-
ed together but distinguished from true grasses
(Poaceae).

We used hemispherical photography to assess
canopy cover at each plot. Photographing from
plot center at dbh camera height, we captured
imagery in relatively uniform, overcast skies and
consistently avoided any mid-day sun conditions
(Fiala et al. 2006). To prevent diminished
sharpness associated with consumer-grade cam-

eras (Frazer et al. 2001), we used a Sigma 4.5mm
fish-eye lens (Aizu, Japan) on a professional-
grade Canon 7D camera (Melville, New York,
USA). Full-view images (1808) were processed
using Gap Light Analyzer (Frazer et al. 1999) to
yield percentages of canopy openness per plot as
a proxy for light in understory analyses (Jarčuška
2008).

Data analysis
Clustering plots by cedar decline status.—To

rigorously account for the timing of mortality
relative to the coarse visual cedar decline status
categorizations made by boat, we performed k-
means clustering analyses (Ramette 2007) on the
yellow-cedar population observed across the
chronosequence by partitioning 50 plots into
those affected by mortality and live ‘‘controls’’
for subsequent stages of analysis. Using obser-
vations of dead and live yellow-cedar trees at
each of the 50 plots (total number of dead and
live trees aggregated to the plot level for 804
trees), we stratified the plots into two groups for
unaffected and affected forests. We then per-
formed a k-means clustering analysis with the
categorical snag classifications (Fig. 1) observed
at the resulting 30 plots affected by mortality,
assigning the a priori k ¼ 3 for three affected
status categories sampled: recent mortality, mid-
range mortality, and old mortality. We restricted
this analysis to yellow-cedar trees .10 cm dbh
(total number of individuals in snag classes I–V
aggregated to the plot level for 478 trees) because
the methods of dating time-since-death for
yellow-cedar trees rely upon standing, larger
trees (Hennon et al. 1990b, Stan et al. 2011). We
analyzed the cluster stability by computing the
Jaccard coefficient to measure similarity between
resulting clusters, assessed by the bootstrap
distribution of the Jaccard coefficient for each
cluster compared with the most similar cluster in
the bootstrapped datasets (Hennig 2007). Post
hoc Fisher’s exact tests further clarified differenc-
es in the numbers of observed class I, II, and III
snags between recent and mid-range mortality
clusters (total number of individuals in each snag
class aggregated to the plot level for 175 trees);
observed class II, III, and IV snags between
recent and mid-range mortality clusters (similar-
ly aggregated, 167 trees), and between mid-range
and old mortality clusters (similarly aggregated,
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166 trees); and observed class III, IV, and V snags
between mid-range and old mortality clusters
(similarly aggregated, 200 trees). These analyses
were performed in R (R Development Core Team
2012) using the GCLUS and FPC packages. This
post-field methodology for plot stratification
enabled us to refine the visual cedar decline
status assigned in the boat surveys by clustering
according to the observed populations of live
yellow-cedar trees from the plot data.

Stand structure and regeneration.—We calculated
the importance value (IV) for live conifers in the
overstory as the sum of relative density, frequen-
cy, and basal area per species to characterize the
stand structure and conifer composition (Curtis
and McIntosh 1951) within each cedar decline
status resulting from clustering analyses, and to
make comparisons across the chronosequence of
cedar decline status. For each species in three size
classes (treelets, small trees measuring 2.5–9.9 cm
dbh; small trees, 10–24.9 cm dbh; big trees, �25.0
cm dbh), we computed the following variables:
density (D¼ number of individuals/ha), frequen-
cy (F¼ number of plots with the species present/
total plots), and dominance (Do¼R basal area of
individuals), and with the relative values (R) of
these three parameters, the importance value was
calculated as IV¼DRþ FRþDoR (Guariguata et
al. 1997, López and Dirzo 2007). Thus, the
cumulative value for all tree species per size
class in each cedar decline status was 300%.

In assessing regeneration, we focused analysis
on seedling counts (,10 cm height) and saplings
(�2.5 cm dbh and �1.0 m height) to consider
established plants. We used Krukal–Wallis tests
and performed permutation tests on the measure
of central tendency (1000 permutations) to
examine differences in mean seedling and sap-
ling abundance (all species) across the four cedar
decline status categories. Using presence/absence
sapling data, we calculated the probabilities of
finding each individual conifer species in the
sapling life stage in each cedar decline status and
generated binomial confidence intervals to esti-
mate uncertainty using the Wilson score interval.
We used a two-part modeling approach to
determine the probability of species’ occurrence
in cedar decline status and to test for significant
effects of cedar decline status on each species’
abundance in the sapling stage. This method was
selected to account for overdispersion in zeros in

the individual abundance data for the conifer
species in the sapling life stage (zero counts were:
yellow-cedar, 32; western hemlock, 10; mountain
hemlock, 23; Sitka spruce, 15; shore pine, 42). In
the first step, the data were considered as zeros
versus non-zeros and a binomial model was used
to model the probability of observing a zero-
value; in the second step, non-zero observations
were modeled with a zero-altered Poisson (ZAP)
model (Cunningham and Lindenmayer 2005,
Zuur et al. 2009). Canopy openness and cedar
decline status (as a factor) were included in the
models as explanatory variables to predict
species presence/absence and sapling abundance.
Best models were selected based upon AIC
values. These analyses were performed in R
using the PSCL, MHURDLE, and BINOM pack-
ages. We determined the IV for saplings in each
cedar decline status on the basis of relative
density and relative frequency (but omitting
basal area), such that the IV of all species would
sum 200%. To compare the persistence of
saplings to treelets in the early stages of stand
development, we calculated the ratio of saplings
to live treelets per hectare at each plot and tested
for significant differences between live ; recent
mortality and live ; mid-range mortality using
Wilcoxon rank sum tests. Probabilities calculated
for species occurrence in the size class 10–99 cm
in each cedar status were used for comparison
with seedling and sapling results to assess trends
in survival.

Understory diversity, community composition, and
key forage species.—We analyzed the understory
data collected at plots measured during the 2011
field season on Chichagof Island to avoid any
confounding effects of seasonal variation in
understory plant growth (cover, height). Plots
on Chichagof Island (n¼ 38, after removing two
plots from the dataset; see Results: Cedar decline
status) were measured between early July and
mid-August during peak summertime growth,
whereas data collected in GLBA (n ¼ 10) were
restricted to early June due to the timing of
permissible weather conditions for accessing the
outer coast. The Shannon diversity index [H ¼
�Rpiln( pi ), where pi is the proportion of the total
percent cover measured represented by species
(taxa, or grouping) i at eight quadrats per plot]
was used to assess differences in plant diversity
(richness and evenness of vascular plants and
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plant growth forms, i.e., functional groups;
Chapin 1993, Dı́az and Cabido 2001) post-
decline. We tested for significant differences
across and between cedar decline status with
ANOVA and Tukey HSD tests. Data were tested
for normality using the Shapiro–Wilk W test and
homogeneity of variance using Bartlett’s (1937)
test.

We calculated the abundance of understory
plant groupings (forbs, shrubs, ferns and lyco-
phytes, graminoids, bryophytes; mosses and
liverworts) for each plot by averaging canopy
cover measurements for the eight quadrats.
Groupings (Appendix A) were delineated first
by growth habitat (shrubs and forbs) in the
PLANTS Database (USDA, NRCS 2014) and then
further distinguished to ferns, lycophytes, and
graminoids according to Pojar and MacKinnon
(1994). We then used permutational multiple
analysis of variance (PERMANOVA, a ¼ 0.05)
based upon Bray–Curtis dissimilarities of the
untransformed multivariate data (five groups) to
assess whether the cedar decline status hosted
significantly different communities. We visual-
ized these differences with nonmetric multidi-
mensional scaling (nMDS; Anderson 2001,
Ramette 2007).

We investigated changes in volume of key
forage species for Sitka black-tailed deer to
examine potential indirect effects of climate
change on forage. We selected five species
considered common forage species for deer in
the region: deer fern (Blechnum spicant (L.) Sm.),
bunchberry (Cornus canadensis L.), strawberryleaf
raspberry (Rubus pedatus Sm.), threeleaf foam-
flower (Tiarella trifoliata L.), Alaska/oval-leafed
blueberry (Vaccinium alaskaense/ovalifolium) (Han-
ley and McKendrick 1985, Kirchhoff and Hanley
1992, Deal 2001), and compared volume across
the chronosequence. Volume (as a proxy for
growth, or expansion or contraction of each
species) was calculated by multiplying the
percentage cover by height and averaging the
product across quadrats for each species per
square meter at each plot (Anderegg et al. 2012).

We tested for significant differences in abun-
dance for the shrub, bryophytes, and graminoid
groupings and volume for the three species
between the live and affected status (live ;

recent mortality, live ; mid-range mortality, live
; old mortality) using permutation tests, Krus-

kal–Wallis, and Wilcoxon rank sum tests with
Bonferroni corrections—a particularly conserva-
tive choice for multiple comparisons with non-
normally distributed data. Differences for all
statistical tests performed were significant if p
� 0.05.

RESULTS

Cedar decline status
Standing dead trees constituted 3.0–81.0% of

the total basal area at plots across the study area,
with the largest percentage of dead occurring in
forests classified as mid-range mortality. On
average, dead yellow-cedar comprised 13.4%,
71.9%, 84.5%, and 82.6% of the total yellow-cedar
basal area in the live, recent mortality, mid-range
mortality, and old mortality cedar status, respec-
tively (Table 3).

Clustering results were used to assign cedar
decline status to each plot for subsequent com-
parisons in overstory and understory vegetation
between live forests and those affected by
mortality (Fig. 3). Only two of the 20 plots
established in the live cedar status area clustered
with those affected by decline; all other plots
clustered according to field stratification of live or
affected status. We removed these two plots from
the dataset, because clustering results and field
observations affirmed that these plots experienced
relatively higher levels of background tree death
compared with other live plots but not continued
mortality representative of forests affected by
widespread decline. Cluster stability analysis
resulted in no dissolved clusters (Hennig 2008)
and proved highly stable with Jaccard coefficients
of 0.94 and 0.96. Five of the 30 plots established in
the affected forest types were reclassified; all other
plots in the affected forests clustered according to
the field classification. Cluster stability analysis of
the affected plots resulted in three dissolved
clusters and proved moderately to highly stable
with Jaccard coefficients of 0.64, 0.72, and 0.90.
Statistical comparisons confirmed significant dif-
ferences in the distributions of snag classes
between clusters. Eighteen plots clustered in the
live status: 12 in recent mortality, 7 in mid-range
mortality, and 11 in old mortality. Clustering
results did not differ when performing k-means
clustering analysis with k ¼ 4 on live trees and
snag classes observed. However, we present
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results from the two stages of clustering to show

cluster stability at the two stages (between the live

and affected plots, and between the plots affected

by decline with temporal variation). All subse-

quent analyses across the chronosequence used

the stratification of live forests according to the

first clustering results and affected forests accord-

ing to the second clustering results to distinguish

cedar decline status.

Conifer community

Stand structure and composition.—All five spe-

cies of conifers were present in the study area in

sapling and tree form. We measured 2064 trees

and 882 saplings across the 48 plots that resulted

from clustering analyses. Tree diameters for all

species present ranged from 2.5 to 108.1 cm, in a

reverse-J size-frequency distribution often asso-

ciated with multiage stands (Assmann 1970,

O’Hara 1998, 2014). Heights ranged from 1.5 to

32.0 m.

Total basal area of all live and dead standing

trees (�2.5 cm dbh) in the plots ranged from

36.01 m2/ha to 145.55 m2/ha (71.74 6 19.72 m2/ha,

mean 6 SD). One-way ANOVA did not show a

significant difference in total basal area across the

four status categories (F1,46 ¼ 0.143, p ¼ 0.707;

Table 3). Average density of all standing trees

Table 3. Mean basal area (trees �2.5 cm dbh) of live and standing dead trees and saplings within each cedar

decline status and mean density of live and standing dead trees and saplings within each cedar decline status.

Species

Basal area (m2/ha)

Density (stems/ha)

Treelets Small trees Big trees

Live Dead Total % Dead Live Dead Live Dead Live Dead

Live
Yellow-cedar 34.6 5.4 40.0 13.4 510 210 695 165 177 15
Hemlock
Western 17.5 230 255 113
Mountain 4.7 80 65 33
Western þ mountain 3.1 25.4 12.4 110 100 13

Sitka spruce 3.0 0.9 4.0 23.2 60 10 50 15 15 7
Shore pine 1.6 0.5 2.1 23.8 5 0 25 5 13 3
All species 61.4 10.0 71.4 14.0 885 335 1,090 290 352 40

Recent mortality
Yellow-cedar 15.2 38.8 54.0 71.9 270 135 188 413 100 270
Hemlock
Western 8.1 285 233 28
Mountain 1.7 68 60 8
Western þ mountain 2.2 12.0 18.4 120 53 13

Sitka spruce 4.2 1.3 5.6 24.0 120 45 83 8 20 13
Shore pine 0.2 0.0 0.2 0.0 0 0 0 0 3 0
All species 29.4 43.6 73.0 59.7 743 315 563 495 158 300

Mid-range mortality
Yellow-cedar 5.7 30.9 36.6 84.5 373 360 116 463 26 180
Hemlock
Western 7.9 463 283 13
Mountain 1.9 129 64 9
Western þ mountain 5.8 15.6 37.1 180 180 4

Sitka spruce 2.0 0.0 2.0 0.0 64 0 13 0 9 0
Shore pine 2.3 1.5 3.7 39.5 26 0 13 26 17 9
All species 19.8 39.8 59.6 66.8 1,054 566 489 694 73 197

Old mortality
Yellow-cedar 7.8 36.9 44.7 82.6 237 286 131 507 41 237
Hemlock
Western 17.2 581 344 82
Mountain 4.8 213 73 22
Western þ mountain 8.1 30.1 27.0 213 139 25

Sitka spruce 0.9 0.7 1.6 43.1 196 16 16 25 6 0
Shore pine 0.7 0.2 0.9 17.6 0 0 16 0 3 3
All species 31.4 46.9 78.3 59.9 1,227 605 581 704 153 265

Notes: Density is reported in three size classes: treelets (2.5–9.9 cm dbh), small trees (10–24.9 cm dbh, and big trees (�25.0 cm
dbh). Dead western hemlock and mountain hemlock are reported together, given uncertainty in identifying the decayed trees in
this genus to the species level. ‘‘All species’’ include dead unknown individuals that were confirmed not to be yellow-cedar but
were otherwise undistinguishable.

v www.esajournals.org 9 October 2014 v Volume 5(10) v Article 135

OAKES ET AL.



(live and dead, �2.5 dbh) was as follows: 2992
trees/ha in the live cedar status, 2574 trees/ha in
recent mortality, 3073 trees/ha in mid-range
mortality, and 3535 trees/ha in old mortality
(Table 3). Live big trees (�25 dbh) constituted
11.8%, 0.06%, 0.02%, and 0.05% of the stand
density in each cedar decline status. We did not
find significant differences between status cate-
gories in the absolute density of the total dead
and live trees in each size class; however,
averages (Table 3) indicate increasing trends of
stand density. We observed a significant increas-
ing trend in average canopy openness between
live forests (29.3 6 6.0%) and those recently
affected by decline (35.2 6 6.4%), and in mid-
range mortality (38.4 6 5.9; W ¼ 17, p ¼ 0.012).
However, there was no significant difference in
canopy openness between live and old mortality,
indicating that post-decline stand development
reaches greater canopy closure across the chro-
nosequence.

The community composition of the five conifer
species in the live status was consistent across the
three size classes of trees and similar to structure
described by Martin et al. (1995) for the western
hemlock–yellow-cedar plant community. This
composition shifted significantly across the chro-
nosequence (Fig. 4). The importance of yellow-
cedar in the conifer community structure was
greatly reduced in forests affected by decline.

Between live and old mortality, yellow-cedar
dropped in importance from 135%, 162%, and
150% (big trees, small trees, and treelets) to 84%,
73%, and 64%, respectively. These reductions
occurred in a staggered process across size
classes. Relative frequencies, density, and domi-
nance of big yellow-cedar trees remained high in
recent mortality, despite the death of some big
trees (Table 3), and live trees commonly showing
symptomatic signs of stress, such as crown
reduction. Western hemlock was the most im-
portant species in old mortality across all size
classes (128%, 153%, and 141% for treelets, small
trees, and big trees, respectively), as well as
saplings (92%). Mountain hemlock maintained its
species rank-order as third most important
species across all size classes in old mortality.
Shore pine and Sitka spruce remained minor
components of the post-decline forest, particu-
larly as small and big trees in old mortality. The
increased importance of shore pine as big trees in
mid-range mortality was likely indicative of pre-
existing community composition.

The community structure of the sapling com-
munity in forests affected by the dieback was
distinguished by the diminished importance of
yellow-cedar (57% to 4%, from live forests to old
mortality) and increased importance in other
conifer species, except shore pine. In species
rank-order, the sapling community retained its

Fig. 3. Proportion of live yellow-cedar trees and snags (by snag class) for trees �10 cm dbh observed in each

cedar decline status. Plots were stratified by cedar decline status according results from k-means clustering

analyses; N¼ 48, n¼ 18 in live forests, n¼ 12 in recent mortality, n¼ 7 in mid-range mortality, and n¼ 11 in old

mortality.
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structure across affected forests (recent mortality,
mid-range mortality, old mortality), as western
hemlock, mountain hemlock, and Sitka spruce
competed to regenerate.

Regeneration.—Consistent with our hypothe-
ses, seedling (,10 cm) abundance increased post-
decline (Appendix B). We observed trends of
increased abundance across the chronosequence,
with maximum density occurring in old mortal-
ity. There was a marginally non-significant

difference in seedling abundance across catego-
ries and a significant difference in seedling
abundance with a permutation test ( p ¼ 0.015).
Wilcoxon rank sum tests between the live and
affected status categories showed a significant
increase in seedling abundance between live and
old mortality (W ¼ 46, p ¼ 0.049). Yellow-cedar
seedlings occurred at 47 of 48 plots, and yellow-
cedar seedling abundance significantly decreased
between live and recent mortality (W¼ 192, p ,

Fig. 4. Importance value (IV) of conifer species in each cedar decline status calculated for live trees and saplings

in four size classes: saplings (,2.5 cm dbh and �1.0 m height), treelets (2.59.9 cm dbh), small trees (1024.9 cm

dbh), and big trees (�25.0 cm dbh). Each value reported as a percentage is a sum of relative density, relative

frequency, and relative dominance.
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0.001); mid-range mortality (W ¼ 120.5, p ,

0.001); and old mortality (W ¼ 171.5, p , 0.001).
Yellow-cedar seedling abundance was reduced
by 69.4%, 80.0%, and 65.7% from the live forests
to recent, mid-range, and old mortality, respec-
tively. Hemlock seedlings were found at all plots
throughout the study area and significantly
increased in abundance in old mortality (W ¼
38.5, p ¼ 0.016). Mean hemlock seedling abun-
dance increased 48.7%, 51.2%, and 260.1% from
the live forests to recent, mid-range, and old
mortality, respectively. We found no significant
differences in Sitka spruce nor shore pine
seedling abundance across the four cedar decline
status categories (H ¼ 5.4316, df ¼ 3, 0.14; H ¼
2.9369, df ¼ 3, p ¼ 0.401).

Sapling abundance increased post-decline with
maximum density occurring in mid-range mor-
tality. There was a marginally non-significant
difference in sapling abundance (H ¼ 7.153, df ¼
3, p ¼ 0.067) across categories. Wilcoxon rank
sum tests between the live and affected status
categories showed a marginally non-significant
difference in sapling abundance in mid-range
mortality (W ¼ 26, p ¼ 0.070). Relatively, sapling
densities were more likely to occur in mid-range
mortality.

Our two-step models for sapling occurrence
and abundance helped explain the varying
conditions under which each species tended to
persist as individuals in the sapling stage. The
inclusion of canopy openness improved two-step
models for sapling occurrence and abundance for
all five species (Fig. 5), and specific cedar status
categories were significant predictors for species
sapling abundances (see Appendix C for outputs
of selected models). Canopy openness was a
significant positive predictor of sapling occur-
rence for mountain hemlock ( p ¼ 0.015) and
shore pine ( p ¼ 0.021), as saplings for these
species were found on more open plots. For
western hemlock, neither cedar decline status nor
canopy openness was a significant predictor of
occurrence, as western hemlock regeneration was
common across the study area. Openness was a
significant predictor of yellow-cedar ( p , 0.001),
western hemlock ( p ¼ 0.063, marginally signifi-
cant), and spruce sapling ( p , 0.001) abundance
(Fig. 5B) such that greater sapling density
occurred on plots more open for western
hemlock and yellow-cedar, and less open for

spruce. Affected status categories were each
significant positive predictors of western hem-
lock abundance with maximum abundance
occurring in mid-range mortality [b(SE) ¼
0.305(0.138), p ¼ 0.027; b(SE) ¼ 0.674(0.148), p ,

0.001; b(SE) ¼ 0.651(0.143), p , 0.001]. Recent
mortality was a significant, positive predictor of
mountain hemlock abundance in the two-step
model ( p ¼ 0.039), suggesting that mountain
hemlock may best compete with western hem-
lock in the early stages of post-decline stand
development. The probabilities of each species
occurrence in the 10–99 cm size class followed
similar trends in magnitude and direction to
saplings (Fig. 5A). Our model findings clarified
the site conditions favorable to different species,
as shaped by both canopy openness and yellow-
cedar mortality.

The probability of occurrence for yellow-cedar
saplings (Fig. 5A) was significantly reduced
between live forests and old mortality (0.56–
0.09; p¼ 0.027), with a steadily decreasing trend
across the chronosequence. In the 10–99 cm size
class, the probability of yellow-cedar occurrence
was reduced from 0.61 (live) to 0.25, 0.14, and
0.18 (recent, mid-range, old, respectively). Live
and recent mortality were significant predictors
of yellow-cedar sapling abundance with greater
abundance in the live status and on more open
plots.

Saplings and treelets were typically dense in
the mid-range mortality status. We found a
significant increase in the ratio of saplings to live
treelets between live and recent mortality (W ¼
60, p ¼ 0.044) and a marginally significant
increase between live status and mid-range
mortality (W ¼ 36, p ¼ 0.109). Competition
increased in the lower canopy, as regeneration
occurred post-decline and individuals survived
into the treelet size class (Table 3).

Understory plant community
Species richness and diversity.—Fifty-one taxa of

vascular plants (excluding conifers) were identi-
fied (Appendix A): 37 were present in live status,
37 in recent mortality, 39 in mid-range mortality,
and 43 in old mortality. We found no significant
differences in H’ of vascular plants across the
chronosequence (F1,36 ¼ 1.152, p ¼ 0.36; Fig. 6A),
but for H’ of functional groups, we found
significant differences in diversity (F3,34 ¼ 7.212,
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p , 0.0001; Fig. 6B). Results of the Tukey’s HSD
on the 95% family-wise confidence interval
showed highly significant differences in the
functional plant diversity between live and recent
mortality ( p ¼ 0.003); live and mid-range
mortality ( p ¼ 0.008), and significant, but to a
lesser extent, differences between live and old
mortality ( p ¼ 0.021).

Community composition by functional groups.—
The community composition of understory
plants differed significantly across the chronose-
quence (PERMANOVA: F ¼ 5.5548, p ¼ 0.001)
and were driven primarily by differences in
bryophyte, graminoid, and shrub abundance
(Fig. 7A). We found highly significant differences
in abundance of shrubs (H ¼ 15.1901, df¼ 3, p¼
0.002), graminoids (H¼14.7464, df¼3, p¼0.002),

and significant, but to a lesser extent, differences
across cedar decline status categories in bryo-
phytes (H¼ 10.994, df¼ 3, p¼ 0.0178), ferns and
lycophytes (H ¼ 10.9725, df ¼ 3, p ¼ 0.012), and
forbs (H ¼ 9.2686, df ¼ 3, p ¼ 0.026; Fig. 7B).
Graminoid abundance increased significantly in
recent mortality (W ¼ 11, p ¼ 0.021), but no
significant differences in graminoid abundance
were observed between live status and mid-
range mortality or old mortality (W ¼ 9, p ¼
0.15909; W ¼ 46, p ¼ 1.000). Shrubs increased in
mid-range mortality and old mortality compared
with live (W ¼ 2, p ¼ 0.625; W ¼ 13.5, p ¼ 0.029),
but not significantly in recent mortality. Bryo-
phytes decreased significantly in recent mortality
(W¼ 85.5, p¼ 0.007); a decrease was marginally
significant in mid-range and old mortality (W ¼

Fig. 5. Probability of sapling occurrence (A) and sapling density (B) for five conifer species in each cedar decline

status. Error bars indicate the 95% confidence intervals, generated by bootstrapping the data (sampling means

with replacement 1000 times) and selecting the 2.5th and 97.5th percentiles of the density distribution and using

the Wilson score interval for robustness to small sample sizes for probabilities. Statistical tests were performed

using the absolute data and a two-step model.
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41, p ¼ 0.088; W ¼ 70, p ¼ 0.093). Due to small
sample size with bryophyte data missing at one
plot in mid-range mortality, the results between
live and recent mortality were marginally signif-
icant with the Wilcoxon rank sum test but highly
significant with a permutation tests ( p ¼ 0.003;
Fig. 7B). The patterns of changes observed
indicate herbaceous plants responded relatively
rapidly to the forest dieback in recent and mid-
range mortality, whereas significant increases of
shrub abundance occurred in latter stages of
forest development post yellow-cedar decline.

Forage species.—The average volume of all five
key forage species examined increased in forests
affected by decline (Fig. 8). Results of the
Kruskal–Wallis tests for average volume (m3/
m2) calculated for each species revealed signifi-
cant differences for each species tested (blueber-
ry: H ¼ 18.41, df ¼ 3, p , 0.001; bunchberry
dogwood: H¼ 9.0851, df¼ 3, p¼ 0.028; deer fern:
H ¼ 10.01, df ¼ 3, p ¼ 0.018; strawberryleaf
raspberry: H ¼ 12.52, df ¼ 3, p , 0.01; threeleaf
foamflower: H ¼ 10.1, df ¼ 3, p ¼ 0.018). All
statistically significant differences across and
between status categories were robust to volume
calculations using average height as opposed to

maximum height. Average volume of Alaska
blueberry/oval-leaf blueberry increased 900%
from live to old mortality. Deer fern average
volume increased 200% from live to recent
mortality and 500% from live to mid-range
mortality. Bunchberry dogwood increased 100%
from live to mid-range mortality. Trends ob-
served in changes of the shrub, forb, and fern
species volume were consistent with shifts in
community composition of their respective func-
tional plant groupings.

DISCUSSION

The changes observed across the chronose-
quence provide strong evidence that this species
dieback associated with climate change can result
in a temporally dynamic forest community
distinguished by the diminished importance of
yellow-cedar, an increase in graminoid abun-
dance in the early stages of stand development,
and a significant increase in shrub abundance
and volume over time. Tree mortality timing and
intensity, as characterized by our stratified
sampling of cedar decline status, played an
important role in determining the understory
community composition and overstory processes
of stand re-initiation and development. Our
results highlight the ways in which widespread
mortality of one species can create opportunities
for other species and underscores the importance
of considering long-term temporal variation
when evaluating the effects of a species dieback
associated with climate change. Methods for
predicting future changes in species distribu-
tions, such as the climate envelope approach, rely
upon statistical correlations between existing
species distributions and environmental vari-
ables to define a species’ tolerance; however, a
number of critiques point to many factors other
than climate that play an important role in
predicting the dynamics of species’ distributions
(Pearson and Dawson 2003, Elith and Leathwick
2009). Given the different ecological traits among
species, climate change will probably not cause
entire plant communities to shift en masse to
favorable habitat (Hampe 2004, Heikkinen et al.
2006, Hennon et al. 2012). Although rapid
climatic change or extreme climatic events can
alter community composition (Walther et al.
2002), a more likely scenario is that new

Fig. 6. Shannon diversity index (H’) for vascular

plants identified to the species level (A) and functional

groups (B) whiskers, minimum and maximum values

with outliers [circles], i.e., twice the interquartile range

subtracted and added from the first and third quartile

[bounds of boxes]; solid line, medians).

v www.esajournals.org 14 October 2014 v Volume 5(10) v Article 135

OAKES ET AL.



assemblages will appear (Webb and Bartlein

1992). As vulnerable species drop out of existing

ecosystems, resident species will become more

competitive and new species may arrive through

migrations (Hennon et al. 2012).

Individual species traits may also help explain

the process of forest development in forests

affected by widespread mortality, as the most

abundant species may be those with traits that

make them well-adapted to changing biotic and

abiotic conditions (Van der Putten et al. 2010).

We were unable to evaluate the independent

Fig. 7. Nonmetric multidimensional scaling (nMDS) plot of functional plant group composition in live forests

and those affected by decline (distance between points corresponds to the dissimilarity in community

composition) (A) and percent cover of functional plant groupings in the understory within each cedar decline

status (B). Cover at each individual plot was calculated as an average of observations from eight quadrats. Error

bars indicate a 95% confidence interval generated by bootstrapping the data (sampling means with replacement

1000 times) and selecting the 2.5th and 97.5th percentiles of the distribution.
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effect of soil saturation on canopy openness, but
the fact that canopy openness was a significant
predictor of shore pine and mountain hemlock
sapling occurrence suggests the important roles
of soil conditions (e.g., drainage) and light in
determining which species are more likely to
regenerate. Both species are known to have
preferences for wet soils and scrubby open
forests (Burns and Honkala 1990, Pojar et al.
1991, Pojar and MacKinnon 1994, Martin et al.
1995), and canopy openness in forests affected by
decline has two driving components: soil satura-
tion and crown deterioration caused by yellow-
cedar death (D’Amore et al. 2009, Hennon et al.
2010). Young mountain hemlock seedlings, for
example, grow best in partial shade (Dahms and

Franklin 1965), likely explaining why this species
regenerated relatively well as saplings in recent
mortality before canopy openness increased
further. In contrast, western hemlock is known
to tolerate a wide range of soil and light
conditions for establishment and growth (Klinka
et al. 2000) and seeds prolifically, as does Sitka
spruce (Minore 1979, Klinka et al. 2000). Species
can also respond to varying light conditions with
differential growth responses. Western hemlock
reached maximum growth rate when exposed
experimentally to relatively high light intensities,
whereas bunchberry responded most strongly to
relatively low light intensities (Hanley et al.
2014). Although Sitka spruce was the second
most important species in sapling regeneration in

Fig. 8. Mean volume 6 SD (95% confidence interval) for selected forage species in each cedar decline status

(number of plots with eight quadrats per plot). Standard deviation was calculated as the bootstrapped standard

error of the mean; the 95% confidence interval was generated by selecting the 2.5th and 97.5th percentiles of the

bootstrapped distribution (sampling means with replacement 1000 times). Statistical tests were performed using

the absolute data.
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the affected forests, this species played a less
important role in the conifer community compo-
sition in subsequent stages of stand develop-
ment. Spruce has been found to have lower
regeneration than western hemlock on disturbed
sites but higher survival rates; however, western
hemlock regeneration that existed prior to
disturbance formed a significant and dominant
position in the future stand (Deal et al. 1991). In
old mortality, the relatively high density of small,
dead trees, low density of big, live trees, and high
percentage of dead basal area (Table 3) suggest
that although the Sitka spruce regenerates on
plots less open, the species may be outcompeted
by western hemlock over time. At the fine-scale,
species traits can play important and even
predictable roles in determining the establish-
ment and growth of individuals under changing
site conditions. These fine-scale interactions
collectively shape community responses to the
species dieback.

Conifer community
Our study documented significant losses in

the yellow-cedar population but not extirpation.
These directional changes likely extend beyond
the temporal period of our chronosequence due
to the diminished regeneration. The temporal
dynamics of decreased yellow-cedar importance
in each tree size class across the chronosequence
suggest that yellow-cedar decline may be more
likely to affect smaller trees first, whereas larger
tree mortality occurs in a staggered process.
Previous research has shown that surviving
yellow-cedar trees in declining stands can
produce larger growth rings but with greater
interannual variability after the onset of decline
(Beier et al. 2008), and that climate thresholds
for the survival and reproduction of individuals
can vary across life-history stages (Jackson et al.
2009). Reductions in yellow-cedar sapling oc-
currence and abundance in forests affected by
decline indicate significant, long-term reduc-
tions in species abundance across larger size
classes. Whether these reductions are caused by
seed limitation, changes in seedling germination
conditions, herbivory, or other mortality mech-
anisms is beyond the scope of our study.
Although we did not count individuals in the
10–99 cm size class or dead saplings, our
seedling and sapling findings indicate reduc-

tions in yellow-cedar over time and consistent
rank-order of other conifer species (western
hemlock, Sitka spruce, mountain hemlock)
competing in sapling stage in the affected
forests. Ramage et al. (2011) similarly found
tanoak unlikely to regenerate successfully in
forests affected by sudden oak death, a disease
disturbance. Yellow-cedar appear maladapted
to forests affected by decline for the foreseeable
future.

We observed a process of stand development
similar to forests affected by host-specific insect
or disease disturbance, distinguished by an
increase in regeneration while surviving trees
release and saplings advance into the overstory.
The results of our comparisons of total sapling
density across the chronosequence indicate a re-
initiation phase (sensu; Oliver and Larson 1996)
that occurs post-decline. We found no significant
difference between canopy openness in live
forests compared with old mortality, significant
increases in canopy openness in recent and mid-
range mortality, and an overall steady increase in
stand density across the chronosequence. These
results document stand advancement toward
canopy closure over time, indicating develop-
ment of a relatively mature forest distinguished
by changes in conifer community composition.
We were unable to date the precise onset of
widespread mortality at each plot; our estimates
of temporal dynamics of stand re-initiation and
advancement (Fig. 9) are informed by time-since-
death estimates for snags observed at each plot.
Snag class estimates suggest that widespread
mortality began 81.4 6 22.0 years ago for the old
mortality cedar decline status and indicate
approximately 50–100 years for stand advance-
ment toward canopy closure.

Consistent with our hypotheses, we found an
increase in the importance of western hemlock
across all size classes as the importance of
yellow-cedar was greatly reduced over time in
the affected forests. It has been previously
hypothesized that declining yellow-cedar forests
on the northern extent of the yellow-cedar
population distribution may convert to scrub
forest or open bog, as western hemlock is not
able to exploit some soil conditions favorable to
yellow-cedars (D’Amore et al. 2009). In contrast
but consistent with prolific hemlock regeneration
found in old-growth hemlock-spruce forests
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affected by stand-replacing disturbances (large
windthrow or logging) and minor windthrow
disturbance (Deal et al. 1991), our results show
that western hemlock regenerates vigorously on

plots affected by decline, and changes in com-
munity composition, as described by IVs, show a
turnover to western hemlock-dominated forests.
However, because our sampling frame was

Fig. 9. Conceptual diagram depicting observed patterns of forest development following onset of yellow-cedar

decline. Year ranges presented are estimates, because mortality is progressive, and estimates of time-since-death

(mean 6 SD) for snag classes overlap. Dead yellow-cedar trees in individual snag classes were also present across

the chronosequence. Arrows illustrate direction of change (increase or decrease) and shading indicates relative

intensity of change (compared with live). Absent bars indicate no significant difference between the specific

affected cedar status and live forests.
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restricted to plots with a total live and dead basal
area of �35 m2/ha, our results are not general-
izable to dynamics on poorly drained, acidic soils
that may be more likely to convert to scrub
forests.

Chronosequences and associated space-for-
time substitutions serve as a useful tool for
studying temporal dynamics of plant communi-
ties that occur across time (Oliver and Larson
1996, Fukami and Wardle 2005, Walker et al.
2010). Despite critiques as to whether there are
predictable links between sites and at what rates
characteristics actually change over time (Moral
2007), Walker et al. (2010) assert that chronose-
quences are well-suited for studying plant
communities that have low biodiversity, rapid
species turnover, and low frequencies and
severity of disturbance. We applied this method-
ology to coastal temperate forests with relatively
low vascular plant diversity and restricted our
sites to those where widespread mortality was
evident as a significant disturbance (Fig. 3),
avoiding windthrow. Based on current under-
standing of the pathway to decline, varying
snowpack conditions (Hennon et al. 2010, 2012)
were likely the cause of the spatial pattern of
mortality observed across the study area (Fig. 2);
old mortality occurred in the more southerly
plots and live further north (;110 km distance;
less than 1 latitude between northernmost and
southernmost plots). We acknowledge that there
may have been confounding factors, such as
variability in deer populations, snow conditions,
or relative abundance of trees species associated
with the spatial distribution, that affected the
patterns we observed across the chronosequence.
Specifically, seedling and sapling abundance at
sites located in GLBA may have been positively
affected by geographic location at the northern
limit of Sitka black-tailed deer (Schoen and
Kirchhoff 1990). The observed increase in volume
of forage species post-decline may also have a
negative feedback on yellow-cedar regeneration,
as deer browsing can be a barrier to seedling
performance (Hennon et al. 2006, 2008). As there
were no affected forests identified in GLBA by
aerial survey, plots measured increased our
sample size of live forests and extended our
chronosequence further north across a relatively
limited spatial extent. Our biophysical controls
used for site selection helped reduce the likeli-

hood of other factors driving variation in forest
structure and community composition among
the cedar status categories.

Understory plant community
Our study provides evidence of a dynamic

understory response that occurs as forests be-
come affected by decline. Changes in community
composition were elucidated by the increase in
Shannon diversity for functional groups and the
dissimilarities in functional group abundance
across the chronosequence (Fig. 7A): live forests
were primarily differentiated by bryophyte
abundance, recent mortality by graminoids, and
old mortality by shrubs. We found forests
affected by decline can lead to increased forage
production over time, potentially increasing deer
carrying capacity. As variations in snow-depth
are known to effect browse availability (White et
al. 2009), reduced snowpack that triggers tree
mortality may also expand winter habitat for
deer.

An extensive literature on widespread mortal-
ity of a single dominant tree species from other
types of disturbances (e.g., insects or pathogens
that target a host species) indicates that overstory
loss typically alters understory plant communi-
ties (Anderegg et al. 2012). Recent studies on the
effects of a species dieback associated with
climate change on understory vegetation
showed: increases in species richness and abun-
dance seven years after a major drought-induced
mortality event of Juniperus monosperma (Kane et
al. 2011); shifts in community composition with
decreases in herbaceous species, cover, and
volume; and increases in shrub abundance,
cover, and volume over a two-year time period
in stands affected by sudden aspen decline
(Anderegg et al. 2012). Typically characterized
by frequency, duration, severity, size and spatial
pattern, disturbance regimes provide critical
information to understand stand formation and
subsequent development (O’Hara and Ramage
2013). Timing and intensity of yellow-cedar
mortality plays a critical role in determining
plant community responses. Although we ob-
served an increase in the vascular plant taxa
identified across the chronosequence, our ability
to make inferences to changes in species richness
and diversity as forest become affected by decline
was limited by taxonomic resolution (Appendix
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A). We did not identify sedges (Cyperaceae),
grasses (Poaceae), clubmosses (Lycopodiophyta),
horsetails (Equisetum spp.), and bryophytes at the
species level, but the abundance of the associated
functional groups differed substantially across
the chronosequence. As such, taxonomic richness
and diversity for these vascular plant taxa and
the bryophytes group would play an important
role in overall dynamics of species diversity.

Implications for management, conservation,
and ecosystem services

Our ability to identify and quantify the
trajectories of ecological communities is impor-
tant for monitoring and maintaining biodiversi-
ty, as well as other ecosystem services. Because
of the remoteness and inaccessibility of the
Archipelago in southeast Alaska, monitoring
and active forest management, such as harvest-
ing or planting, may occur only on a small
portion of forest experiencing yellow-cedar
decline (Hennon et al. 2012). We documented
far-reaching effects of climate change on pro-
tected wilderness lands, affirming that areas
once set-aside for conservation may be insuffi-
cient for species preservation in a changing
climate (Heller and Zavaleta 2009). Given
expected climate change in the current century,
many vegetation types and individual species
may lose representation in protected areas (Scott
et al. 2002, Burns et al. 2003, Araújo et al. 2004).
Effective conservation strategies require under-
standing the changing plant community dy-
namics and assessing habitat where species are
more likely to survive on both managed and
protected lands. Managers and conservation
planners operating in other ecosystems may
need to consider impacts of climate change on
plant communities in protected areas to evaluate
broad-scale implications of activities (such as
timber harvest) on actively managed lands.
Whether this species decline will expand north-
ward into the live forests in Glacier Bay
National Park and Preserve is currently un-
known; this study’s plots offer opportunities for
directly monitoring future changes in affected
and unaffected forests to date.

The changes observed across the chronose-
quence can have a range of cascading effects on
ecosystem services. Conversion to western-hem-
lock dominated forests represents a long-term

reduction in culturally valued trees and a loss of
the cultural services these trees provide. Forests
affected by decline may sequester less carbon in
the long-term, given western hemlock’s relatively
shorter lifespan (Klinka et al. 2000) and wood
deterioration rates (Hennon et al. 2000, 2002).
Researchers are just beginning to understand the
influence of dead cedars on watershed nutrient
export (D’Amore et al. 2009). By replacing
yellow-cedar trees with the most abundant tree
species in the region (western hemlock), yellow-
cedar decline can lead to a loss of conifer
diversity at the landscape level, yet may provide
increased forage availability for deer hunted
throughout the region.

Although our research occurred on protected
lands at the northern reaches of yellow-cedar
decline, dynamics observed can provide forest
managers on the Tongass National Forest with a
better understanding of the processes of stand
development and conifer species most likely to
dominate impacted forests over time. In consid-
eration of salvage activity or thinning on man-
aged lands affected by decline, our results
suggest that managers should recognize that
western hemlock is more likely to outcompete
other species, and that favoring spruce or
mountain hemlock individuals may help main-
tain conifer diversity. Further research could
evaluate whether forests affected by decline
support a greater deer population or if shifting
hunting pressures to these areas could have a
positive impact on yellow-cedar regeneration.
Our study also underscores the importance of
maintaining yellow-cedar populations at higher
elevations, given the decreased likelihood for
yellow-cedar regeneration once low-elevation,
coastal forests become affected by the dieback.

Conclusion
Species traits, autecology, and community

ecology, including overstory–understory interac-
tions, need to be considered when examining and
predicting the effects of climate change on
emerging plant communities. The temporal
variations we observed in regeneration, as well
as changes in understory and overstory compo-
sition, highlight the importance of considering
long-term effects of a species dieback associated
with climate change. Short-term studies of forest
development processes could lead to misinter-
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pretation of long-term trajectories and impacts to
diversity. In consideration of how human popu-
lations will adapt to ecosystem changes if
climate-induced forest mortality accelerates into
the future, a critical first step is to improve
understanding of the cascading effects of these
mortality events on the human-natural system.
Directional ecological changes may not be
unidirectional when taking into account a diver-
sity of perspectives on ecosystem services. How
people use and value the services forests provide,
from material uses to intangible values, may be
important factors in interpreting impacts of
widespread forest mortality in the human di-
mension.
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SUPPLEMENTAL MATERIAL

APPENDIX A

Table A1. Common and scientific names of understory vascular plants identified in the study area.

Common name Scientific name

Shrubs and sub-shrubs
Sitka alder Alnus viridis (Chaix) DC. subsp. sinuata (Regel) Á. Löve & D. Löve
Bunchberry dogwood Cornus canadensis L.
Copperbush Elliottia pyroliflora (Bong.) S.W. Brim & P.F. Stevens
Black crowberry Empetrum nigrum L.
Alaska bellheather Harrimanella stelleriana (Pall.) Coville
Alpine laurel Kalmia microphylla subsp. occidentalis (Hook.) A. Heller (Small) Roy L. Taylor & MacBryde
Twinflower Linnaea borealis L.
Rusty menziesia Menziesia ferruginea Sm.
Devil’s club Oplopanax horridus (Sm.) Miq.
Yellow mountainheath Phyllodoce glanduliflora (Hook.) Coville
Bog labrador tea Rhododendron groenlandicum (Oeder) K.A. Kron & W.S. Judd
Cloudberry Rubus chamaemorus L.
Strawberryleaf raspberry Rubus pedatus Sm.
Salmonberry Rubus spectabilis Pursh
Alaska blueberry Vaccinium alaskaense Howell
Bog blueberry Vaccinium cespitosum Michx.
Oval-leaf blueberry Vaccinium ovalifolium Sm.
Small cranberry Vaccinium oxycoccos L.
Red huckleberry Vaccinium parvifolium Sm.
Dwarf alpine blueberry Vaccinium uliginosum L. subsp. alpinum (Bigelow) Hultén
Mountain cranberry Vaccinium vitis-idaea subsp. minus L. (Lodd.) Hulten

Ferns and lycophytes
Subarctic ladyfern Athyrium filix-femina subsp. cyclosorum (L.) Roth (Rupr.) C. Chr.
Deer fern Blechnum spicant (L.) Sm.
Spreading woodfern Dryopteris expansa (C. Presl) Fraser-Jenkins & Jermy
Horsetails Equisetum spp.
Western oakfern Gymnocarpium dryopteris (L.) Newman
Clubmosses Lycopodiophyta
Licorice fern Polypodium glycyrrhiza D.C. Eaton

Forbs
Bride’s feathers Aruncus dioicus (Walter) Fernald
Fernleaf goldthread Coptis aspleniifolia Salisb.
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APPENDIX B

Table A1. Continued.

Common name Scientific name

Threeleaf goldthread Coptis trifolia (L.) Salisb.
Sierra shootingstar Dodecatheon jeffreyi Van Houtte
Subalpine fleabane Erigeron peregrinus (Banks ex Pursh) Greene subsp. peregrinus
Deer cabbage Nephrophyllidium crista-galli (Menzies ex Hook.) Gilg
Swamp gentian Gentiana douglasiana Bong.
Heartleaf twayblade Listera cordata (L.) R. Br.
Skunk cabbage Lysichiton americanus Hulten & H. St. John
False lily of the valley Maianthemum dilatatum (Alph. Wood) A. Nelson & J.F. Macbr.
Fringed grass of Parnassus Parnassia fimbriata K.D. Koenig
Narrow beech fern Phegopteris connectilis (Michx.) Watt
Scentbottle Platanthera dilatata (Pursh) Lindl. ex Beck
Western rattlesnakeroot Prenanthes alata (Hook.) D. Dietr.
Canadian burnet Sanguisorba canadensis L.
Claspleaf twistedstalk Streptopus amplexifolius (L.) DC.
Small twistedstalk Streptopus streptopoides (Ledeb.) Frye & Rigg
Threeleaf foamflower Tiarella trifoliata L.
Arctic starflower Trientalis europaea subsp. arctica L. (Fisch. ex Hook.) Hulten
Green false hellebore Veratrum viride Aiton
Marsh violet Viola palustris L.

Graminoids
Sedges Cyperaceae
Grasses Poaceae

Note: Common and scientific names listed according to the PLANTS Database (USDA, NRCS 2014); groupings were
delineated first by growth habitat (shrubs and forbs) in the PLANTS Database and then further distinguished to ferns,
lycophytes, and graminoids according to Pojar and MacKinnon (1994).

Table B1. Mean density of live seedlings (,10 cm height) and saplings (,2.5 cm dbh and �1.0 m height). Western

hemlock and mountain hemlock seedlings are reported to genus.

Species Seedlings Saplings

Live
Yellow-cedar 37,431 395
Hemlock
Western 555
Mountain 115

Western þ mountain 85,139
Sitka spruce 8,194 105
Shore pine 2,014 20
All species 132,778 1,190

Recent mortality
Yellow-cedar 11,458 45
Hemlock
Western 968
Mountain 323
Western þ mountain 126,563

Sitka spruce 14,896 405
Shore pine 1,146 15
All species 154,063 1,755

Mid-range mortality
Yellow-cedar 7,500 167
Hemlock
Western 1,594
Mountain 257
Western þ mountain 128,750

Sitka spruce 12,143 450
Shore pine 2,857 13
All species 151,250 2,481
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APPENDIX C

Table C1. Outputs from selected zero-inflated Poisson models used to model the probability of species’

occurrence in each cedar decline status and to test for significant effect of cedar decline status on each species’

abundance in sapling stage.

Model, by species Coefficient Odds ratio SE p

Yellow-cedar
Binomial model
Intercept –0.5975 1.5247 0.6952
Recent mortality –1.0877 0.3370 0.8383 0.1945
Mid-range mortality –2.2793 0.1024 1.2771 0.0743
Old mortality –2.6391 0.0714 1.1906 0.0266*
Canopy openness 0.0281 0.0496 0.5718

Poisson model
Intercept –2.3146 0.8472 0.0063**
Recent mortality –2.3912 0.6727 0.0003***
Mid-range mortality –0.5003 0.3272 0.1263
Old mortality –0.9537 0.9397 0.3102
Canopy openness 0.1311 0.0236 0.0000***

Western hemlock
Binomial model
Intercept 3.3839 1.6048 0.0350*
Recent mortality 1.5985 4.9458 1.2477 0.2001
Mid-range mortality 17.9416 61,937,081.9490 3,997.8072 0.9964
Old mortality –0.9370 0.3918 0.8726 0.2829
Canopy openness –0.0711 0.0489 0.1460

Poisson model
Intercept 1.6648 0.2397 0.0000***
Recent mortality 0.3049 0.1377 0.0268*
Mid-range mortality 0.6737 0.1480 0.0000***
Old mortality 0.6514 0.1430 0.0000***
Canopy openness 0.0139 0.0075 0.0625

Mountain hemlock
Binomial model
Intercept –4.5966 1.7273 0.0078**
Recent mortality 0.0376 1.0383 0.8447 0.9645
Mid-range mortality 1.5762 4.8367 1.2783 0.2176
Old mortality 1.3601 3.8966 0.9285 0.1430
Canopy openness 0.1302 0.0537 0.0154*

Poisson model
Intercept 0.7244 0.4532 0.1100
Recent mortality 0.5641 0.2727 0.0386*
Mid-range mortality –0.2406 0.3300 0.4659
Old mortality 0.2798 0.2803 0.3182
Canopy openness 0.0178 0.0117 0.1301

Table B1. Continued.

Species Seedlings Saplings

Old mortality
Yellow-cedar 12,841 16
Hemlock
Western 728
Mountain 302
Western þ mountain 307,273

Sitka spruce 17,386 490
Shore pine 455 8
All species 337,955 1,546
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Table C1. Continued.

Model, by species Coefficient Odds ratio SE p

Sitka spruce
Binomial model
Intercept 0.4623 1.4064 0.7424
Recent mortality 1.7054 5.5037 0.9510 0.0729
Mid-range mortality 1.0612 2.8897 1.0488 0.3116
Old mortality 1.5527 4.7243 0.9306 0.0952
Canopy openness –0.0158 0.0452 0.7271

Poisson model
Intercept 1.9574 0.4491 0.0000***
Recent mortality 1.1931 0.3036 0.0001***
Mid-range mortality 1.7485 0.3497 0.0000***
Old mortality 1.2361 0.2930 0.0000***
Canopy openness –0.0442 0.0132 0.0008***

Shore pine
Binomial model
Intercept –22.8581 9.6605 0.0180*
Recent mortality –2.2061 0.1101 1.9900 0.2676
Mid-range mortality –3.7034 0.0246 2.0725 0.0740
Old mortality –7.8147 0.0004 4.1696 0.0609
Canopy openness 0.6006 0.2594 0.0206*

Poisson model
Intercept 0.5002 34.3391 0.9884
Recent mortality –10.5767 157.2025 0.9464
Mid-range mortality –9.1777 110.4300 0.9338
Old mortality –11.6812 387.9702 0.9760
Canopy openness –0.0009 0.8761 0.9992

Notes: Data were considered as zeros versus non-zeros, and a binomial with logit link model (zero hurdle) was used to model
the probability of observing a zero-value. Non-zero observations were modelled with a truncated poison with logit link (count
model). Best models were selected based upon AIC values. All models were improved by the inclusion of canopy openness as
an explanatory factor.
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used Cox proportional hazards regression to relate habitat composition within 100-m circular buffers around radiolocations to risk of death of

resident and nonresident wolves. In addition, we included covariates representing distances to roads, logged stands, and lakes and streams in

those analyses. We also compiled harvest data from 31 harvest units within the study area to compare densities of roads and distances from

human settlements with rates of harvest. During our study 39 wolves died, of which 18 were harvested legally, 16 were killed illegally, and 5

died from natural causes. Legal and illegal harvest accounted for .87% of the mortality of radiocollared resident and nonresident wolves. Mean

annual survival was 0.54 (SE ¼ 0.17) for all wolves. Annual survival was 0.65 (SE ¼ 0.17) for resident wolves and 0.34 (SE ¼ 0.17) for
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distances from lakes and streams were covariates positively associated with death of resident wolves. Clear-cuts were positively associated with

risk of death of nonresident wolves. Rate of harvest increased with density of roads; however, road densities .0.9 km/km2 had little additional

effect on harvest rates. Harvest rates decreased with ocean distances from nearest towns or settlements. Roads clearly increased risk of death for

wolves from hunting and trapping and contributed to unsustainable rates of harvest. Wildlife managers should consider effects of roads and

other habitat features on harvest of wolves when developing harvest recommendations. They should expect substantial illegal harvest where wolf

habitat is accessible to humans. Moreover, high rates of mortality of nonresident wolves exposed to legal and illegal harvest may reduce or delay

successful dispersal, potentially affecting linkages between small disjunct wolf populations or population segments. We conclude that a

combination of conservative harvest regulations and large roadless reserves likely are the most effective measures for conserving wolves where
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Prince of Wales Island and neighboring cluster of smaller
islands in Southeast Alaska, USA, support a population of
250–350 wolves (Canis lupus) that are genetically isolated
from other wolves in the region (Person et al. 1996,
Weckworth et al. 2005). Most of the land area is within the
Tongass National Forest, and many watersheds have been
extensively logged and are accessible by road. Changes in
vegetation from post-logging forest succession (Alaback
1982) likely will reduce numbers of deer (Odocoileus

hemionus sitkensis; Wallmo and Schoen 1980, Schoen et al.
1988), the principal prey of wolves (Person et al. 1996,
Kohira and Rexstad 1997, Person 2001). As deer population
declines, deer hunters will perceive wolves as competitors
and likely seek to reduce their population by legal and illegal
means (Person et al. 1996, Person 2001). Legal harvest
annually removes 25–30% of the wolf population; however,
this estimate does not include illegal take, which has not
been previously estimated. The extensive road system on
Prince of Wales and adjacent islands could be a key factor
influencing legal and illegal harvests; therefore, it is
important to understand and evaluate effects of roads, and
other habitat factors that may facilitate harvest, on mortality
of wolves.

Where wolves and humans coexist, humans generally
overwhelm all other sources of mortality, particularly where
humans can access wolf habitat via roads or other means
(Ballard et al. 1987, Fuller 1989, Mech 1989). Numerous
authors have examined relations between roads and presence

or absence of wolves (Thiel 1985, Mech et al. 1988, Mech
1989, Thurber et al. 1994, Mladenoff et al. 1995), or wolf
activity (Whittington et al. 2005). Those studies generally
assumed that roads affect wolf populations by interfering
with movements and activity, increasing mortality from
traffic accidents, or facilitating unsustainable harvest by legal
and illegal means. Few of those studies have examined direct
effects of roads on risks of mortality of individual wolves or
have evaluated those effects within the context of proba-
bilistic analyses that ultimately may be used to assess risks of
habitat change for the fitness of wolves and viability of
populations. Moreover, habitat characteristics other than
roads may influence risks of death and fitness. For example,
in Southeast Alaska, wolves are easily observed in open
habitats such as grassy meadows, young clear-cuts, and
muskeg heaths. Consequently, use of those habitats by
wolves may increase risks of death from legal and illegal
hunting, particularly in areas accessible to humans.

The strategy for the conservation of wolves within the
Tongass National Forest relies on a system of old-growth
forest reserves, each at least partially supporting �1 wolf
packs and linked to wolves in other reserves by dispersal
(U.S. Forest Service 1997). Survival of dispersing and other
nonresident wolves within the matrix of managed lands
between reserves may be critical to long-term population
viability, particularly in heavily logged and roaded land-
scapes. Nonresident wolves generally move through un-
familiar territory, potentially making them more vulnerable
than residents to hunters and trappers, and to other wolves
(Fuller et al. 2003). In areas that are accessible to humans1 E-mail: dave.person@alaska.gov
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and where harvest levels are high such as Prince of Wales
Island, rates of mortality of nonresident wolves could exceed
those of residents. Similar to resident wolves, roads and
open habitats could influence mortality of nonresidents.
High rates of mortality of dispersing wolves could affect
colonization of vacant territories, sever links between
disjunct wolf population segments, and reduce levels of
gene flow.

We studied survival and mortality of radiocollared wolves
on Prince of Wales and adjacent islands during 1993–1995
and 1999–2004. We also analyzed wolf harvest data from
our study area to look for relations between rates of harvest
and variables such as density of roads and distances to
human settlements. That analysis complemented our study
of radiocollared wolves, and we intended it to provide useful
information concerning effects of human access on wolf
harvest, which could be used during land management
planning. Our objectives were to compare rates of survival
and sources of mortality between resident and nonresident
wolves, determine if use of roads or open habitats such as
muskegs, young clear-cuts, and meadows by resident and
nonresident wolves affected risks of death from hunting and
trapping, and determine if density of roads or other
measures of access were significant predictors of rate of
harvest.

STUDY AREA

Southeast Alaska comprises a narrow strip of mainland and
a chain of islands, known as the Alexander Archipelago,
which is oriented roughly parallel to the mainland. The
archipelago consists of thousands of islands ranging in size
from ,0.01 km2 to 6,700 km2 with distances between

islands and the mainland ranging from several meters to 15
km. The study area (9,344 km2) encompassed Prince of
Wales, Kosciusko, Heceta, and other adjacent islands
(between 54840 0 and 56820 0 north and 132800 0 and
1348000 west; Fig. 1). Prince of Wales Island was the
third-largest in the United States (about 6,700 km2) and
contained the towns of Craig, Klawock, Hydaburg, and
Thorne Bay, as well as several smaller villages and
settlements. The topography included rugged mountains
up to 1,160 m and long deep fiords. Habitat composition of
the study area was about 48% old-growth coniferous forest,
24% open muskeg heath, and 21% clear-cuts or early seral
forest. Approximately 196,000 ha were clear-cut–logged and
.4,800 km of road were built. During our study, temper-
atures in January were typically .�18 C, temperatures in
July .188 C, and annual precipitation ranged 279–505 cm.
Snow accumulation was highly variable spatially and
temporally, and depths ranged 0–76 cm.

The study area supported forests, dominated by Sitka
spruce (Picea sitchensis) and western hemlock (Tsuga
heterophylla), with lesser amounts of western redcedar (Thuja
plicata), shore pine (Pinus contorta), and Alaska yellow cedar
(Chamaecyparis nootkatensis). Alaback (1982) and Alaback
and Juday (1989) described the understory characteristics,
successional patterns, and ecology of those forests. Mam-
mals that commonly occurred within the study area were
Sitka black-tailed deer, black bears (Ursus americanus),
beaver (Castor canadensis), river otters (Lontra canadensis),
other mustelids, and several species of small rodents
(MacDonald and Cook 1999). The study area contained
many streams and rivers that supported abundant salmon
(Onchorynchus spp.) populations.

Harvesting of wolves was regulated by the Federal
Subsistence Board and the State of Alaska Board of Game.
Regulations promulgated by the Federal Subsistence Board
superseded state regulations on all federal lands, which
constituted most of the study area. In game management
unit 2 (GMU 2, so designated by the Alaska Department of
Fish and Game), which included Prince of Wales Island, the
state hunting season was 1 December–31 December with a
bag limit of 5 wolves. The trapping season was 1 December–
31 March with no bag limit. In 1997, a total harvest quota
of 30% of the estimated autumn population was imple-
mented because of concerns about excessive harvesting of
wolves in the unit owing to extensive logging and road
construction. The federal hunting season was 1 September–
31 December with a 5-wolf bag limit and the federal
trapping season was 15 November–15 March with no bag
limit. Federal wildlife managers voluntarily conformed to
the 30% harvest quota but were not required to do so by
Federal regulations. State law required that hides of all
wolves harvested during state or federal seasons be inspected
by state-authorized fur sealers within 30 days after harvest.

METHODS

Capture, Handling, and Monitoring Wolves
We captured and radiocollared 55 wolves on Prince of
Wales, Heceta, and Kosciusko Islands during March 1993–

Figure 1. Prince of Wales and adjacent islands in Southeast Alaska, USA.
We captured and monitored radiocollared wolves on Prince of Wales,
Kosciusko, and Heceta islands, 1993–2004.
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August 2002. We captured wolves using padded or modified
leghold traps and tranquilized them using Telazol (5–6 mg/
kg; Wildlife Pharmaceuticals, Fort Dodge, CO) adminis-
tered with a jab pole or blowgun. Capture and handling
methods were described by Person (2001) and conformed to
guidelines specified by the University of Alaska Fairbanks
Institutional Animal Care and Use Committee and the
American Society of Mammalogists (Animal Care and Use
Committee 1998). Wolves were fitted with very high
frequency radiocollars containing mortality sensors (Mod
500; Telonics, Mesa, AZ), which had battery lives of �36
months. All wolves were either dead or censored ,39
months after capture. We recorded sex for each wolf and
aged them as pups (,12 months old), yearlings (�12
months and ,24 months), and adults (�24 months) using
palpation of the epiphyseal process on the long bones of the
front legs (Sullivan and Hagen 1956, Rausch 1967).

We monitored radiocollared wolves 2–6 times each month
aerially and from the ground, obtaining a total of 2,356
radio locations. We determined ground locations by direct
observation or by triangulation of �2 azimuths. During
blind testing of observers using radiocollars at known
locations, 90% of all estimated aerial and ground-based
locations were ,100 m from true locations. We overlaid
radiolocations on geographically referenced ortho-photo-
graphs and assigned them coordinates (Universal Transverse
Mercator Zone 8N, North American Datum 1927). We
entered all locations into a Geographic Information System
(GIS) database (Idrisi; Clark University, Worcester, MA)
for analysis. We investigated mortality signals usually �2
days after detection. We determined causes of death by
necropsies in the field. Most mortalities, however, were due
to hunting and trapping and we obtained information
concerning those deaths through the fur harvest sealing
process mandated by state law. We identified illegal
mortalities from evidence at the locations where we found
the radiocollars or obtained during legal prosecutions of the
perpetrators.

We classified wolves as resident pack members and
nonresidents (Person 2001). Resident pack members had
well-defined home ranges and associated closely with other
pack members spatially and temporally. Nonresident wolves
were those that dispersed or had settled but floated among
several packs. Dispersers moved away from natal pack home
ranges and did not return. Dispersers moved frequently and
never remained .14 days in one place. Nonresidents that
floated between packs were wolves that had settled following
dispersal or were about to disperse. Nonresidents had well-
defined home ranges that overlapped .1 resident pack
home range and remained in those home ranges .14 days
until they died, established a resident home range, or
dispersed. We considered wolves that settled residents if we
observed them interacting with other wolves on .2
occasions and they had well-defined home ranges that did
not overlap those of neighboring packs. Some radiocollared
wolves progressed through several social classes, beginning
as resident pack members, becoming nonresidents when

they dispersed, and finally establishing their own resident
packs. We censored data for wolves as residents at the time
they became nonresidents. After the transition, however, we
included them as new individuals within the sample of
nonresidents. If they eventually settled and became resi-
dents, we censored them at the time they settled and did not
include them as new individuals in the sample of resident
wolves. We believe that protocol was appropriate because all
nonresident wolves survived as residents in packs located
within our study area and it is difficult to conceive how
including those wolves previously monitored as residents in
our sample of nonresidents would bias estimates of
survivorship of nonresident wolves or underestimate var-
iances of any statistically derived parameters. It is unlikely
that their experiences and characteristics would differ from
any other independent representative sample of nonresi-
dents. Nonetheless, not all resident wolves had been
nonresidents and including wolves that successfully survived
dispersal within the sample of resident wolves might bias
our results; therefore, we censored them.

Classification of Habitat Features
We placed 100-m-radii circular buffers around radio-
locations for wolves that we monitored. Habitat variables
evaluated within 100-m buffers included habitat composi-
tion, average distance from roads, and average distance from
lakes and streams. Habitat composition comprised 10
individual variables representing the proportions of buffers
in each of 10 discrete vegetation classes and roads (Table 1).
The proportion of a buffer composed of roads was analogous
to a density of roads such that 1% was equivalent to about
15 m of road/ha. We did not classify roads by use or status.
All roads were built originally to facilitate logging. Most
roads were gravel and used primarily for logging and forestry
activities but a small proportion (3.5%) were improved and
paved in recent years. Most roads were open for highway
vehicle use during at least a portion of our study but at any
particular time about 25–50% were closed by gating,
removing bridges and culverts, or were grown over.
Unfortunately, the status of roads (including those grown
over) frequently changed preventing us from reliably
classifying them by levels of use over the duration of our
study. Some roads were opened or closed for several months
before we became aware of it. Moreover, closed roads often
were used by snowmobiles in winter and all terrain vehicles
(ATVs) year-round. Closed roads also facilitated hiking and
frequently were used by hunters and trappers. In addition to
logging and forestry-related activities, roads were used by
anglers, hunters, trappers, subsistence harvesters, and
recreational users. Vehicles using those roads included log
trucks, logging equipment, small trucks, passenger automo-
biles, off-road vehicles, and bicycles. Very few roads were
plowed in winter and snow frequently hindered use from
December through February. Nonetheless, snow accumu-
lations varied spatially and temporally and many roads
remained open during winters with snow.

We compiled wolf harvest data from Alaska Department
of Fish and Game fur sealing records for GMU 2. We
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included data collected between 1990 and 1999 but excluded
information obtained after 1999. The GMU 2 wolf hunting
and trapping season was closed prematurely in 1999 because
the harvest quota was reached. Thereafter, reported harvest
of wolves declined substantially and has remained lower
than it was prior to 2000 (Fig. 2). We suspected that a
substantial proportion of the harvest was not reported after
1999; therefore, recent harvest data may be unreliable. We
tabulated harvest data by wildlife analysis areas (WAA),
which were smaller administrative subunits (x̄¼ 292.9 km2,
SD ¼ 185.3 km2) within GMU 2, and estimated average
annual harvest rates/100 km2 (Table 2). Calculating harvest
rates enabled us to eliminate effects of differences in sizes of
WAAs on harvest. We calculated density of all roads (i.e.,
open, closed, and overgrown roads) within WAAs. We

estimated average land distances from 100 randomly
selected points within WAAs to nearest villages or towns.
If a WAA was not connected by road to the main road
system on Prince of Wales Island, we estimated the average
ocean distance from towns and villages to 100 randomly
selected points along the shoreline of the WAA. Road
density included roads on federal, state, and private lands
that existed in 1995, which was the midpoint of the time-
period covered by our harvest data.

We derived digital habitat maps used in our analyses from
United States Forest Service GIS coverages for the Tongass
National Forest. All data layers were current for the year
2005, and we were able to account for habitat changes
during the course of our study. We conducted geographic
analyses using IDRISI Andes raster GIS software. Raster
cell resolution was 20 m.

Statistical Analyses
We captured and monitored wolves within the same
portions of the study area during 2 discrete time periods
(Mar 1993–Nov 1995 and Mar 1999–Nov 2004). We
estimated survival and hazard functions for resident and
nonresident wolves using the staggered entry Kaplan–Meier
procedure (Pollock et al. 1989) for each of those monitoring
periods. We used 2-week time intervals for our analyses
because we occasionally had lapses up to 14 days between
relocations of individual wolves owing to weather and
logistical problems. We tested differences between survival
functions for monitoring periods using log rank tests. We
tested differences between survival functions for social, sex,
and age classes using log rank tests stratified by monitoring
period.

We evaluated relations between habitat use and mortality
of wolves using Cox proportional hazards regression (Riggs
and Pollock 1992, Hosmer and Lemeshow 2000). We

Table 1. Descriptions of vegetation classes that we used to evaluate habitat
composition within 100-m-radii buffers surrounding radio locations of
wolves monitored on Prince of Wales and adjacent islands, Southeast
Alaska, USA, 1993–2004.

Vegetation Description

Beach Nonforested tide lands, open habitat
consisting mostly of rocky, sandy, or
muddy beaches. Any area within
buffers that overlapped shoreline
and ocean was considered to be
beach or tideland.

Alpine Nonforested, open habitat .600 m
elevation; predominantly covered by
rocks and herbaceous forbs.

Muskeg Predominantly open heath or peat-land
areas with sparse distribution of
conifers.

Lake or stream Fresh water lake or stream, often sup-
porting salmon and other anadro-
mous fish.

Open-canopy old-growth
forest

Primarily uneven-aged hemlock–cedar
forest ,58.3 m3/ha gross timber
vol; thick understory vegetation.

Coarse-canopy old-growth
forest

Primarily uneven-aged hemlock–spruce
forest �58 m3/ha gross timber vol;
abundant understory vegetation.

Clear-cuts �10 yr Even-aged clear-cuts �10 yr
postlogging; canopy was completely
removed, conifer regeneration was
at seedling stage; moderate biomass
of shrubs and forbs, abundant
slash.

Clear-cuts 11–30 yr Shrub-sapling–stage clear-cuts 11–30
yr postlogging; open canopy, conifer
regeneration was at sapling stage,
abundant understory vegetation.

Clear-cuts .30 yr Pole-stage and saw-log–stage clear-cuts
.31 yr postlogging; conifer
regeneration .15-cm dbh, dense
forest canopy prevented light from
reaching forest floor; depauperate
understory vegetation.

Meadow Fresh or salt-water marsh or grassy
meadows; nonforested open habitat
composed mostly of sedges, grasses,
and forbs; occasional scattered
shrubs; mostly associated with
estuaries.

Road Paved and unpaved roadways.

Figure 2. Wolf harvest 1990–2004 for game management unit 2, which
included Prince of Wales and adjacent islands in Southeast Alaska, USA. A
harvest quota was implemented in 1997 limiting harvest to 30% of the
estimated wolf population in autumn. The wolf trapping season was closed
prematurely in 1999 because the harvest quota was reached. Double-ended
arrows indicate years in which we monitored radiocollared wolves.
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stratified analyses of resident wolves by wolf packs because
we often radiocollared .1 wolf from individual packs and
their behavior likely was not independent of other pack
members. Stratification allowed estimation of baseline
hazard functions for each pack separately but enabled
estimation of covariates across packs (Prentice and Gloeck-
ler 1978). Nonresident wolves behaved independently of
other nonresident wolves and did not require data to be
stratified. We averaged habitat variables tabulated within
buffers around radiolocations over all locations for each
wolf. Thus, we created an average buffer for each wolf that
represented the history of habitat use by that animal. We
were not concerned with habitat features at the location of
death. Although that information may be of some
importance, we were interested in how habitat use over
time differed between wolves that lived compared to those
that died. Cox regression assumes that hazard functions for
groups of individuals compared in an analysis are propor-
tional and that covariates do not confound proportionality in
some time-dependent fashion. We tested those assumptions
by comparing survival and hazard functions of wolves
grouped by age, sex, and social class and calculating
Schoenfeld residuals (Hess 1995) to reveal any time-
dependent effects of model covariates. We also included
variables representing year and season of capture to address
potential effects of our staggered-entry design on propor-
tional-hazards models (Riggs and Pollock 1992). We

screened variables for strong correlations (�0.7 � r � 0.7)
with other covariates prior to model selection. If we detected
strong correlations, we dropped covariates with the weakest
relations to the outcome variables from the models. We used
Akaike’s Information Criterion for small samples (AICc) to
select the best multivariate models (Burnham and Anderson
1998). We only considered a model viable if the difference
(D) between its AICc score and that of the best model in the
model selection set was ,4.0. We calculated AIC weights
(wi) for comparisons of all viable models.

We calculated risk ratios for each covariate in the best
subset models. Risk ratios estimate changes in relative risk of
death for incremental changes in magnitudes of predictor
variables (Riggs and Pollock 1992); hence, risk ratios
represent effect sizes of the independent contributions to
risk of death made by each covariate. We compared effect
sizes among variables by calculating risk ratios for a 10%
increase within the range of observed values for each
covariate.

We used multiple linear regression to relate total rate of
harvest within WAAs to density of roads, and average land
and ocean distances from towns or villages. Approximately
half of wolves killed were taken by harvesters using boats
rather than vehicles on roads. Therefore, we also regressed
the same covariates against harvest rates of wolves killed
from roads only. We included ocean distance in those
analyses because some hunters and trappers harvesting

Table 2. Wolf harvest statistics for Prince of Wales and adjacent islands (game management unit 2) in Southeast Alaska, USA, 1990–1999. Data are shown
by wildlife analysis areas (WAA).

WAA
Mean harvest

1990–1999
Mean road harvest

1990–1999
Area
(km2)

Road density
(km/km2)

Mean harvest rate
(wolves/100 km2)

Road harvest rate
(wolves/100 km2)

901 2.78 0.22 150.2 0.28 1.85 0.15
902 4.56 0.00 439.6 0.00 1.04 0.00
1003 2.00 0.11 182.3 1.13 1.10 0.06
1105 1.89 0.33 669.0 0.25 0.28 0.05
1106 1.33 1.00 129.6 1.40 1.03 0.77
1107 3.55 0.78 939.0 0.29 0.38 0.08
1108 0.67 0.00 404.6 0.00 0.17 0.00
1209 0.78 0.22 287.0 0.04 0.27 0.08
1210 0.67 0.00 368.6 0.03 0.18 0.00
1211 5.00 0.33 241.4 1.43 2.07 0.14
1212 0.44 0.00 143.1 0.00 0.31 0.00
1213 1.33 0.00 138.8 0.00 0.96 0.00
1214 5.78 3.78 394.1 0.79 1.47 0.96
1315 4.00 2.56 405.4 0.78 0.99 0.63
1316 1.89 0.00 163.4 0.01 1.16 0.00
1317 7.33 4.00 299.9 0.48 2.44 1.33
1318 6.78 5.11 506.8 0.93 1.34 1.01
1319 2.11 1.78 428.0 0.58 0.50 0.42
1323 0.33 0.11 157.8 0.12 0.20 0.07
1332 8.22 1.00 281.0 0.27 2.93 0.36
1420 3.44 3.44 196.6 0.92 1.75 1.75
1421 5.00 4.22 372.1 0.76 1.34 1.13
1422 6.88 6.63 492.8 1.02 1.40 1.35
1525 0.89 0.44 131.2 1.66 0.68 0.34
1526 2.78 0.22 277.6 0.11 1.00 0.08
1527 2.56 0.44 162.8 0.95 1.57 0.27
1528 0.22 0.11 112.5 0.31 0.20 0.10
1529 9.44 1.78 310.0 0.82 3.05 0.57
1530 2.11 1.22 253.4 0.95 0.83 0.48
1531 0.22 0.11 158.6 0.94 0.14 0.07
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wolves on remote islands used ATVs and other vehicles on
roads on those islands, and ocean distances from towns and
villages influenced the probability that vehicles would be
transported to the islands. We screened variables and
selected multiple linear regression models using the same
procedures described for our Cox regression analyses.

RESULTS

We captured and monitored 24 males and 31 females. Of
those, we monitored 32 as juveniles, 15 as yearlings, and 33
as adults (total .55 because we monitored some wolves for
.1 age classes). We monitored 43 resident pack members
and 31 nonresident wolves (some wolves transitioned
through both social classes). During our study 39 (70.9%)
of 55 wolves radiocollared died. Hunters and trappers killed
18 wolves legally, 16 were killed illegally, and 5 died from
natural causes (killed by other wolves, disease, or starvation).
Thus, 87.1% of wolves that died were killed by humans.
Most wolves killed illegally were shot (13) out of season or
killed during legal seasons but not reported. The proportion
of mortality due to each cause was similar between social
classes (v2

3¼ 2.79, P¼ 0.425), age classes (v2
6¼ 5.07, P¼

0.535), and sexes (v2
3 ¼ 0.189, P ¼ 0.979). No juvenile

wolves were captured as neonates; therefore, we were
examining post-weaning survival of pups and not survival
from birth. Of 12 packs we monitored, 4 were eliminated by
hunting and trapping. Of the territories of those packs, 2
remained vacant for 2 years before dispersing wolves
occupied them and one was recolonized by dispersers after
1 year. The other territory was absorbed by a neighboring
pack within 1 year.

Annual survival rate for all wolves radiocollared during the

first monitoring period averaged 0.45 (SE¼ 0.17) and 0.62
(SE ¼ 0.16) during the second period. Survival functions
from each monitoring period were not different for resident
(log rank v2

1 ¼ 0.934, P ¼ 0.334) and nonresident wolves
(log rank v2

1 ¼ 0.390, P ¼ 0.533). Average annual rate of
survival for all wolves was 0.54 (SE ¼ 0.17); however, all
pups included in that estimate were .4 months old.
Therefore, actual survival within the wolf population
sampled may have been lower. Average annual rates of
mortality owing to legal harvest, illegal harvest, and natural
mortality were 0.23 (SE¼ 0.12), 0.19 (SE¼ 0.11), and 0.04
(SE ¼ 0.05), respectively.

Survival functions did not differ between age classes (log
rank v2

2¼ 1.11, P¼ 0.605) or sexes (log rank v2
1¼ 0.032,

P ¼ 0.858) but survival functions for nonresident wolves
differed from resident pack members (log rank v2

1 ¼ 8.27,
P¼ 0.004). Average annual survival rate for resident wolves
was 0.65 (SE¼ 0.17) and 0.34 (SE¼ 0.17) for nonresidents.
Survival rate of resident wolves at 104 weeks and 156 weeks
was 0.45 (SE ¼ 0.17) and 0.34 (SE ¼ 0.17), respectively.
Unless they settled, no nonresident wolves lived .86 weeks
after radiocollaring or commencing extraterritorial or
dispersal movements. Of 31 monitored, only 6 (19%)
nonresident wolves settled, of which 3 were known to
reproduce before being killed and 2 were shot before they
could breed a second time. Surviving nonresidents settled in
,34 weeks after beginning dispersal and half of those
settled in ,18 weeks. The single exception was a wolf that
was still dispersing when our study ended. All wolves that
survived dispersal from known natal packs settled within 30
km of their natal-pack home ranges.

Survival and hazard functions for resident wolves differed
from nonresidents; therefore, we analyzed data for each
group separately. We combined age classes and sexes,
however, because survival and hazards functions did not
differ by age or sex. We plotted Schoenfeld residuals and
detected no time-dependent effects on the proportional
hazards assumption. Further, no variables representing
season or year of capture were significant predictors in any
of the models indicating that our staggered-entry design did
not confound Cox regression analyses.

For mortality of resident wolves from hunting and
trapping, we could not distinguish clearly between 2 models
(Table 3). Percent roads and distance from lakes and streams
were positively related to risk of death in both models. A
10% (17.3 m) increase in roads within 100-m buffers
increased risk of death 61% in model 1 and 45% in model
2. Distance from lakes and streams was also influential,
increasing risk of death 145% in model 1 and 122% in
model 2 for every 10% (207.6 m) increase in distance.
Model 1 also indicated that muskegs were positively
associated with death, increasing risk 56% for a 10% (0.3
ha) increase in muskegs within 100-m buffers. The
coefficient for roads increased almost 30% from its value
in model 2 when muskeg was included in the model
suggesting a potential interaction between covariates. Add-
ing an interaction term, however, did not substantially

Table 3. Habitat correlates of mortality for resident wolves on Prince of
Wales and adjacent islands in Southeast Alaska, USA, 1993–2004. Results
are for Cox proportional hazards regression (stratified by wolf pack) of
habitat characteristics within 100-m buffers around radiolocations. Only
the best subset of models and their Akaike’s Information Criterion scores
(AICc) are included. Also shown are the AIC weights (wi) for comparison
of models shown.

Covariate ba SEb P c RRd D10%e

Model 1

% muskeg 0.046 0.027 0.090 1.555 0.3 ha
% roads 0.434 0.213 0.042 1.612 17.3 m
Distance from lakes

and streams 0.018 0.008 0.023 2.446 207.6 m

Model 2

% roads 0.337 0.179 0.059 1.449 17.3 m
Distance from lakes

and streams 0.016 0.007 0.019 2.215 207.6 m

Model 1: AICc ¼ 34.048; wi ¼ 0.551
Model 2: AICc ¼ 34.462; wi ¼ 0.448

a Coeff. of covariate in Cox regression model.
b SE of coeff.
c P-value of coeff.
d Risk Ratio: odds ratio evaluated for 10% increase in covariate. RR¼1.0

indicates no effect.
e 10% increase within 100-m buffers expressed in areal units used to

calculate risk ratios.
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improve model fit when compared to the other simpler
models (interaction term P¼ 0.238, D¼ 1.278, wi¼ 0.161),
although D for the model still fell within our criteria for
viable models. Wolves that died tended to have higher
proportions of both muskeg and roads within 100-m buffers
than those that survived.

We identified 3 plausible Cox proportional hazards
models for nonresident wolves (Table 4). All models
indicated that clear-cuts .30 years old were positively
associated with risk of death and 2 models indicated clear-
cuts ,10 years old were positively associated with death.
Old clear-cuts increased risk of death .30% in all models
for a 10% (0.3 ha) increase in that covariate. Young clear-
cuts also increased risk of death .30% in models 1 and 2
for a 10% (0.06 ha) increase in that covariate. Model 1 also
included meadows but the effect was modest with a 10%
(0.02 ha) increase in meadows only increasing risk of
death 18%.

Roads, Distance, and Wolf Harvest
The average reported annual harvest in GMU 2 during
1990–1999 was 95.0 wolves (SD ¼ 17.8) and the average
rate of harvest within WAAs was 1.1 wolves/100 km2 (SD¼
0.82). Most wolves (57%) were killed by hunters and
trappers using boats to access wolf habitat. Density of roads
within WAAs averaged 0.56 km/km2. Average number of
wolves killed from roads annually in GMU 2 was 40.9
(SD ¼ 17.7) and average harvest rate from roads within
WAAs was 0.4 wolves/100km2 (SD ¼ 0.49). We square-
root–transformed average wolf-harvest rates because resid-
uals from the untransformed models strongly deviated from
normal.

The best model predicting average total rate of harvest for

WAAs indicated that it increased with density of roads but
decreased with greater ocean distance from towns and
villages (Table 5). Nonetheless, a second model that
excluded density of roads but included ocean distance fit
the data nearly as well. The influence of roads on harvest
was obscured partially because most wolves were killed by
harvesters using boats. None of the viable models included
land distance from towns and villages. The values for
adjusted r2 were low indicating that a large proportion of the
variance in average total harvest rate was not explained by
density of roads or ocean distances.

Prompted by the ambiguous relation between roads and
harvest rates indicated in the previous analysis, we plotted
rate of harvest of wolves taken only from roads against road
density, which indicated that a linear relation between those
variables existed at densities of roads �0.9 km/km2 (Fig. 3).
At greater road density, variance in harvest rate expanded
dramatically and the linear relation disappeared. We
regressed covariates against square-root–transformed harvest
rate for WAAs with road density �0.9 km/km2 (Table 6).
The best model included road density only and explained a

Table 4. Habitat correlates of mortality for nonresident wolves on Prince of
Wales and adjacent islands in Southeast Alaska, USA, 1993–2004. Results
are for Cox proportional hazards regression of habitat characteristics within
100-m buffers around radiolocations. Only the best subset of models and
their Akaike’s Information Criterion scores (AICc) are included. Also
shown are the AIC weights (wi) for comparison of models shown.

Covariate ba SEb Pc RRd D10%e

Model 1

% meadows 0.552 0.333 0.098 1.180 0.02 ha
% clear-cut .30 yr old 0.042 0.016 0.008 1.478 0.30 ha
% clear-cut ,10 yr old 0.031 0.013 0.016 1.363 0.06 ha

Model 2

% clear-cut .30 yr old 0.039 0.015 0.012 1.437 0.30 ha
% clear-cut ,10 yr old 0.028 0.012 0.025 1.323 0.06 ha

Model 3

% clear-cut .30 yr old 0.031 0.015 0.032 1.334 0.30 ha

Model 1: AICc ¼ 75.104; wi ¼ 0.339
Model 2: AICc ¼ 74.646; wi ¼ 0.426
Model 3: AICc ¼ 75.836; wi ¼ 0.235

a Coeff. of covariate in Cox regression model.
b SE of coeff.
c P-value of coeff.
d Risk Ratio: odds ratio evaluated for 10% increase in covariate.
e 10% increase within 100-m buffers expressed in areal units used to

calculate risk ratios.

Table 5. Results of multiple linear regression of average total wolf harvest
within wildlife analysis areas in game management unit 2 in Southeast
Alaska, USA, versus density of roads, average land distance to nearest town
or village, and average ocean distance to nearest town or village. Harvest
data were from fur sealing records from 1990 to 1999 and we square-root–
transformed them to stabilize variance. Shown are Akaike’s Information
Criterion scores (AICc), differences from lowest score (D), AIC weights
(wi), and r2 values for the regression models. We included only models with
D values �4.0.

Model AICc D wi r2

Road density, ocean distance �58.46 0.00 0.502 0.271
Ocean distance �58.45 0.01 0.498 0.258

Best models:

Harvest rate ¼ [1.010 � 0.005(ocean distance)
þ 0.207(road density)]2

Harvest rate ¼ [1.146 � 0.006(ocean distance)]2

Figure 3. Relation between density of roads and mean wolf harvest rates
(wolves harvested/100 km2) during 1990–1999 for wildlife analysis areas in
game management unit 2 in Southeast Alaska, USA. We square-root–
transformed harvest rates to stabilize variance.
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large proportion of the variance in rates of harvest. We
repeated that analysis for WAAs with densities of roads
.0.9 km/km2, which indicated that only ocean distance was
a significant predictor of harvest rate (Table 6).

DISCUSSION

Our study area provided an excellent opportunity to evaluate
direct effects of roads and other habitat features on mortality
of an exploited wolf population. The closed, insular nature
of the population enabled us to monitor the fates of all
radiocollared wolves including nonresidents. Overall rate of
mortality (0.46) for wolves in our study was comparable to
other areas in Alaska where wolves were heavily exploited.
For example, Ballard et al. (1987) and Gasaway et al. (1983)
estimated annual mortality rates to be 0.45 and 0.58 for
heavily harvested wolf populations in south-central and
interior Alaska, respectively. Wolf populations declined
during both of those studies. In our study area, the wolf
population declined significantly during 1993–1995 (Person
et al. 1996). Annual mortality of radiocollared wolves
averaged 55% during that period. Although not statistically
different, average annual mortality was lower (38%) for
wolves monitored during 1999–2004. Nonetheless, wolf
population still declined during 1999–2002 (Alaska Depart-
ment of Fish and Game 2003). Therefore, total annual
mortality .38% likely was unsustainable. That result was
consistent with an analysis of demographic studies of wolves
in North America reported by Fuller et al. (2003), which
indicated annual mortality rates .0.34 generally resulted in
population declines.

Survival of resident wolves (65%) was lower than
estimates reported from other studies that distinguished
between resident and nonresident wolves. Survival of
resident wolves was higher on the Kenai Peninsula (73%;

Peterson et al. 1984) and Copper River Delta in Alaska
(81%; Carnes 2004). Both of those populations experienced
light harvests. Fuller (1989) estimated survival of resident
wolves �5 months old to be 67% for a protected population
in north-central Minnesota, USA, a value only slightly
higher than ours. Despite legal protection, humans
accounted for �76% of all mortality of those resident
wolves compared to 90% in our study. Nonetheless, total
mortality of resident wolves was similar indicating that
harvest may partially compensate for other sources of
mortality (Fuller et al. 2003).

Dispersing and other nonresident wolves had a low
average annual rate of survival (0.34) compared with
resident wolves. Indeed, for dispersing wolves only, annual
survival was 16% with most killed by hunters and trappers
before settling. Few published studies distinguish between
residents and nonresidents when estimating survival.
Peterson et al. (1984) reported an average annual survival
rate of 0.38 for dispersing wolves on the Kenai Peninsula,
Alaska. Annual survival for all nonresident wolves was 52%
in the Copper River Delta of Alaska (Carnes 2004) and
52% in north-central Minnesota (Fuller 1989). Theoret-
ically, territory vacancies created by harvests could provide
opportunities for nonresidents to settle and pair (Hayes et al.
1991). For example, Ballard et al. (1987) reported that
�42% of dispersing wolves settled and were pair-bonded or
accepted into packs in an area where wolves were previously
harvested heavily. Nonetheless, rates of successful dispersal
may be 20–40% higher where no legal harvesting occurs
(Gese and Mech 1991). In most studies where harvesting
wolves was legal, nonresident wolves had higher mortality
than resident pack members (Peterson et al. 1984, Carnes
2004) and where wolves were protected there was little
difference (Fuller 1989, Boyd and Pletscher 1999). Pletscher
et al. (1997) reported lower survival of dispersing wolves in a
protected population in Montana; however, many dispersers
in that study moved into Canada where they were legally
harvested. In all studies, humans were the primary sources of
mortality of nonresident wolves. We believe that under
conditions in which wolves are easily accessible to hunters
and trappers, nonresident survival may be low, reducing the
probability of settling and potentially delaying recoloniza-
tion. Indeed, 3 of 4 territories containing radiocollared
wolves that became vacant owing to harvest remained
unoccupied for .1 year despite the existence of neighboring
wolf packs. Although those territories eventually were
recolonized, survival of the new occupants was very low
and only half successfully reproduced within their new
territories before being killed. Of those, most were killed
before breeding a second time. All of those territories had
extensive road systems or were easily accessible by boat.

Our results demonstrated that roads had an important
direct influence on mortality of resident wolves from
hunting and trapping. In addition, distance to lakes and
streams and use of muskegs were important risk factors.
Lakeshores and stream banks were habitats commonly used
by wolves (Person 2001) that often were not easily accessible

Table 6. Results of multiple linear regression of average wolf harvest from
roads within wildlife analysis areas (WAA) in game management unit 2 in
Southeast Alaska, USA, versus density of roads, average land distance to
nearest town or village, and average ocean distance to nearest town or
village. Harvest data were from fur sealing records from 1990 to 1999 and
we square-root–transformed them to stabilize variance. We conducted
separate analyses for WAAs with densities of roads �0.9 km/km2 and for
those with road densities .0.9 km/km2. Shown are Akaike’s Information
Criterion scores (AICc), differences from lowest score (D), AIC weights
(wi), and r2 values for the regression models. We included only models
with D values �4.0.

Model AICc D wi r2

Road density �0.9 km/km2

Road density, land distance �60.53 3.20 0.137 0.778
Road density, ocean distance �61.10 2.63 0.182 0.771
Road density �63.73 0.00 0.680 0.800

Road density .0.9 km/km2

Road density, ocean distance �13.57 3.72 0.134 0.476
Ocean distance �17.29 0.00 0.866 0.489

Best model road density �0.9 km/km2:

Harvest rate ¼ [0.073 þ 1.126(road density)]2

Best model road density .0.9 km/km2:

Harvest rate ¼ [0.952 � 0.009(ocean distance)]2
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to humans during winter when trapping seasons were open.
Further, those habitats generally were forested, making it
difficult to observe and shoot wolves. Risk of death
increased as wolves used habitats further from the relative
safety of streams corridors and lakeshores. That relation may
be different in places where consistent snowfall and cold
temperatures enable hunters to access frozen lakes and
streams by snowmobiles or aircraft. Under those circum-
stances, wolves may be vulnerable when traveling on or near
lakes and streams. In most of Southeast Alaska, however,
freezing conditions are intermittent and uncommon except
at higher elevations. Wolves frequently used muskegs for
resting, hunting, and traveling (Person 2001). Muskegs
adjacent to or bisected by roads represented risky habitat for
wolves because they were accessible to people and wolves
were visible. Combinations of road access and open habitats
likely present dangerous conditions for wolves throughout
their range.

Although roads were not directly linked with risk of death
for nonresident wolves, clear-cuts were associated closely
with roads and increased risk of death from hunting and
trapping. Clear-cuts also were habitats avoided by resident
wolves (Person 2001), which may have increased the
frequency of their use by nonresidents, placing them at
risk. Nonetheless, we suspect that risks associated with
clear-cuts mostly were because roads enabled humans to
access those habitats. Use of meadows increased risk of
death for nonresident wolves. Most meadows were grass-
lands associated with estuaries. Wolf trappers working from
boats commonly set traps under shallow water in tide pools
at baited sites within estuaries.

Road density was an important predictor of harvest.
Nonetheless, that relation deteriorated at road densities
.0.9 km/km2, which probably represented a threshold
beyond which further increases in road density had little
detectable effect on rates of harvest. The large variance in
reported harvest from roads within WAAs with road
densities .0.9 km/km2 may result from unsustainable
mortality. Indeed, the 4 packs eliminated during our study
were located in areas in which road densities exceeded that
threshold. Our model for harvest rates from roads predicts a
harvest of 1.2 wolves/100 km2 at a road density of 0.9 km/
km2, which would equate to a harvest rate of 3.5 wolves
within an area the size of wolf pack home ranges (300 km2)
in our study area (Person 2001; D. K. Person, Alaska
Department of Fish and Game, unpublished data). Average
pack size in autumn was 8 wolves and we would expect an
additional 1–2 nonresident wolves within that area (Person
2001). Therefore, that harvest rate could represent about
35–39% of the autumn population. Additional wolves
would likely be killed illegally, by harvesters using boats and
by natural causes. Therefore, total mortality could greatly
exceed 38% of the autumn wolf population and be
unsustainable at that density of roads.

Our model predicting harvest rates from roads enabled us
to evaluate the road density guideline included in the
management plan (TLMP) for the Tongass National

Forest, which specifies that densities of roads open to use
by motor vehicles should not exceed 0.43 km/km2 in areas
where there are concerns about high rates of wolf harvest
(U.S. Forest Service 1997). On average, density of open
roads on federal lands represents about 53% of all roads (L.
Kramer, United States Forest Service, unpublished data);
therefore, the guideline equates to a total road density of
0.81 km/km2. Our model predicts a harvest rate of 2.9
wolves/300 km2 (90% CI ¼ 2.1–3.7) for a density of roads
equal to 0.81 km/km2, which would represent 29–32%
mortality based on the average number of wolves within a
territory in autumn. Although likely within sustainable
limits, that mortality does not include additional wolves
killed by hunters and trappers using boats, illegal harvest,
and natural mortality. Depending on circumstances, total
mortality could be .50% higher. Therefore, the TLMP
guideline entails considerable risk of facilitating chronic
unsustainable mortality.

The status of roads as open or closed to motorized vehicle
use likely had an important influence on mortality of wolves
from hunting and trapping. We suspect that (had we been
able to differentiate between open and closed roads) our
results would have indicated that mortality was more
strongly associated with open roads. Nonetheless, hunters
and trappers frequently used closed and overgrown roads in
our study area because they believed wolf activity was
higher, a perception supported by Thurber et al. (1994).
Moreover, barriers used to close roads often were bypassed
by people riding ATVs, trail bikes, and snowmobiles.

Fuller et al. (2003) summarized studies that examined
relations between roads and presence or absence of wolves
and concluded that human tolerance of wolves was a strong
mitigating factor enabling wolves to exist where road density
and human access were very high. We concur with that
conclusion. Nonetheless, human tolerance for wolves may
become strained if people perceive wolves as competitors for
game and subsistence foods or threats to livestock and pets.
Under those circumstances, legal and illegal killing of wolves
may make the persistence of wolf populations or population
segments much more sensitive to density of roads and
human activity.

MANAGEMENT IMPLICATIONS

We observed high rates of illegal harvest indicating that
reported harvest substantially underestimated mortality due
to hunting and trapping. Regulatory changes in seasons and
bag limits can play an important role influencing harvest
levels; nonetheless, harvest regulations are unlikely to have
much effect on rates of illegal harvest. Where roads and
other features facilitate access by humans, wildlife managers
should expect high rates of illegal harvest of wolves. In
addition, high rates of mortality of nonresident wolves
exposed to legal and illegal harvest may reduce or delay
successful dispersal, potentially affecting linkages between
small disjunct wolf populations or population segments
occupying fragmented landscapes. Therefore, we conclude
that a combination of conservative harvest regulations and
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large roadless reserves likely are the most effective measures
for conserving wolves where risks from human-caused
mortality are high.
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This paper provides an assessment of the competitive position of the forest products
sector in southeast Alaska relative to that of its major competitors. An analytical frame-
work relying on the economic concepts of comparative and competitive advantage is
first developed, with emphasis on the relative cost and productivity of productive inputs
such as labor, capital, and raw materials. The assessment is divided into three main
components: (1) forest resource characteristics and production costs in the logging
sector, (2) production costs in the sawmill sector, and (3) relative market position in
end-product markets. Major competing regions are British Columbia in Canada and the
states of Washington and Oregon in the United States. Japan’s market for soft-wood
saw logs and sawn wood is the focus of the end-market analysis. Data consistently
indicate that southeast Alaska has been a high-cost producer of sawn-wood products
operating at the margin of profitability over the assessment period. This is due to a
combination of high labor costs on a per-unit-of-input basis and low productivity for
labor inputs in both the logging and sawmill sectors, and for raw material inputs in the
sawmill sector. Certain species and log grades, however, are capable of generating
considerable profits, and the relation between average profitability for the sum total of
harvests in southeast Alaska and the profitability of specific components of this har-
vest also is analyzed. Implications of these findings for current efforts to promote
increased value-added timber processing in southeast Alaska are discussed in the
conclusion.

Keywords: Comparative advantage, labor productivity, timber scarcity, value added,
stumpage prices.

Abstract



This page has been left blank intentionally.
Document continues on next page.



1

An assessment of the competitive position of the forest products sector in southeast
Alaska has important implications for various forest policy questions including current
efforts to increase value-added processing in the region as well as the more general
debate over harvest levels for the Tongass National Forest. Primarily because of its
remote location, southeast Alaska generally has been recognized as a high-cost pro-
ducer of wood products. On the other hand, some species and log grades harvested in
southeast Alaska are capable of sustaining high market prices in some market cycles,
thereby offsetting higher production costs. The objective of this assessment is to pro-
vide quantitative measures of production costs and product revenues for softwood
lumber produced in southeast Alaska and to compare these data with similar meas-
ures for southeast Alaska’s principal North American competitors. Although most of
the assessment concentrates on average costs for timber harvested and processed
in southeast Alaska, production costs and market prices for specific species also are
included.

The first section of this assessment establishes a framework that can be used to as-
sess the position of the wood products sector relative to that of its competitors and end
markets in southeast Alaska. The economic concepts of comparative and competitive
advantage are used to focus the analysis on the cost and utilization of productive inputs
such as labor, capital, and for the sawmill sector, log inputs. In subsequent sections,
this framework is used to organize data specific to southeast Alaska and to compare
these measures with similar measures used in the coastal region of British Columbia in
Canada and the Pacific Northwest region of the United States.

The body of the assessment focuses on specific aspects of the chain of events starting
from the forest resource to the sale of processed products in final markets. Following a
general overview of the wood products sector in southeast Alaska, logging costs and
the composition of the forest resource are considered. Next, we discuss processing
costs and efficiency in the sawmill sector. This is followed by an analysis of total lumber
production costs. The relative position of southeast Alaska products in the Japanese
market for softwood sawn wood is considered next. We then address the impact of pro-
duction costs and market prices on the imputed “residual value” of stumpage (market
prices minus production costs) and the observed prices received for the sale of timber
in southeast Alaska, British Columbia, and the Pacific Northwest. As cost factors and
their implications for comparative and competitive advantage are not static over time,
the next to last section of this report concentrates on how southeast Alaska’s regional
comparative advantage in lumber production may be changing over time. The conclu-
sion addresses the policy implications of the assessment.

Two main bodies of economic theory specifically address the position of a regional
wood products sector relative to that of its major competitors. The first is the Hecksher-
Ohlin trade theory (and variants thereof), which is summarized in the concept of com-
parative advantage. The second is found more often in the business and management
literature and relates to the competitiveness of a firm, industry, or sector. Although
competitiveness is defined in various ways, all definitions involve the ability to supply
comparable goods at lower cost than major competitors. Before addressing their ap-
plication to the southeast Alaska wood products sector, we will discuss each of these
theories separately.

First described by the British economist David Ricardo in the early 19th century, the
concept of comparative advantage today relies heavily on the work of Hecksher (1949
for example), Vanek (1963), and Ohlin (1967). Their work primarily explains trade pat-
terns as a function of country-specific endowments of productive inputs (or “factors”),
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which usually are restricted to labor and capital. Briefly stated, the theory of compara-
tive advantage holds that a country will specialize in producing products that more
intensively use productive factors that country has in relative abundance. Hence, de-
veloping countries, such as China, with large labor resources relative to the supply of
capital inputs, will specialize in labor-intensive goods. Countries with large stocks of
fixed and human capital such as the United States, on the other hand, will specialize
in capital or information-intensive goods. This specialization and resulting trade, it is
argued, maximizes welfare by efficiently allocating the productive resources of all
traders.

A corollary to the concept of comparative advantage is that of factor price equalization,
which holds that, in equilibrium, wages (including payments for capital) paid to similar
productive factors will be equal across all trading countries. To continue with the above
example of developing and developed countries, factor price equalization can readily
be seen in the tendency of imports of labor-intensive manufactures from low-wage
countries to depress wages for unskilled labor in the developed nations. Note that the
quality of factor inputs must be similar, and labor skills must be taken into account.
Here, skilled labor can be viewed as the combination of unskilled labor and human
capital inputs (namely, education and experience).

Empirical work addressing comparative advantage has tended to concentrate on only
the broadest aggregate measures, yielding general conclusions about the compara-
tive advantage of nations but little information about specific regions or products. A
common approach is to view the net balance of trade of a country in capital or labor-
intensive goods as indicative of its comparative advantage in either of these categories.
The share of the net trade of a given good in the country’s total trade volume can then
be used as a measure of comparative advantage. This is often termed “revealed com-
parative advantage.” Econometric methods can then be used to estimate the relation
between revealed competitive advantage and variously constructed indexes of the
endowment of labor and capital of a country, both fixed and human (see Balassa 1978
for an example of this approach). Not surprisingly, empirical studies have found a con-
sistent relation between capital endowments and net exports of capital-intensive goods.

Bonnefoi and Buongiorno (1990) provide a rare example of the application of this sort
of method to trade in wood products. By regressing net trade of various wood products
on total income and on proxies for capital endowments and forest resource endow-
ments (represented by per capita income and total harvest, respectively), they were
able to explain a relatively high proportion of the net international trade in processed
wood products. They were not as successful, however, in explaining roundwood ex-
ports. Additionally, the influence of their capital proxy was generally insignificant in
all but the paper and paper board sector. Given that total harvest was used as a proxy
for forest resource endowments, results of the study simply state that those countries
with high levels of harvest relative to the size of their economies are more apt to export
wood products either in raw or in processed form. An additional conclusion is that coun-
tries with high capital endowments are more apt to export paper products.

Bonnefoi and Buongiorno (1990) highlight the difficulty in incorporating forest resources
as a productive factor in a comparative-advantage analysis. The problem involves
measuring the relative abundance or scarcity of a natural resource in economic terms.
A substantial amount of literature addresses this question for nonrenewable resources
(for example, Smith 1980, Solow 1974). Berk (1979) provides an often-cited example of
a forestry-related application, and Catimel (1996) provides a general discussion of the
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relation of scarcity, comparative advantage, and trade in Canada’s forest products sec-
tor. Although stumpage prices (the price of standing timber) and harvest costs have
been proposed as two possible measures of scarcity, both entail certain problems, and
there is no broad agreement on an accepted or unambiguous measure of timber scar-
city in the literature on the topic.

The second of economic theory applied in this assessment is that of competitiveness.
Brinkman (1987) provides two definitions of competitiveness: (1) “market competitive-
ness,” which refers to the ability of an industry to supply comparable goods at a lower
cost than other producers; and (2) “true competitiveness,” which is defined as the
ability of an industry to provide goods to the international market in competition with
other producers such that the activity augments the wealth of the nation. This second
definition addresses the need to consider the total costs and benefits accruing from
production activities. These include government subsidies, and economic externalities
affecting both market and nonmarket values. For this assessment, we concentrate on
the first definition, although issues such as direct subsidies and environmental exter-
nalities are recognized as being important to forest management.

The literature on competitiveness is both voluminous and diffuse, ranging from theoret-
ical discussions of the tangible and intangible elements that affect the competitive posi-
tion of firms, industries, and nations (for example, Coffin and others 1993, Porter 1990)
to more practical analyses of industry cost structures and markets. Indeed, many of the
articles found in the trade journals as well as many university and public sector work-
ing papers fall into this latter category. Similarly, this report relies extensively on the
measurement and analysis of production costs and end-market price behavior as
indicators of competitiveness.

Although closely related, competitiveness and comparative advantage are not the
same. Comparative advantage is an equilibrium concept. At economic equilibrium, fac-
tor prices, and therefore production costs, will be equal for all trading partners. Advan-
tage will be measured solely by the relative volumes of production and trade of different
types of goods. Competitive advantage, on the other hand, relies on the existence of
disequilibria. Here, different technologies and factor wages result in different produc-
tion costs for similar goods. The country (or region) demonstrating the lower cost pos-
sesses a competitive advantage. To the extent that factor wages reflect the economic
fundamentals of a country or region, and not market distortions, competitive advan-
tage will reflect an underlying comparative advantage. In this case, the expected mar-
ket equilibrium has not yet been reached. Economic theory would predict that this
competitive advantage will result in increased production volumes and relative trade
shares. At the same time, increased local demand for productive factors, and increased
supply of the final product in export markets will result in the equalization of factor
wages. Consequently, competitiveness can be used (with proper care) to predict future
economic developments: countries with a competitive advantage in a given industry
can expect increasing production and export market shares in that industry. Also, if the
supply of productive factors used in that industry is constrained, the country can expect
increasing wages to those factors. For competitive disadvantage, the exact opposite is
the case.

The application of this argument to the wood products sector is complicated by the fact
that timber is a major component in the input mix. As demonstrated by Berk (1979),
and further evidenced by positive stumpage prices, timber is a scarce resource, at least
in the short run. This is especially true for the high-quality, old-growth timber that com-
prises a proportion of southeast Alaska harvests. High scarcity values for the timber

Competitiveness

Factor Inputs and
Stumpage Prices
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(referred to as “scarcity rents” by economists) will be reflected in high market prices for
logs or lumber products. Stumpage prices will partially reflect these scarcity rents. The
production of logs, however, will entail the use of other inputs, and the cost of these
inputs also will be incorporated in the stumpage value of the resource. Here, the
stumpage price can be seen as a residual value that measures the final market price of
the logs minus the cost of their production. Using an example that also fore-shadows
the conclusions of this paper, consider a region with high labor costs but also high
scarcity rents associated with its timber. Although the region will be at a competitive
disadvantage in logging per se, it still may have an advantage in log production if the
scarcity value of the timber is high enough to compensate for the higher cost of labor.

This sort of competitive advantage based on scarcity value, however, cannot always be
used as a predictor of future increases in production volumes. The scarce resource is,
by definition, depletable. With old-growth timber, the limited volume of accessible tim-
ber may severely constrain increases in production. Even with second-growth or plan-
tation timber, currently available supply will be dictated by investments made years
ago, sometimes under different economic conditions. Before physical depletion of sup-
ply is reached, production costs can be expected to rise at an increasing rate as pro-
ducers are forced to harvest more inaccessible stands. For certain stands, these costs
will exhaust even relatively high timber scarcity rents, and the resulting negative resid-
ual values (or zero stumpage prices) will clearly signal a lack of profitability and com-
petitive advantage in the sector. In addition to changing production costs, the sector
also may face cyclic swings in the demand for its product. Such swings are well known
in the wood products sector. The resulting price fluctuations will be reflected in chang-
ing stumpage values, and once again, negative profitability during some portions of the
market cycle.

The previously mentioned arguments suggest two ways to measure competitiveness:
production costs and profitability—essentially two sides of the same coin. Production
costs can be estimated by examining the productivity and wages of specific factors.
For example, hourly wages can be combined with labor hours per unit of output to de-
rive a unit cost for labor. The latter can be estimated by examining stumpage prices
or calculating residual values. In the following analysis, these measures for south-
east Alaska are compared with those for the Pacific Northwest and British Columbia.
Throughout, it is important to view specific products as a combination of factor inputs,
and the production process as a whole as a process that seeks to efficiently allocate
the use of these factors. Subject to the limitations of technology and often policy, firms
will attempt to maximize the use of factors that are cheap relative to other producers
and minimize the use of those that are expensive.

Rigorous application of the theories described previously to the question of compara-
tive and competitive advantage of southeast Alaska is complicated by the lack of
adequate comparable data for the region and its competitors, the relative absence of
competitive stumpage markets in the region, and the general complexity of the wood
products sector. For southeast Alaska, these complexities include physical and policy-
induced resource constraints and the potential to produce various products in different
locations. Rather than presenting an abstract but complete picture of the competitive
position of the region, the present analysis is more similar to putting together a puzzle
where some of the pieces are missing. Consequently, the following sections present
evidence of the relative position of the region in a somewhat piecemeal fashion by
using available data and making comparisons where possible. Different stages in the
production and marketing process are used as the principle means to organize these
data and their comparisons.

The Wood Products
Sector in Southeast
Alaska
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Figure 1 provides a schematic diagram of the wood products sector, which identifies
major production stages and key elements that combine to determine competitiveness.
Three broad areas of analysis are indicated: (1) the forest resource in which timber
stocks are combined with labor, machinery, and other inputs to produce raw logs; (2)
the processing sector in which logs are combined with other factors to produce pro-
ducts such as lumber and chips (including mill residues); and (3) end markets where
purchasers compare the price and physical characteristics of southeast Alaska pro-
ducts to those from other regions. These purchasers include both manufacturers and
final consumers. Factor costs include wages, interest (the opportunity cost of invested
capital), and costs for other materials and services. The physical characteristics of
timber contribute to the determination of competitive status through their effect on the
quantity and cost of other factor inputs needed to both manufacture and use products
from southeast Alaska, and the range, quantity, and quality of products that may be
supplied. Finally, end-market demand shifters such as construction activity and con-
sumer preferences in conjunction with the availability of substitute products will help
determine product prices.

Along the bottom portion of figure 1, the concept of stumpage price as a residual value
also is displayed. Given the assumption of perfect information and competitive markets,
the difference between final price and production costs will be “bid back to the stump”
or, in other words, concentrated in the stumpage price. The validity of these two as-
sumptions, however, particularly that of perfect information, is open to question. Stump-
age prices are perhaps better viewed as emerging from a separate stumpage market in
which purchasers bid based on expected profits and thus include their expectations of
future price fluctuations and their attitude toward risk. In spite of the intervening influ-
ence of these and other factors in stumpage markets, the connection between stump-
age prices and residual values nonetheless remains a strong one. Both measures will
be examined in the following analysis.

Data for this report were drawn from various sources. The physical characteristics of
the forest resource are analyzed by using historical data on southeast Alaska log pro-
duction by species and grade. Pond log values, mill prices (or export prices as reported
by the U.S. Department of Commerce [as reported in Warren 1998]), and end-market
prices in Japan comprise our primary sources of price data at different stages of the
production process. For estimates of harvest and processing costs, we have relied on
USDA Forest Service sale appraisal data and industry survey data1 available from out-
side sources. Our discussion of factor costs focuses on relative wage rates as reported
by the U.S. Bureau of the Census, Annual Survey of Manufactures.

Cost estimates from the sale appraisal process are a major source of information used
in this report. These estimates, however, are based on historical industry conditions (as
reflected in Forest Service cost collection surveys), and these conditions have changed
considerably in recent years as the sector has adjusted to the closure of the region’s
remaining pulp mill in Ketchikan and a general reduction in sawmill capacity. Addition-
ally, new production facilities are being considered. These developments could sub-
stantially alter the costs reported in the sale appraisal process as well as the general
economics surrounding the Forest Service’s sale program. Census of Manufactures

1 U.S. Department of Agriculture, Forest Service. 1984-
94. Sale appraisal data. Unpublished data. On file with:
USDA Forest Service, Forest Management Division,
Alaska Region, P.O. Box 21628, Juneau, AK 99802.
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wage and labor input data, on the other hand, provide a more independent (but signifi-
cantly less detailed) assessment of costs faced by southeast Alaska producers. These
data reflect more fundamental economic conditions in southeast Alaska, and they gen-
erally corroborate the conclusions found in the analysis of the sale appraisal data.

Although in certain years Alaska has imported pulpwood and mill residues, these im-
ports are small and largely irrelevant to the assessment of southeast Alaska’s competi-
tive and comparative advantage. In the absence of imported raw timber, the quantity
and the physical characteristics of the forest resource in southeast Alaska define the
upper boundary of how much and what sorts of wood products the region may pro-
duce. For the Tongass National Forest, this boundary will be further constrained by
several forest regulations, including designations of the suitable timber base and con-
straints on harvest designed to ensure sustainability and guard against high grading
(that is, harvesting only the better trees or stands). Restrictions on exports of raw
material from the Tongass National Forest currently limit log exports of federal timber
to Alaska yellow cedar (Chamaecyparis nootkatensis (D. Don) Spach) and a proportion
of the western redcedar harvest (Thuja plicata Donn ex D. Don). This ban applies to all
sales outside the region. The Tongass National Forest timber base is the major focus
of this part of the report, and the private forests of southeast Alaska will be discussed
primarily in terms of their impact on Tongass National Forest harvests and subsequent
processed goods. Additionally, we have concentrated on only the existing timber stock;
future second-growth timber supplies and issues of forest productivity are not
considered.

The distribution of harvest by species and log grades is largely determined by the for-
est resource, particularly if proportionality requirements restricting high grading at the
stand or forest level are in place. In table 1, we present 1995 statistics for harvest by
species and grade for southeast Alaska and British Columbia (similar data are not
readily available for the Pacific Northwest). Estimates for southeast Alaska are based
on Alaska Region log scaling tickets, whereas for British Columbia estimates are from
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the Vancouver log market.2 3 In general, log class distributions are similar across re-
gions, with a high concentration of volume in the saw log class (number 2 saw logs in
southeast Alaska), and a higher proportion of volume in the lower grades for western
hemlock (Tsuga heterophylla (Raf.) Sarg.) than for Sitka spruce (Picea sitchensis
(Bong.) Carr.). Although there are higher percentages in the premium grade for south-
east Alaska, this could possibly be an artifact of the different log classification systems
used for each region.

A more striking difference is found in the comparison of the shares of Sitka spruce
in total production. Because of the relatively small share of Sitka spruce in British
Columbia total volume, spruce volumes supplied in 1995 are small in spite of the over-
all position of British Columbia as a major forest products producer. In that year, south-
east Alaska accounted for about 70 percent of estimated total North American produc-
tion of Sitka spruce (42 percent from private owners and 28 percent from the Tongass
National Forest) with British Columbia accounting for the remainder. This highlights the
special position southeast Alaska enjoys as the world’s major producer of Sitka spruce.
For hemlock, however, the situation is reversed. Southeast Alaska accounts for around
17 percent (private 11 percent and Tongass National Forest 6 percent) of total western
hemlock production for export to Pacific Rim markets; British Columbia, at 59 percent,
accounts for most of the western hemlock production, and the Pacific Northwest ac-
counts for most of the remaining 23 percent. If Pacific Northwest production for U.S.
domestic markets were included in this calculation, southeast Alaska’s share of total
hemlock production would be significantly smaller. The role of the region as a principal

2 Although the southeast Alaska log ticket data
purportedly comprise a census of total Tongass National
Forest log production, analysis indicates that a small
proportion of log production is not recorded. Neverthe-
less, it seems safe to assume that the sample is repre-
sentative. The Vancouver log market, on the other hand,
constitutes only a minority share of total British Columbia
coastal log production. We have no reason, however, to
believe that the sample differs systematically from the
whole.
3 British Columbia log market prices and volumes.
Unpublished data. On file with: British Columbia Council
of Forest Industries, 1200-555 Burrard Street,
Vancouver, BC V7X 1S7, Canada.

Table 1—Distribution of 1995 harvest by species and grade, coastal British
Columbia and southeast Alaska

Species and Premium Low-grade Species share
location saw log Saw log  saw log Utility (of total harvest)

Percent
Sitka spruce:

British Columbia 14.6 61.8 10.0 13.6  1.9

   Southeast Alaska 17.4 52.7 11.3 18.6 23.8

Hemlock:

   British Columbia 3.7 46.9 17.0 32.4 15.6

   Southeast Alaska 7.2 41.2 24.8 26.8 58.3

Note: Southeast Alaska log classes are translated as follows: premium saw log = no. 1 saw log, select and
special mill; saw log = no. 2 saw log; low-grade saw log = no. 3 and no. 4 saw logs; utility = utility   logs.
Source: USDA Forest Service (1984-94), British Columbia Council of Forest Industries (see footnote 3).
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supplier of Sitka spruce and a relatively minor sup-plier of hemlock has important im-
plications when analyzed in conjunction with the end markets for each of these species,
and they will be discussed further in later sections of this report.

Harvest costs per thousand board feet log scale4 for southeast Alaska, the Pacific
Northwest, and British Columbia are displayed in figure 2. Figures for southeast Alaska
were estimated by using Forest Service sale appraisal data from independent sales,
and they represent an appraised cost rather than actual transactions (Western Pine
Association).5 Data for the Pacific Northwest and British Columbia were obtained from
a private mill survey and represent actual costs as reported by respondents (Resource
Information Systems, Inc. [RISI] 1996). The figure clearly indicates a similarity in both
levels and trends between southeast Alaska and British Columbia and a large discrep-
ancy between these series and that for the Pacific Northwest. As will be shown in sub-
sequent sections, the similarity between southeast Alaska and British Columbia also
is reflected in delivered wood costs (or pond log values). Though accessibility is a
factor, the increasing trend in harvest costs in southeast Alaska most likely is due to
decreases in both average piece size and volumes per acre. National forest sales in
the Pacific Northwest likely have experienced similar increases in cost because of
these same factors and from a related expansion in the use of helicopter logging sys-
tems. Regional Pacific Northwest averages, however, may have been held in check by
an increasing proportion of private volumes in the total mix, and the greater accessi-
bility and more uniform characteristics of the second-growth private resource. In any
event, these data show a large and expanding cost differential between southeast
Alaska and the Pacific Northwest.

British Columbia has the highest harvest costs of the three regions, which likely is due
in part to similar resource characteristics as those encountered in southeast Alaska.
Firms in British Columbia, however, operate in a substantially different macroeconomic
environment, thereby making direct comparisons of costs with U.S. producers proble-
matic. Trends, on the other hand, are more amenable to comparison. Most harvests in
both regions are concentrated in old-growth timber and thus occur at the extensive
margin of timber production. As old-growth stocks are liquidated, increasing costs over

Harvest Costs

4 Log scale (broad feet log scale) refers to a Scribner
measurement in which round logs are converted into the
number of board feet lumber tally (board feet lumber to
tally a square foot of lumber 1 inch thick), which can be
produced from these logs. Initially, board feet log scale
and board feet lumber to tally were theoretically identical,
but increasing lumber recovery and variations among dif-
ferent regions and different log sizes mean that the two
measures are not the same. Converting broad feet log
scale to broad feet lumber to tally entails an estimate of
the physical conversion of logs to lumber at the mill. This
issue is further addressed in the subsequent section on
log conversion efficiency and overrun.
5 Here we have used volume weighted yearly averages
from the Forest Service form FS 2400-17 (line 29, logg-
ing costs net of specified road construction). These
figures represent Forest Service estimates of expected
costs and not actual costs incurred by harvest. The lack
of an adequate sample size (particularly in 1986) is a
problem, but the estimates generally conform to expecta-
tions and seem to be relatively stable (though slightly
increasing) over time. Note that the extension of this
series to the entire Tongass National Forest requires the
assumption that the long-term contract sales exhibit the
same cost parameters as the independent sales.
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time can be expected. This is in contrast to the Pacific Northwest, where second-growth
timber constitutes a substantial and increasing majority of total harvest, a trend which
was accelerated by the recent declines in harvests from public lands in the region.

Table 2 displays a more detailed description of southeast Alaska-appraised logging
costs as estimated from the sale appraisal data. The major cost categories include
skidding and loading (44 percent of 1985-94 average total logging costs), transportation
to mill (16 percent), and felling and bucking (12 percent). Specified roads are counted
as separate for the application of purchaser road credits. They accounted for 15 percent
of total appraised logging costs in the 1985-94 period. The total change over the sample
period is reported in the last column of table 2. The $26-increase in skidding and loading
(an estimated 3.7-percent annual rate of increase) is the largest increase for any single
category and accounts for over half of the total increase in logging costs. Costs in this
category will be sensitive to several factors, operability and log size being chief among
them. In contrast to the “logging cost” subtotal, “total logging costs” experienced slight
gains over the sample period, but this is due to a zero reported specified road cost in
the final year, an anomaly which disguises a generally upward trend in these costs as
well (note that only one sale was available for the 1994 sample).

The physical characteristics of the forest will largely determine the quantity and mix of
productive factors used to harvest a given quantity of timber. Although economic theory
predicts the marginal substitution of factors (capital for labor, for example) because of
changes in relative factor wages, production technologies in the real world are less
flexible. Logging firms will combine various productive inputs based on a limited menu
of possible logging techniques. Consequently, the ability to adjust the mix of inputs may
be limited. When combined with wage rates, the use of these factors will determine
total production costs. Table 3 displays labor cost statistics for Alaska and for the

Figure 2—Harvest costs in southeast Alaska, the Pacific Northwest, and British Columbia. All
estimates exclude permanent roading costs (from USDA Forest Service, Alaska Region, timber
sale appraisal data [see footnote 1]; RISI 1996).
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Table 2—Southeast Alaska logging costs from sale appraisal sample (1995 dollars per thousand board feet
log saclea)

Year

1985-94
Category and sample 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 change

Dollars
Cost category:

Felling and bucking 28 41 33 29 31 29 28 35 24 24 -4
Skid and load 84 117 95 101 106 121 114 147 133 110 26
Haul dump raft and tow 45 44 36 45 39 37 37 38 44 51 6
Road maintenance 3 3 3 5 4 2 4 5 4 8 5
Temporary roads 11 22 15 14 17 19 14 15 13 7 -4
Other 13 2 4 10 13 13 12 16 20 24 11

Logging cost (subtotal) 184 230 186 205 210 220 210 257 237 224 40
Specified road costs 32 0 45 55 43 65 41 48 65 0 -32

Total logging costs 216 230 231 260 253 285 251 305 302 224 8
Sample information:

Sample size 3 1 8 8 5 7 7 7 10 1
Total volume of sales
(MMbf)b 121 5 88 118 38 55 34 36 115 2

a LS = log scale.  See footnote 2 in the text for explanation of measurement units.
b MMbf = million board feet.
Source: USDA Forest Service, Alaska Region, timber sale appraisal data, (see footnote 1).

Table 3—Labor inputs in the logging sector, Alaska, Oregon, and Washington (1987-94)

Year
Labor inputs Yearly
by region 1987 1988 1989 1990 1991 1992 1993 1994 Average growth

– – – – – – – – – – – – – – – – – – – Hours – – – – – – – – – – – – – – – – – – – – Percent
Logging production
hours per Mbf ls:a

Alaska 3.59 2.79 3.32 3.47 3.61 3.23 3.57 5.56 3.64 5.20
Pacific Northwest 2.37 2.45 2.35 2.64 2.58 2.78 3.02 3.38 2.7 4.90
Difference (%) 52 14 41 31 40 16 18 65 35 —

– – – – – – – – – – – – – – – – – – – – – Dollars – – – – – – – – – – – – – – – – – – –

Logging production wage
(1995 $ per hour):
Alaska 17.33 15.91 17.43 16.63 17.53 17.96 16.96 15.24 16.87 -0.50
Pacific Northwest 14.14 13.52 14.22 13.68 14.13 13.73 13.37 13.41 13.77 -.60
Difference (%) 23 18 23 22 24 31 27 14 23 —

 – – – – – – – – – – – – – – – – – – – – – Dollars – – – – – – – – – – – – – – – – – – –

Unit labor cost
(1995 $ per Mbf ls):a

Alaska 62.29 44.36 57.84 57.63 63.35 57.99 60.47 84.74 61.08 4.60
Pacific Northwest 33.47 33.06 33.38 36.15 36.51 38.15 40.41 45.27 37.05 4.30

   Difference (%) 86 34 73 59 74 52 50 87 65 —
Difference 28.82 11.3 24.47 21.48 26.84 19.84 20.05 39.47 24.03 —

a Mbf = thousand board feet log scale.
Source: U.S. Department of Commerce, Bureau of the Census, Annual Survey of Manufactures (1985-94).
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Pacific Northwest as represented by an Oregon-Washington average (comparable data
were not available for British Columbia). These data were obtained from the Bureau
of Census’ Survey of Manufactures and are reported for production workers; that is,
workers directly engaged in production as opposed to those engaged in management
and support.

As shown in the upper rows of table 3, Alaska used an average of 3.6 hours of produc-
tion worker labor per thousand board feet log scale of lumber output over the 1987-94
period. The Pacific Northwest used 2.7 hours—a difference of 35 percent. Each of the
years reported likewise shows a significantly higher labor intensity in logging production
in Alaska, and though each region shows a generally increasing trend over time, there
is no significant trend in the difference between them. As noted in the analysis of the
sale appraisal data, the most likely explanation for higher labor intensity in Alaska re-
lates to its remoteness and more difficult terrain, conditions which preclude certain
mechanized harvesting operations and which necessitate higher labor inputs even
under comparable harvest systems. Smaller average log sizes in Alaska also may
play an important role in dictating lower labor productivity.

Relative wages are a function of both industry-specific conditions and of other factors
affecting the regional labor market as a whole (which will be discussed in a latter sec-
tion). As in the case of labor intensity, wages in the Alaska logging sector are consist-
ently and significantly higher than those in the Pacific Northwest, and there is no
discernible trend, either increasing or decreasing, in their relation.

By combining labor intensity and wages, we may obtain a measure of the unit cost of
labor in the logging sector (in other words, the labor costs incurred in the production of
one thousand board feet log scale; see the bottom rows of table 3). The combined ef-
fect of the higher labor intensity and higher wages in Alaska is evident in the estimated
average unit labor cost differential (65 percent) between Alaska and the Pacific North-
west. This translates into an extra $24 per thousand board feet log scale in labor costs,
which Alaska must pay on average over and above costs paid in the Pacific Northwest.
This differential applies only to those employment categories that are explicitly coded
as logging; if the case is similar for other labor inputs (such as those engaged in road
construction), then the total per thousand board feet labor cost differential will accord-
ingly be higher. In terms of relative levels, the labor cost data presented here mirrors
the total harvest cost estimates presented above, but the divergence of trends ap-
parent in the total cost data is not evident here; costs in both regions are increasing
at essentially the same rate (see table 3 last column). Given the short timespan con-
sidered and the high year-on-year variation in the labor cost data, however, these trend
estimates are far less robust than the estimates of average levels for the entire period.

Other factor costs include capital costs (interest on loans and the opportunity cost of
invested capital), energy costs, the cost of other materials (including stumpage costs),
and various other costs such as road construction and transportation. Although labor
statistics are covered by federal and state reporting agencies, information on other
factor inputs is largely unavailable, and it was not possible in this report to derive unit
cost measures for other inputs. Labor cost differentials may nonetheless be indicative
of the relative cost of other inputs in southeast Alaska. Higher wages reflect a higher
overall cost of living for the region (the cost of living allowance for federal employees
in Alaska, for example, is 25 percent). This higher cost also generally will apply to pro-
duction activities as well as consumption.
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Capital costs in the region, as measured by interest rates, may be assumed to be
equivalent to that for investments of comparable risk in the Pacific Northwest as cap-
ital markets are well integrated at the national and, increasingly, international levels.6

Capital inputs per Mbf harvested in Alaska, however, may well be higher due to more
difficult operating conditions and the absence of road transportation networks. Indeed,
if we assume similar capital to labor ratios in both regions, then unit capital inputs will
exceed those in the Pacific Northwest by the same amount as the unit labor input. For
similar reasons, inputs of other materials and services generally will be higher in south-
east Alaska than in the Pacific Northwest. Thus, even assuming wages for these inputs
are similar to those in the Pacific Northwest, costs will be higher because of lower pro-
ductivity. Wages for these inputs, however, are likely to be higher owing to the gen-
erally higher costs endemic to the local economy.

This section focuses on lumber production, again concentrating on unit labor costs
arising from the combined influence of productivity and wages. More so than in the
logging sector, the distribution of fixed capital investments in the region will help deter-
mine the productivity of other inputs (notably labor) and thereby overall production
costs. Closure of the Ketchikan Pulp Company’s mill in Ketchikan in 1997 brought pulp
production in the region to an end; consequently, lumber, wood chips, and panel pro-
ducts remain as the most viable commodity options for the wood products sector in the
foreseeable future.7 A laminated veneer lumber plant is planned for the region, but it is
not yet installed. Changes of this sort may somewhat alter labor productivity statistics
for the sector, but underlying fundamentals determining comparative and competitive
advantage will remain the same. In addition to revenues from lumber sales, the sale or
other use of mill residuals (sawdust and chips) often will play a key role in mill profit-
ability. Because of a lack of data, however, this role could not be directly analyzed in
this report. Nonetheless, the general wage and productivity information, which is part
of the following analysis, will have implications for the production of all mill products,
including residuals.

Total sawmilling costs net of the cost of wood inputs  for southeast Alaska, the Pacific
Northwest, and British Columbia are shown in figure 3. The figures here are reported in
terms of thousand board feet log scale, and the sources for the Pacific Northwest and
British Columbia are the same as those cited for logging costs. Figures for southeast
Alaska were obtained from the “midmarket analysis,” a component of the Forest Ser-
vice sale appraisal process (see footnote 1). They constitute an average manufacturing
cost for all species milled in southeast Alaska, meaning western hemlock and Sitka
spruce for all practical purposes. Once again, southeast Alaska costs are significantly
higher than those for the Pacific Northwest, ranging from 19 percent higher in 1984 to
about twice the Pacific Northwest figure throughout the 1991-94 period.

The Manufacturing
Sector

Total Manufacturing
Costs in the Sawmilling
Sector

6 Because of current policy in southeast Alaska, private
firms have identified uncertainity as a major impediment
to obtaining financing for new production capacity, which
in turn, signifies a higher interest rate within the sector
owing to higher risk. This higher capital cost, however, is
a reflection of the current state of the sector and does not
constitute an exogenous input cost. Given identical risk
and potential for profit, interest rates in southeast Alaska
should match those in the Pacific Northwest and
elsewhere.
7 In addition to these products, several specialty wood
products are manufactured in southeast Alaska, with
music-wood as the most visible example. The dynamics of
this sector, however, are considerably different from those
in main-stream commodity production, and specialty wood
products are beyond the scope of the present analysis.
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The trends in these series are also similar to trends for logging costs. Declining costs
in the Pacific Northwest are commonly ascribed to closures of inefficient mills over the
last few decades. This occurred in the early to mid 1980s because of a demand-driven
recession in the wood products industries, and again in the early 1990s because of a
supply contraction from expanded forest conservation. Costs for southeast Alaska,
on the other hand, have been increasing at an average 3-percent real growth rate per
year over the period shown. Data from previous years, however, indicate that the early
1980s saw a sharp decline in processing costs. (Because of a lack of comparability and
other statistical problems, these earlier data are not displayed here). The 3-percent real
growth figure, therefore, may be the partial result of the endpoints chosen for analysis
and not of longer term trends. Declining log quality and piece size resulting in increased
processing and handling costs also may be partly responsible for this trend. Although
British Columbia logging costs are similar to those in southeast Alaska, manufactur-
ing costs for British Columbia seem to be closely associated with those of the Pacific
Northwest in both levels and trends. This is not surprising given British Columbia’s
position as a major and highly competitive producer of sawn wood for export markets
both in the United States and throughout Asia. Although productivity in the British
Columbia logging sector largely will be determined by the physical characteristics of
the resource, costs in the sawmilling sector will reflect the efficiency gains needed to
successfully compete in global commodity markets.

Table 4 summarizes labor inputs in the sawmilling sector. The sources and derivations
are similar to those for the logging sector shown in table 3. Again, unit labor costs in
southeast Alaska are considerably higher (49 percent higher, on average) than those
in the Pacific Northwest. This is due to the combination of higher per-unit labor inputs
and higher hourly wages. Although higher factor use in the logging sector is easily
explained by the more arduous physical conditions found in southeast Alaska, the

Figure 3—Lumber manufacturing costs in southeast Alaska, the Pacific Northwest, and British Columbia
(from USDA Forest Service, Alaska Region, timber sale appraisal data [see footnote 1]; RISI 1996).

Factor Costs and
Intensity in the
Sawmilling Sector
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same argument cannot be made for the sawmilling sector. The relatively low score on
labor productivity in sawmilling for southeast Alaska is somewhat surprising given the
lack of kiln drying and other finished lumber processing in the region, activities which
would tend to raise the number of production hours per Mbf in lumber manufacture.

There are several possible explanations for the relatively higher costs of labor for saw-
milling in Alaska than in the Pacific Northwest. First and foremost, Pacific Northwest
mills are noted for their high degree of mechanization, and, with a large proportion of
their activity devoted to the production of standardized dimension lumber, they are
likely to benefit from efficiencies and economies of large scale not obtainable in south-
east Alaska. Secondly, though adequate figures for fixed capital accumulation are dif-
ficult to come by, it is commonly recognized that the capital stock in southeast Alaska
is relatively old and poor in quality. Mills in southeast Alaska commonly utilize less ex-
pensive and older equipment, which results in lower labor productivity. Thirdly, south-
east Alaska mills have been operating well below full capacity throughout the period
included in this analysis. This underutilization of installed capacity may have been mir-
rored by an underutilization of labor resources, with mills hiring more workers per Mbf
than would be necessary at optimal capacity utilization.

Many of the arguments relevant to the cost of other factors in the logging sector also
apply in the sawmilling sector. With the exception of capital costs, mills in Alaska will
face higher prices for goods and services in line with the higher prices faced by all firms
operating in the region. As with labor, the absence of large-scale economies will reduce

Table 4—Labor inputs in the sawmilling sector, Alaska, Oregon, and Washington (1987-94)

Year
Labor inputs Yearly
by region 1987 1988 1989 1990 1991 1992 1993 1994 Average growth

   – – – – – – – – – – – – – – – – – – – Hours – – – – – – – – – – – – – – – – –  Percent
Sawmill production
(hours per Mbf lt):a

Alaska 3.97 8.81 4.21 5.48 6.89 5.96 7.75 5.25 6.04 3.10
Pacific Northwest 4.54 4.67 4.65 4.78 4.8 4.88 5.19 4.76 4.78 1.20
Difference (percent) -13 89 -9 15 43 22 49 10 26 —

Dollars

Sawmill production wage
(1995 $ per  hour):
Alaska 13.35 14.75 13.76 14.28 14.61 17.21 16.02 17.74 15.21 3.80
Pacific Northwest 13.13 12.76 12.69 12.82 12.98 12.92 13.16 13.57 13.01 .50
Difference (percent) 2 16 8 11 13 33 22 31 17 —

Dollars

Unit labor cost
(1995 $ per Mbf lt):a
Alaska 52.97 130 57.96 78.19 100.59 102.58 124.15 93.07 92.44 7.00
Pacific Northwest 59.64 59.56 59.06 61.26 62.32 63.01 68.28 64.55 62.21 1.70
Difference (percent) -11 118 -2 28 61 63 82 44 49 —

Difference -6.66 70.45 -1.1 16.93 38.27 39.56 55.88 28.52 30.23 —

a  MBF It = thousand board feet lumber tally.
Source: U.S. Bureau of the Census, Annual Survey of Manufactures (1985-94).
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the productivity of capital investments and other inputs. Also, although the link between
physical resource characteristics and the quantity of inputs needed is not as direct as in
the logging sector, the remote location mills in the region will necessitate certain inputs,
particularly in the area of transportation, not needed in the Pacific Northwest. Conse-
quently, both the unit cost of nonlabor inputs and the quantity needed will be higher in
southeast Alaska.

In general, both the trends and levels shown in table 4 are consistent with the data
shown in the previous section on total sawmilling costs (fig. 3): southeast Alaska
levels are significantly higher than those in the Pacific Northwest, and the difference is
increasing over time. In contrast to declines in the total cost data for the Pacific North-
west, per-unit labor cost estimates for the Pacific Northwest show an increasing trend.
This constitutes somewhat of an anomaly in the data, but, as with labor costs in the
logging sector, the trend estimates presented here are not robust. Moreover, the Pacific
Northwest, especially the state of Washington, has experienced rapid increases in
secondary manufacturing of wood products in the last decade (Robertson and Lippke
1996). This will be reflected in higher labor inputs per Mbf and thereby higher costs
(note that increased production hours per Mbf account for most of the increase in costs
in the Pacific Northwest shown in table 4). Because of survey procedures, the cost
estimates shown in figure 3 are less apt to include secondary manufacturing activity
and thereby register this shift in industry structure in the Pacific Northwest.

As with labor inputs, efficiency in the conversion of log inputs to lumber is an important
indicator of competitive advantage in lumber manufacture. High conversion rates will
minimize log inputs and the costs associated with them, and will thus denote an ef-
ficient use of both the forest resource (as embodied in stumpage rates) and the labor
and other inputs needed to harvest and deliver logs to the mill. “Overrun” is a measure
of the amount of lumber (denoted in lumber tally, or Mbf lt), that can be produced from
a unit of log input (log scale, or Mbf ls). Brooks and Haynes (1997) cite an estimated
overrun of 1.22 for southeast Alaska in 1994. In contrast, the 1994 Forest Service esti-
mate for the Pacific Northwest is 1.7.8 Resource Information Systems Inc., a private
consultant firm, has estimated the Pacific Northwest west-side overrun at 2.03, though
they do not claim that this represents an unbiased sample (RISI 1996). The smaller
Forest Service Pacific Northwest estimate of 1.7 is about 35 percent higher than that
for southeast Alaska, thereby indicating that, even with equivalent delivered log costs,
southeast Alaska mills would incur considerably higher costs for their log inputs. Over-
run estimates for British Columbia are currently not available, but it is commonly as-
sumed that British Columbia conversion efficiency is somewhere in between the Pacific
Northwest and south Alaska, and most likely closer to the former than the latter.

Various factors will determine log conversion efficiency. Species, log diameters and
grades, and the amount of log defect all are important determinants that are beyond the
control of the local sawmilling sector. Other, less tangible, factors such as the local pool
of labor skills and accepted local business practices also may affect conversion effi-
ciency. Mill technology, however, is often a more important determinant and is directly
dependent on the investment and production decisions of mill operators. Choice of end
product is likewise largely dependent on producer decisions. Taking independent fac-
tors such as labor skills and forest characteristics as a given, there is still good reason
why producers may decide not to maximize log-conversion efficiency. In regions like

8 Personal communication. 1996. Darious Adams,
professor, Oregon State University, Corvallis, OR 97331.

Log Conversion
Efficiency and Overrun
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southeast Alaska where manufacturing costs (as opposed to delivered log costs) con-
stitute a much higher proportion of the total cost of lumber production incentives to
minimize the cost of log inputs may be relatively weak, especially if such moves would
entail substantial investments of new capital. Likewise, where relatively large profits
are made on a small proportion of the log volume (high-grade spruce and cedar) but
the bulk of material (lower grade hemlock) presents little profit potential even when
delivered wood cost are excluded from the calculation, incentives to economize on
inputs of this lower grade material will be minimal. Here, labor and capital are the high-
cost factors, and their use will be minimized relative to that of log inputs.

The above arguments do not explicitly consider the role of wood chips in the sawmill
product output mix. Pulp production, however, played a dominant role in the timber
economy of the region over the period examined in this report. Consequently, sawmill
overrun rates, as well as overall productivity, may have been substantially impacted by
the need to maintain a steady supply of mill residue to augment wood fiber supply for
the pulp mills. Vertical integration of lumber and pulp manufacturing facilities increases
the possibility that this is the case. More generally, the ability to enhance profits through
the sale or use of wood chips and other mill residue will alter sawmill behavior and the
relation between factor inputs and product outputs. And finally, the ability to legally (and
profitably) export certain species in raw log form may affect the behavior of a mill in sit-
uations where it has this option. Hence, the low conversions efficiencies of the south-
east Alaska sawmilling sector is the likely result of various contributing factors, many of
which may make good sense given the product mix and economic conditions prevailing
in the region.

Another approach to estimating relative lumber production costs can be made through
the comparison of southeast Alaska pond log values and British Columbia log prices.
Pond log values are derived by subtracting manufacturing costs from final product
prices (FOB mill) as reported for Alaska in the sale appraisal process. Assuming per-
fect competition in the British Columbia log market, log prices should represent a
similar measure, with mills bidding up prices until all profits (that is, revenues over and
above production costs and a normal rate of return on investment) are dissipated. A
comparison of southeast Alaska pond log values and British Columbia log market
prices is shown in figure 4. In terms of both absolute levels and changes over time,
prices in the two regions are remarkably similar. If we assume that end-product prices
are about equivalent across regions, the implication is that processing costs are also
about equivalent in Alaska and British Columbia, or that lumber production is consid-
erably more profitable in British Columbia. When considering the similarity between
estimated harvest costs in the two regions and the large discrepancy between saw-
milling costs (see previous sections), it seems that the latter argument, that British
Columbia mills are more profitable, is the more likely of the two. The lower production
costs of British Columbia lumber producers are not reflected in higher log prices. This,
in turn, implies a partial break in the link between residual value and prices of interme-
diate products, with log prices in British Columbia being largely determined by harvest
cost and stumpage prices rather than final product price net of mill costs. Once again,
however, the caveat concerning different macroeconomic environments in Canada and
the United States applies.

By combining estimates of harvest costs with those for sawmilling, we can derive an
estimate of the total cost of producing a unit of lumber net of stumpage costs. This esti-
mate is shown in figure 5 for the three regions, and represents the sum of the estimates
presented above. This measure, however, is an aggregate of various species and

Total Costs

Pond Log Values and
British Columbia Log
Market Prices
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Figure 4—Log values in southeast Alaska and British Columbia (from USDA Forest Service, Alaska
Region timber sale appraisal data [see footnote 1]; British Columbia Council of Forest Industies (see
footnote 3).
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Figure 5—Total production costs (logging + lumber) (from USDA Forest Service, Alaska Region, timber
sale appraisal data [see footnote 1]; RISI 1996).
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products and the results cannot be directly extended to particular cases without care-
ful consideration. Southeast Alaska is the highest cost producer in most of the years.
Primarily because of its higher harvest costs, British Columbia is the high cost producer
in 1991 and is close to southeast Alaska in other years until 1993, when trends for the
two regions diverge. Throughout the period shown, costs for southeast Alaska gen-
erally are increasing, which is in contrast with stable to declining costs in the Pacific
Northwest and a rising and then declining trend in British Columbia.

End markets will ultimately determine the value of southeast Alaska products relative
to that of its competitors. The following analysis concentrates on Japan’s market for
North American softwood logs and sawn wood. The strategy here is to analyze product
prices to ascertain the relative position of southeast Alaska products in this market.
Japan traditionally has been the principal market for southeast Alaska logs and lumber
and the largest export market for Pacific Northwest and British Columbia  products if
cross border trade between Canada and the United States is excluded. As such,
Japan’s market is the most logical place to compare relative prices and products from
the three producing regions. However, with the collapse of Japan’s prices for higher
grade logs and lumber in the last few years, southeast Alaska producers have devoted
an increasing share of their production to supplying U.S. consumers in the lower 48
states.

Figure 6 displays yen-based price indexes for major North American log export species
in Japan’s market. The use of an index was chosen because the price data were not
comparable among different species (different sizes and grades were used for each).
Before 1993, western hemlock, Douglas-fir (Pseudotsuga menziesii (Mirb.) Franco)
and Sitka spruce log prices fluctuate in a broadly similar fashion. During this period, it

End Markets

Figure 6—Japan wholesale log prices (yen price index, January 1986 = 100) (Japan Lumber Reports
1945-94).

Year

In
de

x



19

seems that geographic origin rather than species is the primary factor in the correla-
tion of price changes, with the two Alaska species moving much in tandem and (non-
Alaska) hemlock and Douglas-fir likewise following each other closely.

After 1993, the indexes begin to diverge, with Sitka spruce prices stabilizing at a high
level, Douglas-fir prices rising through rapid fluctuations, and prices for western hem-
lock logs (from Alaska and other sources) showing declines. This provides a partial
indication of the market position of southeast Alaska products, where Sitka spruce oc-
cupies a high-quality niche position relative to hemlock. Western hemlock is imported
by Japan in larger volumes from both the Pacific Northwest and British Columbia than
from southeast Alaska, and it is more prone to substitution from other species, espe-
cially at the lower end of its grade distribution. This conclusion is further borne out in
figure 8, which displays comparable indexes for Sitka spruce, Douglas-fir, and western
hemlock lumber. Here Sitka spruce clearly emerges as a separate product subject to
the same general fluctuations over time but displaying a much greater overall trend in
price increase. This, in turn, indicates an important component of the potential compe-
titive advantage of southeast Alaska: its ability to fill this lucrative and relatively unique
market niche. Although in direct competition with spruce production in British Columbia,
Sitka spruce production in southeast Alaska comprises most of the North American
total, and the region likely enjoys a certain degree of market power, which may counter-
balance local diseconomies in logging and sawmilling.

Southeast Alaska hemlock, on the other hand, supplies a broader commodity market
and faces greater competition from other producers and species. Given the relatively
low volumes supplied by Alaska, it will be a true price taker in this market. Consequent-
ly, future prospects for hemlock production in southeast Alaska will largely depend on
developments external to the region, including substitution by softwood species from

Figure 7—Japan wholesale lumber prices (yen price index, January 1986 = 100) (Japan Lumber Reports
1945-94).
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the Russian far east, Northern Europe, and the conifer plantations in the Southern
Hemisphere; the expanding market share of engineered or fiber-based products; and a
general trend toward the use of lower valued species in higher valued applications. In-
creasingly, the cost and quality of “value-added” inputs (capital and labor), and not the
characteristics of raw log inputs, will determine the success of wood products manufac-
turers supplying these commodity markets. Consequently, hemlock resource in south-
east Alaska may provide a necessary condition for wood products commodity manu-
facture and export, but the region will have to compete on the basis of other inputs.

Although we have given little attention in this report to log exports originating on pri-
vate lands in southeast Alaska, these exports constitute an important source of com-
petition for southeast Alaska processed wood products, especially for higher grade
spruce (Flora and others 1992). Evidence for this can be found in the close correlation
between the fluctuations in Sitka spruce log and lumber prices in Japan shown in
figures 6 and 7. The likely conclusion here is that spruce lumber is supplying much the
same end markets whether it is processed in southeast Alaska or in Japan. Given the
supposed market power of the region in Sitka spruce production, anticipated declines
in private log production and exports could result in higher prices for domestically
produced lumber. For lower valued log grades and species (primarily hemlock), the
same argument does not hold. This is not surprising given the small share of southeast
Alaska products in these markets; declines in hemlock log exports from private lands
will not be sufficiently large to significantly impact market prices for hemlock lumber.

Figure 8—Total lumber production costs (with stumpage), 1994 (from USDA Forest Service, Alaska Region
timber sale appraisal data [see footnote 1]; RISI 1996).
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Under the assumption of perfect competition in stumpage markets, stumpage prices
will be about equal to market prices net of all production and delivery costs.9 Ideally,
competition among stumpage purchasers will result in cost minimization and zero
“economic” profits (in other words, returns over and above a competitive return on in-
vested capital) in the processing and delivery sectors. Consequently, economic rents
will be maximized and concentrated in the stumpage price. To the extent that this
holds, stumpage prices will be directly linked to residual value. Given a definition of
competitiveness that relies on the cost of producing a good relative to its final market,
the residual value, and thus the stumpage price, will constitute the single most in-
dicative measure of regional competitive advantage in log production.

Depending on the proportion of local timber further processed in the region, stumpage
prices also may provide an indication of competitiveness in the wood-processing sec-
tors. This is especially true when, as is the case in each of the regions considered in
this report, a significant proportion of harvest is barred from export in raw log form.
Competition from log exporters is thus eliminated from stumpage markets for export
constrained timber, and prices will reflect only the demand (and hence profitability) of
local processors. Here, high stumpage prices will indicate local industries whose costs
are well below the final value they generate, and conversely, low stumpage prices will
indicate an industry operating at the margin of profitability. Note that if timber is not
locally scarce, then the profitability of local processors will signal increased production
either through additional investments by existing firms or the entry of new firms. Even-
tually, economic profits will be eliminated either through wage increases for relatively
scarce inputs, or final market price decreases because of the increased product supply.
This is the market mechanism mentioned previously, which relates competitive advan-
tage to revealed comparative advantage via the market equilibrium process. For the
regions and tree species considered in this report, however, timber is a scarce re-
source, and positive stumpage prices apply.

The relation between stumpage values and production costs is shown in figure 8. Har-
vest and manufacturing costs are the same as those cited previously in this report,
except in this case, harvest costs are converted to a thousand board feet lumber tally
basis. Stumpage prices are the prices received at the time of harvest (actually a “cut
price”), also expressed in terms of thousand board feet lumber tally. For southeast
Alaska, these prices are for federal timber, and in the Pacific Northwest, they are for
federal timber in California, Oregon, and Washington west of the Cascade crest. British
Columbia prices are for timber harvested on crown lands in coastal British Columbia
(as reported by RISI 1996). Total production costs are relatively similar for all regions,
but the distribution of these costs across the different categories is great. Following
the arguments presented above, the assumption here is that high production costs
in southeast Alaska and British Columbia lead to low stumpage values, and low pro-
duction costs in the Pacific Northwest lead to high stumpage prices. The data pre-
sented in figure 4 represents a simplification, which aggregates across a wide range

9 Because stumpage sales often occur a year or more
before the anticipated time of harvest, stumpage prices
will incorporate future expectations and attitudes to risk
on the part of buyers in addition to current market
conditions and firm profitability. Also, policies regarding
stumpage price adjustments in line with market price
fluctuations along with other peculiarities of specific
market arrangements also will influence bid and realized
prices at stumpage auctions.

Stumpage Prices
and Residual Values
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of species and products. Likewise, especially in the case of the Pacific Northwest and
British Columbia, the various figures reported in figure 4 do not come from the same
source and may be only loosely comparable. Nonetheless, these numbers provide a
clear depiction of the different aggregate costs in the competing regions, and the
relation among these costs, final market values, and stumpage prices.

With the highest total production cost of the three regions and a substantially lower
stumpage value, the marginal position of southeast Alaska as a high cost producer is
evident. As stumpage price cannot fall below zero (in theory at least), the profitability of
the sector will be highly susceptible to relatively small variations in end-product prices.
British Columbia has somewhat lower production costs, but its stumpage values are
only slightly higher than those in southeast Alaska. The explanation for this discrepancy
may lie in differing end products (that is, if British Columbia generally produces lower
valued lumber) or in differences in reporting procedures, firm profitability, and tax struc-
tures. The Pacific Northwest demonstrates both the lowest production costs and by far
the highest realized stumpage value of the three regions. Here, efficiency in production
allows for substantially increased returns to stumpage. To the extent that fluctuations
in end-product prices are directly transmitted to stumpage, the Pacific Northwest can
sustain large declines in end-product prices without a loss of profitability for the sector.

Historical values in cut prices for the Tongass National Forest, the Pacific Northwest,
and British Columbia are shown in figure 9. Pacific Northwest prices are the harvest
prices reported for national forests in the Pacific Northwest Region, and logs from these
harvests are restricted from raw log export. Because log exports also are restricted for
British Columbia and the Tongass National Forest, all the harvest prices reported here
will be for export-restricted logs and will thus incorporate competitiveness factors in the

Figure 9—Cut prices for southeast Alaska, Pacific Northwest, and British Columbia national forests, all
species (from USDA Forest Service and British Columbia Ministry of Forest as reported in Warren 1999)
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sawmilling as well as logging industries. As is true with the 1994 data shown in figure 4,
figure 9 displays the marginal character of southeast Alaska operations relative to the
Pacific Northwest and supports the conclusion that the Pacific Northwest generates a
much greater residual value per thousand broad feet harvested and processed. Per-
haps surprisingly, British Columbia cut prices are only slightly higher than those for
southeast Alaska, thus reflecting the comparable harvest costs prevailing in that region,
but also perhaps different timber sale procedures and the failure of British Columbia
processors to incorporate profits from their relatively efficient sawmilling operations into
their stumpage bids. Cut prices reported for southeast Alaska are confounded by retro-
active rate redeterminations and other factors peculiar to the region, thereby resulting
in negative prices in some years.

Much of the preceding discussion has been based on regional aggregates across spe-
cies and log grades. More detailed data generated in the sale appraisal process allows
for an analysis of residual values on a species-by-species basis for the Tongass Na-
tional Forest (fig. 10), but comparable analyses are presently not possible for the other
regions. These values were calculated by subtracting species-specific manufacturing
costs from selling values (as reported in the midmarket analysis in the Alaska Region
sale appraisal process) and then further subtracting average harvest costs calculated
from the independent sale appraisals (see above). These data display a strong dif-
ferentiation in value by species. Hemlock and spruce generally move in tandem and
demonstrate an overall upward trend but marked cyclic fluctuations. Hemlock is the
lowest valued species with estimated residual values dipping below zero in the mid-
1980s and early 1990s. These fluctuations roughly correspond to price movements in
the international pulp market (note that utility logs and a proportion of low-grade saw
logs are assumed to be used as pulp and are appraised accordingly). Sitka spruce
demonstrates substantially higher residual values, obtaining levels between $200 and

Figure 10—Southeast Alaska average residual value by species (sawtimber and pulpwood) (from
USDA Forest Service, Alaska Region, timber sale appraisal data [see footnote 1]).
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$400 per thousand board feet throughout the 1990s and late 1980s. This estimate is for
all log grades, and residual value estimates for better spruce grades would be consid-
erably higher. Alaska yellow cedar generates extremely high residual values owing to
its high selling value and low manufacturing price (essentially a port delivery cost as
Alaska yellow cedar is exempt from log export restrictions and is exported almost ex-
clusively in raw log form). Because of the predominance of hemlock and spruce in the
volume mix, the volume weighted average closely follows the hemlock price but is
higher because of the higher price of other species.

By multiplying the per thousand board feet residual shown in figure 10 by total har-
vest volume for each species, an estimate of total residual value generated in south-
east Alaska by individual species can be calculated (fig. 11). Again, the high proportion
of hemlock volumes means that total residual values will be sensitive to relatively small
fluctuations in the price of hemlock. In half of the years, the contribution of hemlock to
residual value is negative, and only in 1988 and 1999 does it provide a substantial posi-
tive contribution to total value. Also, given the extremely large residual values associ-
ated with Alaska yellow cedar and, to a lesser extent, western redcedar, the total re-
sidual value generated by these species accounts for well over half of the Tongass
National Forest total in the last few years. This highlights the economic importance of
Alaska yellow cedar and western redcedar, species that often garner considerably less
attention owing to their relatively small volumes.

Overall positive trends for the residual values shown in figures 10 and 11 indicate in-
creasing profitability for the sector as a whole. Much of this, however, is due to the
fact that in the early 1980s, a major global slump occurred in demand for wood prod-
ucts followed by a recovery and then further upward pressure on North American soft-
wood prices because of harvest restraints in the Pacific Northwest. A sharp decline in
prices for most grades and species in southeast Alaska has occurred in the latter half
of the 1990s.

Figure 11—Southeast Alaska total estimated residual value by species (from USDA Forest Service,
Alaska Region, timber sale appraisal data [see footnote 1]).
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Taken together, the residual value estimates for individual species indicates that the re-
gion is capable of generating significant value in certain species but that the profitability
of the timber sector at large will be extremely vulnerable to market price fluctuations in
hemlock. This result is based on species averages across all log grades. If log grades
also were considered, price fluctuations for lower grades of both spruce and hemlock
likely also would prove to be a major determinant in sector profitability. As shown in the
earlier section on forest resource characteristics, most of the material harvested from
the Tongass is in mid to lower grades of spruce and, especially, hemlock. Because of
the heterogeneous nature of southeast Alaska forest stands and specific regulations
designed to limit high-grading on federal lands, the ability of the sector to adjust the mix
of grades and species to different market conditions is limited. Consequently, potential
profits from the sale of higher valued species and grades, particularly cedar, often may
be sacrificed to support the harvest and processing of lower quality material.

How do the data and arguments presented previously relate to the concepts of com-
parative and competitive advantage? The first conclusion that can be made is that
southeast Alaska is at a competitive disadvantage in the provision of labor as an input
in the production process. This argument is likely true for capital (and other nontimber
inputs) as well. If this is the case, then the region has a competitive disadvantage in
value-added processing as a whole, as labor and capital alone comprise the value-
added component of any good. From the standpoint of comparative advantage, this
means that labor and capital are scarce relative to the supply of other inputs, notably
timber. Given recent layoffs and mill closures, it is hard to argue that labor shortages
characterize the current situation in the southeast Alaska timber sector. Nonetheless,
it must be remembered that comparative advantage is a long-term equilibrium concept,
and short-term fluctuations in labor markets do not apply. In general, the high wages
paid for labor (and other inputs) in southeast Alaska reflect the premium needed to at-
tract and keep workers in the region. From an economic standpoint, this premium is
synonymous with relative labor scarcity—there are relatively more jobs to do than qual-
ified workers to do them, and producers will consequently bid up the price of labor.

In spite of this competitive (and comparative) disadvantage, southeast Alaska is able to
profitably produce certain types of wood products. This is because of the scarcity rents
generated by the better species and log grades of the region. Hence, the advantage
of the region can be seen as lying in its ability to supply these scarce raw materials
(logs) and not in providing value-added inputs in combination with them. This assertion
should, in turn, be revealed in the behavior of local firms. Economic theory (as well as
common sense) predicts that firms faced with a competitive disadvantage in processing
will provide the minimum of processing necessary before export. In doing so, they will
minimize the losses incurred in their noncompetitive processing sector and thus maxi-
mize profits. The fact that virtually all private harvests of suitable quality in the region
are exported in raw log form bears this prediction out, as does the fact that local mills
have been wholly unsuccessful at bidding private logs away from the export market.
Although data on factor use in the sawmilling sector presented previously do not
directly indicate that mills are likewise minimizing inputs, the lack of lumber finishing
and secondary manufacturing facilities in the region further suggests a comparative
disadvantage in processing.

Certain determinants of comparative and competitive advantage do not change over
time. Location is one such factor. The remoteness, climate, and difficult topography
of southeast Alaska are major factors that impact both the price and productivity of
labor and, by extension, other nontimber inputs. Moreover, although the region is
considerably closer to Japan and other export markets in northern Asia, this has not
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Competitive
Advantage Revisited



26

translated into a cost advantage in trans-Pacific shipping owing to diseconomies
associated with the smaller volume of trade, weather conditions, and the lack of
backhaul opportunities (Wisdom 1990).

Comparative advantage, however, is not a static concept, and the relative advantage
of nations and regions will be in constant flux. Alaska is no exception to this rule. Prices
for most goods and services are considerably higher in Alaska because of several fac-
tors, with the absence of economies of scale and transportation costs being chief
among them. As for wages, there is an added factor related to the need to provide
wage premiums over and above cost of living adjustments to induce workers to move
to the state in spite of a harsher climate, remoteness, and other perceived disamenities
(Greenwood and others 1991). Recent years, however, have seen a steady reduction
in many of these factors. Growing population has allowed for increasing economies of
scale in transportation, retail and services, and other sectors, and the positive ameni-
ties of life in Alaska have increasingly come to be recognized by local residents and
potential immigrants.

Although the data specific to the wood products sector presented in this report give
little indication of relative trends in factor input prices, broader measures of the Alaska
economy clearly indicate a steady reduction in prices relative to the rest of the United
States. Figure 12 shows real wage indexes in the manufacturing sector for Alaska,
Oregon, and Washington. Although the Pacific Northwest states demonstrate a similar
increasing trend, Alaska’s index shows a dramatic decline, particularly in the 1983-92
period during which the index fell by 28 percent. Current manufacturing wages in
Alaska are about equivalent to those in the Pacific Northwest, and these developments
likely will be mirrored in the wood products sector of southeast Alaska in the coming
years. Ideally, a regional producer price index would be the best way to gauge changes
in factor input prices in Alaska relative to those in other regions. Such indexes are not

Figure 12—Real manufacturing wages for Alaska and the Pacific Northwest (index, 1975 = 100) (U.S.
Bureau of the Census, Annual Survey of Manufactures [1985-94]).
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available at the state level. Consumer price indexes (CPI), however, are available for
certain urban areas, Anchorage Alaska, among them. In the last decade or so, the
Anchorage CPI has fallen slightly more than 10 percent relative to the U.S. average
index. This is equivalent to about a 10-percent decline in absolute prices for the
Anchorage area. Prices in Alaska are still considerably higher than elsewhere, but
they are falling in relative terms.

The data on falling relative prices in Alaska should be treated with some caution. Be-
cause it is a composite of wages in all manufacturing industries, the wage index may
reflect changes in industry composition (increasing shares in hi-tech manufacturing in
the Pacific Northwest and fish processing in Alaska, for example) as well as actual de-
clines in real wages within a given industry. Likewise, the Anchorage CPI may not be
indicative of changes happening in southeast Alaska, as Anchorage is relatively far
from the region and is substantially larger and therefore enjoys greater economies of
scale. Nevertheless, it is plausible that continued economic growth in southeast Alaska
will result in declines in producer prices and that the region will see a gradual but
steady increase in its relative advantage in wood products processing. Changes in
statewide wages and consumer prices may partially reflect just such a process. Like-
wise, the desire of residents to continue to live and work in the region should not be
discounted. Southeast Alaska is perhaps unique in the number (in per capita terms) of
individual entrepreneurs who paln to attempt small-scale wood products manufacturing
in the region. The willingness of these owner operators to work long hours for little pay,
however, likely does not extend to a willingness to work for lower wages in a large mill
or related facility.

The comparative and competitive advantage of southeast Alaska lies in its stocks of
high-grade spruce and cedar timber. In terms of log production, it seems that south-
east Alaska is competitive with British Columbia, the only other major source of Sitka
spruce. Other species, even hemlock, can be profitably harvested given log grades
of suitable quality. In all cases, it is the scarcity value of the resource that allows for
profitable operations. In sawmilling, the evidence shows that costs in southeast Alaska
are significantly higher than those in both the Pacific Northwest and British Columbia.
In an open market, southeast Alaska lumber producers would be unable to compete in
stumpage and log markets with more efficient mills in other regions. With the prohibition
of log exports from federal lands, however, processors are able to charge a portion of
their higher costs against the scarcity value of the timber resource, thereby resulting in
reduced stumpage prices. This allows the national forest to bear the costs of regional
diseconomies in processing. Although this is not efficient in an economic sense, the
Tongass National Forest is managed to meet various local and national objectives; as
part of the balance among objectives, returns to the Treasury are foregone in favor of
opportunities for local employment.

The above arguments have important implications for current efforts to increase value-
added manufacturing in the region. In general, efforts to cultivate manufacture of com-
modity products in direct competition with major producers in other regions will be a
challenge. This is especially true for products where value-added inputs, rather than
timber scarcity rents, comprise a relatively large proportion of the final product value.
The development of niche industries relying primarily on Sitka spruce may be more
successful (as evidenced by the music wood and other specialty producers currently
operating on Prince of Wales Island). Anticipated declines in private harvests in south-
east Alaska and Sitka spruce production in British Columbia may further bolster the
chances of success in these ventures. Alaska yellow cedar has commanded extremely

Conclusion
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high prices in Japan’s market, and southeast Alaska has a near monopoly in its
production. These prices could bear increased processing (with diseconomies once
again being charged to the stump), but processors must compete with log exports. In
the absence of strict export bans, it is doubtful that they can do so successfully in large
numbers. In any case, Alaska yellow cedar volumes are not large enough to generate
significant employment in manufacturing commodity products. Moreover, attempts to
increase processing of this species must be balanced against probable reductions in
residual values and thus stumpage prices.

Most of southeast Alaska timber inventory, however, is concentrated in lower valued
species and log grades. Successful policies directed to this portion of the resource
likely would involve efforts to promote cost minimization and economies of large scale
in processing. An alternative would be to reduce or forego processing of this material
altogether, thereby allowing the region to concentrate on those areas where it has a
demonstrated advantage. This could be obtained either by relaxing those harvest re-
strictions that prohibit partial harvests (favoring better species and grades) or by relax-
ing processing requirements for certain lower grades. Such policy changes will have to
be evaluated in relation to other forest policy goals in the region and the ecological con-
sequences of alternative harvesting methods. Should declines in wages and the price
of other inputs result in changes in the comparative advantage of the region in the long
term, then it is likely that increased value-added processing of lower grade materials
may evolve on its own accord. Ideally, such an industry would draw on both private and
public timber supply in the region.

Balassa, B. 1978. The changing pattern of comparative advantage in manufactured
goods. The Review of Economics and Statistics. 61: 315-319.

Berk, Peter. 1979. The economics of timber: a renewable resource in the long run.
Bell Journal of Economics. 10: 447-462.

Bonnefoi, B.; Buongiorno, J. 1990. Comparative advantage of countries in forest
products trade. Forest Ecology and Management. 36: 1-17.

Brinkman, G. 1987. The competitive position of Canadian agriculture. Canadian
Journal of Agricultural Economics. 35: 263-288.

Brooks, D.; Haynes, R. 1994. Timber products output and timber harvests in Alaska:
projections for 1992-2010. Gen. Tech. Rep. PNW-GTR-334. Portland, OR: U.S. De-
partment of Agriculture, Forest Service, Pacific Northwest Research Station. 32 p.

Catimel, J. 1996. Timber scarcity, comparative advantage, and economic prosperity:
an analysis from a Canadian perspective. Res. Note 42. Ottawa, ON: Canadian
Forest Service. 31 p.

Coffin, G.; Larue, B.; Banik, M.; Westgren, R. 1993. Competitiveness in the
Canadian food industry. Canadian Journal of Agricultural Economics. 41: 459-473.

Flora, D.; Woller, U.; Neergard, M. 1992. Tradeoffs and interdependence in the
Alaska cant and log markets. Res. Pap. PNW-RP-422. Portland, OR: U.S. Depart-
ment of Agriculture, Forest Service, Pacific Northwest Research Station. 11 p.

Greenwood, M.; Hunt, G.; Rickman, D.; Teyz, G. 1991. Migration, regional
equilibrium, and the estimation of compensating differentials. American Economic
Review. 81: 1382-1390.

Literature Cited



29

Hecksher, E. 1949. The effects of foreign trade on the distribution of income. Econ
Tidskrift: 497-512. Reprinted (1949) Philadelphia: Blackinstone: American Econo-
mics Association. Chapter 13

Japan Lumber Exports. 1945-94. Japan Lumber Reports. Biweekly.

Ohlin, B. 1967. Interregional and international trade. Cambridge: Harvard University
Press. 353 p.

Porter, M.E. 1990. The competitive advantage of nations. New York: New York Free
Press. 436 p.

Resource Information Systems, Inc. (RISI ). 1996. Wood products yearbook 1996.
Bedford, MA. 283 p.

Robertson, Guy C.; Lippke, Bruce R. 1996. Washington state’s wood products sec-
tor: growth trends and their sources. Working Paper 55. Seattle: CINTRAFOR,
College of Forest Resources, University of Washington. 20 plus p.

Smith, V. Kerry. 1980. The evaluation of natural resource adequacy: elusive quest or
frontier of economic analysis? Land Economics. 56(3): 257-298.

Solow, R. 1974. The economics of resources or the resources of economics. American
Economic Review. 64: 1-14.

U.S. Bureau of the Census. 1985-94. Annual Survey of Manufactures geographic
areas statistics. Annual.

Vanek, J. 1963. The natural resources content of United States foreign trade.
Cambridge: MIT Press. 142 p.

Warren, D. 1999. Production, prices, employment, and trade in Northwest forest
industries, fourth quarter 1997. Resour. Bull. PNW-RB-230. Portland, OR: U.S.
Department of Agriculture, Forest Service, Pacific Northwest Research Station.
130 p.

Wisdom, H. 1990. Transportation costs for forest products from the Puget Sound area
and Alaska to Pacific Rim markets. Res. Pap. PNW-RP-425. Portland, OR: U.S.
Department of Agriculture, Forest Service, Pacific Northwest Research Station. 25 p.



This page has been left blank intentionally.
Document continues on next page.



The Forest Service of the U.S. Department of Agriculture is dedicated to the principle
of multiple use management of the Nation’s forest resources for sustained yields of
wood, water, forage, wildlife, and recreation. Through forestry research, cooperation
with the States and private forest owners, and management of the National Forests and
National Grasslands, it strives—as directed by Congress—to provide increasingly
greater service to a growing Nation.

The U.S. Department of Agriculture (USDA) prohibits discrimination in all its programs
and activities on the basis of race, color, national origin, gender, religion, age, disability,
political beliefs, sexual orientation, or marital or family status. (Not all prohibited bases
apply to all programs.) Persons with disabilities who require alternative  means for
communication of program information (Braille, large print, audiotape, etc.) should
contact USDA’s TARGET Center at (202) 720-2600 (voice and TDD).

To file a complaint of discrimination, write USDA, Director, Office of Civil Rights, Room
326-W, Whitten Building, 14th and Independence Avenue, SW, Washington, DC
20250-9410 or call (202) 720-5964 (voice and TDD). USDA is an equal opportunity
provider and employer.

Pacific Northwest Research Station

Web site http://www.fs.fed.us/pnw
Telephone (503) 808-2592
Publication requests (503) 808-2138
FAX (503) 808-2130
E-mail desmith@fs.fed.us
Mailing address Publications Distribution

Pacific Northwest Research Station
P.O. Box 3890
Portland, OR 97208-3890



U.S. Department of Agriculture
Pacific Northwest Research Station
333 S.W. First Avenue
P.O. Box 3890
Portland, OR 97208-3890

Official Business
Penalty for Private Use, $300



STREAM TEMPERATURE RELATIONSHIPS TO FOREST
HARVEST IN WESTERN WASHINGTON1

Michael M. Pollock, Timothy J. Beechie, Martin Liermann, and Richard E. Bigley2

ABSTRACT: We compared summer stream temperature patterns in 40 small forested watersheds in the Hoh
and Clearwater basins in the western Olympic Peninsula, Washington, to examine correlations between previ-
ous riparian and basin-wide timber harvest activity and stream temperatures. Seven watersheds were unhar-
vested, while the remaining 33 had between 25% and 100% of the total basin harvested, mostly within the last
40 years. Mean daily maximum temperatures were significantly different between the harvested and unhar-
vested basins, averaging 14.5�C and 12.1�C, respectively. Diurnal fluctuations between harvested and unhar-
vested basins were also significantly different, averaging 1.7�C and 0.9�C, respectively. Total basin harvest was
correlated with average daily maximum temperature (r2 = 0.39), as was total riparian harvest (r2 = 0.32). The
amount of recently clear-cut riparian forest (<20 year) within 600 m upstream of our monitoring sites ranged
from 0% to 100% and was not correlated to increased stream temperatures. We used Akaike’s Information Crite-
ria (AIC) analysis to assess whether other physical variables could explain some of the observed variation in
stream temperature. We found that variables related to elevation, slope, aspect, and geology explain between
5% and 14% more of the variability relative to the variability explained by percent of basin harvested (BasHarv),
and that the BasHarv was consistently a better predictor than the amount of riparian forest harvested. While
the BasHarv is in all of the models that perform well, the AIC analysis shows that there are many models with
two variables that perform about the same and therefore it would be difficult to choose one as the best model.
We conclude that adding additional variables to the model does not change the basic findings that there is a rel-
atively strong relationship between maximum daily stream temperatures and the total amount of harvest in a
basin, and strong, but slightly weaker relationship between maximum daily stream temperatures and the total
riparian harvest in a basin. Seventeen of the 40 streams exceeded the Washington State Department of Ecol-
ogy’s (DOE) temperature criterion for waters defined as ‘‘core salmon and trout habitat’’ (class AA waters). The
DOE temperature criterion for class AA waters is any seven-day average of daily maximum temperatures in
excess of 16�C. The probability of a stream exceeding the water quality standard increased with timber harvest
activity. All unharvested sites and five of six sites that had 25-50% harvest met DOEs water quality standard.
In contrast, only nine of eighteen sites with 50-75% harvest and two of nine sites with >75% harvest met DOEs
water quality standard. Many streams with extensive canopy closure, as estimated by the age of riparian trees,
still had higher temperatures and greater diurnal fluctuations than the unharvested basins. This suggests that
the impact of past forest harvest activities on stream temperatures cannot be entirely mitigated through the
reestablishment of riparian buffers.

(KEY TERMS: riparian ecology; fluvial processes; streamflow; land use ⁄ land cover change; temperature;
watershed management.)
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INTRODUCTION

Stream temperature affects many biological and
physical processes. Temperature directly affects rates
of metabolism, growth, behavior, interspecific compe-
tition, susceptibility to disease, and mortality of in-
stream organisms (Coutant, 1999), and also affects
physical parameters such as soluble gas concentra-
tions (Beitinger and Fitzpatrick, 1979; Beschta et al.,
1987). Temperature impacts multiple trophic levels,
including periphyton, benthic invertebrates, and
fishes (Markarian, 1980; Holtby, 1988; Phinney and
McIntire, 2005). In the Pacific Northwest, of particu-
lar concern is the affect stream temperature has on
salmonids and other cold water fishes. Increases in
stream temperature have been linked to increased
salmonid mortality, increased disease, and decreased
competitive abilities (Brett, 1952; Coutant, 1999).

There is high spatial variation in temperature both
within and between streams, some of which has been
linked to anthropogenic factors. Important factors
affecting stream temperature include air tempera-
ture, stream morphology, ground-water influences,
and riparian and basin forest condition (Beschta
et al., 1987; Brosofske et al., 1997; Poole and Berman,
2001). In the Pacific Northwest, there is conflicting
information regarding the extent of riparian and
upland forest needed to maintain natural stream
temperature regimes, and more generally between
the relative importance of factors contributing to
stream temperature increases.

Regarding the importance of forest cover on stream
temperature, there are three general hypotheses: (1)
the condition of the riparian forest immediately
upstream of a site primarily controls stream tempera-
ture, (2) the condition of the entire riparian forest
network affects stream temperature, and (3) the for-
est condition of the entire basin affects stream tem-
perature.

The first hypothesis, that the condition of the
riparian forest immediately upstream of a site pri-
marily controls stream temperature, derives from
early observations that removal of riparian forests
caused dramatic increases in stream temperatures
immediately downstream (Brown, 1970; Brown and
Krygier, 1970; Brazier and Brown, 1973). Others
observed that increased stream temperature was cor-
related with increased air temperatures (Adams and
Sullivan, 1990; Sullivan et al., 1990; Larson and

Larson, 1997). Sullivan et al. (1990) hypothesized
that streams sought a dynamic equilibrium with the
surrounding environment, such that thermal energy
inputs and outputs were approximately equal. There-
fore, they hypothesized that air temperature strongly
influenced stream temperatures because streams
were constantly seeking thermal equilibrium with
the surrounding air. Decreases in stream tempera-
ture under shade were assumed to be the result of
convective heat exchanges (Larson et al., 2002).
Therefore, streams heated due to a lack of riparian
canopy should rapidly drop in temperature after
passing through a shaded reach with cooler air tem-
peratures (Sullivan et al., 1990; Zwieniecki and New-
ton, 1999). For forests in western Washington,
Sullivan et al. (1990) estimated that 600 m of ripar-
ian canopy would ameliorate stream temperature
increases caused by a lack of riparian canopy further
upstream.

The second hypothesis, that the condition of the
entire upstream riparian network influences stream
temperature, emerged from observations that long-
term increases in stream temperature were corre-
lated with the condition of the entire upstream ripar-
ian forest (Beschta et al., 1987; Beschta and Taylor,
1988). For example, Beschta and Taylor (1988) exam-
ined a 30-year period of record for a 325 km2 stream
in western Oregon and found that peaks in daily
maximum temperatures at the mouth of the stream
increased as the total amount of forest harvest in the
basin increased. As the clear-cut forests regenerated,
the daily maximum temperatures at the mouth of the
watershed decreased. Similarly, Barton and Taylor
(1985) found that the maximum weekly temperatures
in southern Ontario streams were most strongly cor-
related with the total upstream length of the forested
riparian buffer. Scrivener and Andersen (1984)
observed temperature increases in Carnation Creek,
British Columbia, coincident with extensive upstream
riparian forest removal, even though a riparian buf-
fer remained for over 800 m immediately upstream of
where temperature measurements were taken.
Finally, Jones et al. (2006) concluded that a recent
reduction in required riparian buffer widths from 30
to 15 m in streams throughout Georgia will likely
cause daily maximum stream temperature increases
of 1�C to 2�C.

There are several proposed mechanisms to explain
why the entire upstream riparian network influences
stream temperature. One is that thermal loading to
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the stream caused by absence of a riparian canopy is
not completely removed by convective heat exchanges
when the stream re-enters a shaded section, such
that canopy removal results in a downstream thermal
signature or cumulative effect (Beschta et al., 1987;
Bourque and Pomeroy, 2001). Another possible mech-
anism is that removal of upstream riparian vegeta-
tion results in bank instability, which results in
wider, shallower streams, higher sediment loads, and
reduced permeability of alluvial substrates (Beschta
and Taylor, 1988; Dose and Roper, 1994; Bartholow,
2000). This implies that not only is the upstream
thermal load increased, but that even in downstream
shaded reaches, the shading is not as efficient
because the stream is wider and shallower, and heat-
ing is more rapid (Poole and Berman, 2001). Further,
deposition of fine sediment on coarser alluvium
reduces the exchange of surface waters with cooler
hyporheic and ground waters (Moring, 1982). Ripar-
ian forest removal may also indirectly increase
stream temperatures by reducing woody debris
recruitment, which reduces flow retention (Meehan
et al., 1979; Holtby, 1988). Further, woody debris
retains sediment, resulting in an increased hyporheic
zone and increased exchange between surface and
hyporheic waters, which helps to cool surface waters
(Johnson and Jones, 2000). Thus the loss of woody
debris can increase stream temperature by reducing
the hyporheic volume.

The third hypothesis, that the forest condition of
the entire basin affects stream temperatures, derives
from observations that in some circumstances, stream
temperatures increased after extensive forest harvest,
even when riparian forests were protected (Hewlett
and Fortson, 1982; Brosofske et al., 1997; Bourque
and Pomeroy, 2001). A proposed mechanism in
these studies was that forest removal away from
streams heated soils containing shallow ground-water
sources that fed into the stream. Both Brosofske
et al. (1997) and Bourque and Pomeroy (2001) found
stream temperature was not correlated with the
width of riparian buffers. For example, in their study
of five watersheds in New Brunswick, Bourque and
Pomeroy (2001) found that buffers 30-60 m wide did
little to reduce the temperatures of streams >0.5 m
wide once they had been heated as a result of
upstream and upland forest harvest. They attributed
this to the heating of both the surface water of
streams <0.5 m wide that were not buffered, and the
heating of shallow ground-water sources that fed into
the streams.

It has also been observed that the microclimate
impacts of upland forest removal such as increased
air temperatures, reduced relative humidity, and
increased wind speed, extended hundreds of meters
into adjacent forests, distances far greater than the

width of most riparian buffers (Chen et al., 1992,
1995; Brosofske et al., 1999). Additionally, even with
riparian buffers present, the quantity of light reach-
ing streams still increases (Kiffney et al., 2004).
Although much of this light is indirect, it is still suffi-
cient to increase the biomass of instream primary
producers such as periphyton, and may affect stream
temperature.

Also, in mountainous watersheds, upland forest
removal on unstable slopes can trigger mass soil
movements that deliver large sediment loads to
streams, thus widening and shallowing streams and
impacting stream temperatures (Sidle, 1985; Beschta
and Taylor, 1988). Finally, removing upland vegeta-
tion may increase stream temperatures by increasing
surface runoff, which in turn can decrease aquifer
storage and decrease ground-water inflow (Grant and
Swanson, 1990; Jones and Grant, 1996; Coutant,
1999). Bartholow (2000) used a stream heating model
to assess how various changes to stream and riparian
conditions affected stream temperatures for condi-
tions typical of a forested, medium-sized stream in
western Washington. He found that the three biggest
factors affecting stream temperature were the loss of
the upstream riparian canopy (1.5�C increase), chan-
nel widening (1.4�C increase), and increased air tem-
perature (0.6�C increase).

Taken together, these studies collectively suggest
that stream heating might be due to a variety of
mechanisms that are triggered both by extensive
riparian and upslope timber harvest. At the same
time, within our study area, there are few watersheds
where most of the riparian forest was left intact
while the upland forests were harvested. This is
because until very recently forest practice regulations
did not require riparian protection on the smaller
streams, which make up the majority (>80%) of the
riparian network. Thus, discerning between the
effects of extensive riparian harvest and extensive
basin-wide harvest may be challenging.

In this paper, we examine correlations between
forest harvest patterns and summer stream temper-
atures for 40 western Washington streams to assess
whether harvest patterns of riparian or upland for-
est can predict variation in temperature regimes
among streams. Specifically, we ask whether the
temperature regimes observed in these streams are
correlated with the condition of the immediate
upstream riparian forest, or more correlated with
forest conditions more spatially distant and on a
coarser scale, such as the entire upstream riparian
forest network or the forest condition of the entire
basin. We also discuss to what extent the stream
temperature maxima and fluctuations observed in
our study are likely to affect instream biota, particu-
larly salmonids.

STREAM TEMPERATURE RELATIONSHIPS TO FOREST HARVEST IN WESTERN WASHINGTON
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METHODS

This study was conducted on the west side of the
Olympic Peninsula, Washington, primarily on tribu-
taries to the Clearwater (area = 393 km2) and Hoh
(area = 770 km2) Rivers (Figure 1). The rivers origi-
nate in the Olympic Mountains and flow westward
through glacially carved valleys, across a coastal
plain composed primarily of glacial materials, and
empty directly into the Pacific Ocean. Elevation
ranges from sea level to 2,428 m at the peak of
Mount Olympus. The low-elevation coastal climate is
very wet, with cool summers and mild but cloudy
winters. Annual rainfall in the area ranges from 400
to 3,500 mm, the majority of which falls as rain and
snow during the months between October and March.
Afternoon air temperatures during the summer
months range from 18�C to 27�C, with night tempera-
tures dropping to 7�C. Winter temperatures are
cooler with afternoon temperatures around 4�C and
decreasing to near freezing at night (National Park
Service, unpublished data).

The bedrock geology of the region consists mostly
of uplifted sedimentary rocks formed in the Miocene
and Eocene, with a layer of uplifted oceanic basalt in
the northern, eastern, and southern parts of the Pen-
insula. Much of the area was glaciated during the
Pleistocene. Alpine glacial deposits are present in all
the major west trending river valleys to an elevation
of about 250 m and are present across most of the

coastal plains and foothills to the west. The terrain is
steep and mountainous, which in combination with
the high rainfall results in frequent channelized land-
slides (debris flows). Many debris flows are initiated
where roads cross streams in steep terrain or on
steep slopes where extensive clear-cut harvest has
occurred, and recent timber harvest plans are
designed to minimize the probability of slope failures
in this debris-flow prone terrain (WDNR 1997). Land
ownership on the western Peninsula is a mix of pub-
lic and private owners, including the National Park
Service, the United States Forest Service, the Wash-
ington Department of Natural Resources (DNR), and
a number of large timber companies. Outside of
Olympic National Park, most land is actively man-
aged to produce timber.

Most of the low-lying areas are within the Sitka
spruce (Picea sitchensis) vegetation zone (Franklin
and Dyrness, 1979). Common tree species in addition
to Sitka spruce include western red cedar (Thuja pli-
cata), western hemlock (Tsuga heterophylla), Douglas-
fir (Pseudotsuga menziesii), big leaf maple (Acer
macrophyllum), and red alder (Alnus rubra), with
black cottonwood (Populus trichocarpa), and willow
(Salix) common in riparian areas. The rivers and
streams of this region provide important habitat for
several species of salmonids. These include summer
and winter steelhead (Oncorhynchus mykiss); spring,
summer, and fall chinook (O. tshawytscha); chum
(O. keta); coho (O. kisutch); pink (O. gorbuscha) and
sockeye (O. nerka) salmon; resident ⁄ sea-run cutthroat

FIGURE 1. Site Map Showing Tributaries in the Hoh and Clearwater Basins Where Temperatures Were Monitored.
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trout (O. clarki); and Dolly Varden char (Salvelinus
malma) (Smith, 2003). Common stream-dependent
amphibians in the study area include tailed frogs
(Ascaphus truei); Olympic torrent salamanders (Rhy-
acotriton olympicus); and Cope’s giant salamander (Di-
camptodon copei).

Site Selection

We selected 42 subbasins on DNR lands for temper-
ature monitoring. Twenty-two subbasins were located
on tributaries to the main stem Hoh River, ten sites
in the South Fork Hoh River basin, nine in the Clear-
water River basin, and one on a small tributary to the
Bogachiel River, just outside the Hoh basin (Figure 1).
Sites were selected to represent mountainous condi-
tions typical of perennial tributaries to the Clearwater
and Hoh River basins. Because we were interested
primarily in effects of timber harvest patterns on
stream temperatures, sites were constrained to a rela-
tively narrow range of subbasin sizes (approximately
1-10 km2) and elevation (75-400 m). To minimize the
potential confounding effects of different geologies, we
focused this study on mountainous tributary subba-
sins underlain by sedimentary rock that were known
to have perennial flow. Within this general geology
type we looked at a range of forest harvest conditions.
Site selection was generally limited to streams that
could be reasonably accessed from a road.

Data Collection and Analysis

Stowaway Tidbit submersible data loggers (Onset
Computer Corporation, Pocasset, Massachusetts)
were programmed to store temperature readings
every 15 minutes and placed in 42 streams beginning
July 1, 2004 and ending August 31, 2004 for a total
of 62 days. The accuracy of the Tidbit data loggers is
±0.2�C. Data loggers were placed in protective cover-
ings of either hard plastic mesh or perforated PVC
pipe, weighted, and placed in a pool with good flow.
They were then tied with rope to a stationary object
such as a root, overhanging tree, or large rock and
flagged for reference. When near a road, they were
placed upstream of the road crossing. Only data log-
gers remaining in the stream for the entire time per-
iod were used for analyses. Data from two of the data
loggers could not be used because they were not sub-
merged at low flows. Thus, data from 40 of the log-
gers were available for analyses. We calculated
temperature summary statistics for each site [aver-
age daily maximum (ADM), average daily range, sea-
sonal range, average, maximum, and minimum]
(Table 1). The ADM for a stream is the maximum

temperature from each day averaged over the 62 days
that the temperature loggers were in the streams.
The average daily range for a stream is the difference
between the maximum and minimum temperature
from each day averaged over the 62 days that the
temperature loggers were in the streams.

The DNR maintains a detailed geographic informa-
tion systems (GIS) coverage of its forest inventory
showing the exact location of each harvest unit and
the year of harvest. We used the 2002 inventory and
thus the term ‘‘before present’’ (bp) refers to before
2002. Because the DNR has to set timber harvest
boundaries, ensure compliance with stream buffer
regulations, and to maintain a constant assessment
of the value of their timber base, the forest inventory
data layer is very accurate. Timber harvest bound-
aries and any associated riparian buffers are first
identified by the DNR using aerial photographs, then
precisely delineated and mapped on the ground with
field crews. Aerial photographs are again obtained
after timber harvest activities and those are used to
delineate the final stream, buffer, and timber harvest
boundaries. Further, we did some field verification of
riparian forests. In particular we wanted to ensure
that riparian forests mapped as unharvested were in
fact unharvested. All riparian forests we examined
were consistent with the forest inventory data layer.
Most of the study area was unharvested until the
1960s when construction began in earnest on an
extensive road network in order to gain access to the
valuable old-growth timber in this (formerly) remote
region. Therefore almost all of the harvested timber
stands are less than 40-year old.

Using this forest inventory coverage, we defined the
‘‘near upstream riparian forest’’ as a band 30 m wide
on each side of the stream and extending 0-600 m
upstream of the data loggers. For forests in western
Washington, Sullivan et al. (1990) estimated that
600 m of riparian canopy would ameliorate stream
temperature increases caused by a lack of riparian
canopy further upstream, so we did not extend our
analysis beyond 600 m upstream of our sites for our
‘‘near upstream riparian forest’’ classification.

The ‘‘riparian forest network’’ was defined as a
30 m wide band on each side of all channels identified
in the DNR hydrology layer that were upstream of
the temperature loggers. The hydrography layer was
originally delineated by DNR field crews who used
geographic positioning systems (GPS) to map the
upstream end of all channels. The upstream end of
the channel was defined as the point where there
was no longer evidence of sediment transport within
definable banks. The DNR then used aerial photogra-
phy combined with digital elevation model (DEM)
flow-path modeling to verify the GPS derived channel
and channel head locations prior to any logging in a
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timber harvest unit, the location of streams and
stream buffers are field verified by DNR personnel.

The ‘‘total basin forest area’’ was defined as the
entire area of the basin. We created the basin perim-
eters manually in GIS, using the hydrography
layer to initially set boundaries, and then visually
inspecting the data layer and adjusting the bound-
aries relative to the 30 m DEMs. All basins had
100% of their land base in commercial forest or else
were in Olympic National Park and contained 100%
unharvested forest cover. Forest condition was ini-
tially classified as recently clear-cut (harvested
<20 year bp), young 20-40 year bp, mature 40-
150 year bp, or old >150 year bp (unharvested). The
category of ‘‘recently clear-cut’’ was used as an index
of the extent that canopy was insufficient to protect
streams from direct solar radiation (based on Sum-
mers, 1983).

Using linear regression, we correlated daily
stream temperature maxima and ranges with the
percentage of forest recently clear-cut (<20-year old)
and the percentage of total forest harvested (mostly
<40-year old) in (1) the near upstream riparian for-
est, (2) the riparian forest network, and (3) the entire
subbasin. We also implemented a more comprehen-
sive statistical analysis based on model selection and

information theory using Akaike’s Information
Criteria (AIC) (Burnham and Anderson, 1998) to
assess whether other factors such as elevation, basin
area, aspect, slope, or geologic composition of the
basin could be significant correlates with stream tem-
perature.

RESULTS

Distribution of Forest Ages

The distribution of age classes for all the sites is
illustrated in Figure 2. Basin forest age distributions
ranged from 100% unharvested to 100% harvested
within the past 40 years. Two dominant age classes
exist in all of the sites, forests <40-year old, and
unharvested forest >150-year old. For the 33 subba-
sins where some harvest occurred, the average pro-
portion of forest between the ages of 40-150 was just
0.019. For the 33 harvested subbasins taken as a
whole, roughly 1 ⁄ 3 of the subbasin forests were
<20 years, 1 ⁄ 3 between 20-year and 40-year old, and
1 ⁄ 3 unharvested.

FIGURE 2. Age Class Distribution of Forest by Basin, Demonstrating That Only Two Major Age
Classes Exist for Most Basins, <40 and >150 Years. Basin numbers correspond to ID Number in Table 1.
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General Temperature Patterns

Average daily maximum temperatures ranged from
9.6�C to 17.4�C. Seasonal maximum temperatures
ranged from 12.3�C to 21.6�C, while seasonal mini-
mum temperatures ranged from 8�C to 12.7�C. Aver-
age temperatures ranged from 9�C to 16�C, while
average daily ranges (ADR) ranged from 0.4�C to
3.8�C. ADM temperatures were strongly corre-
lated with average diurnal fluctuations (r2 = 0.87,
p < 0.001, n = 40), indicating that cool streams also
had more stable temperatures. The contrast in tem-
perature regimes between warm and cool streams
can be seen in Figure 3, which shows the daily maxi-
mums and minimums for Taft Creek, a cool stream
with stable temperatures, and Virginia Falls Creek, a
warm stream with high diel fluctuations. The two
basins are physically similar in terms of basin area,
and the elevation, slope, and channel width where
the stream temperature data were collected, except-
ing that Taft is a southeast-facing watershed and Vir-
ginia Falls is a northeast-facing watershed (see
Table 1). Virginia Falls Creek has been extensively
harvested and runs warm and has high diel fluctua-
tions. In contrast, no harvest has occurred in the Taft
Creek basin and temperatures are cool with little
fluctuation.

Basin-Level Harvest and Temperature

The proportion of total basin harvest (Bas Harv)
averaged 0.55 (SD ± 0.31) and ranged from 0.0 to 1.0
(Table 1). The percentage of the basin harvested
explained 39% of the variation in the ADM among
subbasins (r2 = 0.39, p < 0.001, n = 40, Figure 4a)
and 32% of variation in the ADR (r2 = 0.32,
p < 0.001, n = 40). The percent harvest of the basin
was also correlated with other temperature parame-
ters such as the average temperature, the seasonal
maximum, and seasonal temperature range (r2 = 0.34,
0.35, 0.34, respectively, all p < 0.001, n = 40). The
total percentage of subbasin forest harvested within
the last 20 years was not significantly correlated to
ADM or ADR.

Comparisons of temperature regimes between the
seven unharvested subbasins with the 33 remaining
subbasins (with harvest levels between 25% and
100%) demonstrate that streams in unharvested
basins have cooler temperatures that fluctuate less.
The median ADM for the unharvested subbasins was
12.8�C (average = 12.1�C), which was significantly
lower than 14.5�C, the median (and average) ADM
for the harvested subbasins (p < 0.001, Kolmogorov-
Smirnov two sample test). Likewise, the median (and
average) ADR for the unharvested subbasins was
0.9�C, which was significantly lower than 1.6�C, the
median ADR (average = 1.7�C) for the harvested sub-
basins (p < 0.001, Kolmogorov-Smirnov two sample
test).

Riparian Network Forest Harvest and Temperature

The proportion of total riparian harvest averaged
0.52 (SE ± 0.05) and ranged from 0.0 to 1.0
(Table 1). The total percentage of the riparian for-
est network upstream of temperature loggers har-
vested explained 33% of the variation in the ADM
among subbasins (r2 = 0.33, p < 0.001, n = 40, Fig-
ure 4b) and 20% of variation in the ADR (r2 = 0.20,
p = 0.003, n = 40). The percent harvest of the
upstream riparian forest was also correlated with
other temperature parameters such as the average
temperature, the seasonal maximum and seasonal
temperature range (r2 = 0.31, 0.28, and 0.20, respec-
tively, all p < 0.001, n = 40). The total percentage of
upstream riparian forest harvested within the last
20 years was not significantly correlated to ADM or
ADR. Relations between total upstream riparian
harvest patterns and stream temperatures were
very similar to those observed between basin-
level harvest patterns and stream temperature, but
basin harvest was a better predictor of stream
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FIGURE 3. Comparison of Maximum and Minimum Daily Temper-
atures Between the South-Facing Taft Creek, an Unlogged
Watershed, and the North-Facing Virginia Falls Creek, a
Watershed That Has Had 74% of Its Forest Harvested in the Last
40 Years and Experienced Several Debris Flows in the Past
20 Years. The two basins are physically similar in terms of basin
area, and the elevation, slope, and channel width where the stream
temperature data were collected (see Table 1). The temperature
regime in Taft Creek is typical of streams in unharvested basins,
with cool, stable temperatures throughout the summer.
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temperature. There was a strong correlation
between total upstream riparian harvest and total
basin harvest (Pearson correlation = 0.87, p < 0.001,

n = 40). This is not unexpected, because most of the
harvest in our study area occurred at a time when
there was little riparian protection, especially for
smaller streams.

Near Upstream Riparian Harvest and Temperature

The proportion of near upstream riparian buffer
recently clear-cut (<20 year) averaged 0.23
(SE ± 0.05) across all basins and ranged from 0.0 to
1.0 (Table 1). We did not find any significant
correlations between the percentage of near
upstream riparian forest recently clear-cut and
ADM temperature (r2 = )0.03, p = 0.79, n = 40,
Figure 4c), the ADR of stream temperatures
(r2 = )0.02, p = 0.61, n = 40) or any other stream
temperature parameters. The proportion of total
harvested near upstream riparian forest (avg = 0.66,
SD ± 0.34, range = 0.0-1.0) was weakly correlated
with ADM (r2 = 0.12, p = 0.02, n = 40) and not sig-
nificantly correlated with ADR (r2 = 0.07, p = 0.06,
n = 40). We also shortened the upstream riparian
corridor length to 400 m and then to 200 m, and
narrowed the definition of recently harvested to
<10 year, but could not find any significant relation-
ships between temperature and the condition of the
near upstream riparian forest.

Physical Landscape Variables and Temperature

We used AIC analysis to assess whether physical
variables other than forest harvest could explain
some of the observed variation in ADM stream tem-
peratures. Those results are presented in Table 2.
We found that the variables of elevation, slope,
aspect, percent of the basin with a glacial surficial
geology, upstream distance of the site to sedimen-
tary (bedrock) geology, and the percent of sedimen-
tary surficial geology in the basin individually
explain between 5% and 14% more of the variability
relative to BasHarv. Adding any one of these vari-
ables to the model increases the R2 from 0.40 up to
between 0.48 and 0.51. The best model included Ba-
sHarv and the square root of the amount of surficial
geology that is glacial in origin (sqrtGlac) as predic-
tor variables. The results of the AIC analysis show
that there are many models with two variables that
perform about the same and therefore it would be
difficult to choose one as the ‘‘best’’ model. However,
BasHarv is in all of the models that perform well.
In fact, no model without BasHarv performed better
than the model with BasHarv as a single indepen-
dent variable. The best model without BasHarv
(model #32) has a delta AIC of 7.0 suggesting it has

FIGURE 4. Correlations Between (a) the Amount of Basin Harvest
and Average Daily Maximum Temperature (r2 = 0.39, p < 0.001,
n = 40), (b) the Amount of Riparian Network Harvest and Average
Daily Maximum Temperature (r2 = 0.32, p < 0.001, n = 40), and (c)
the Amount of Riparian Buffer Within 600 m Upstream of a Site
<20-Year Old and Average Daily Maximum Temperature
(r2 = )0.03, p = 0.78, n = 40).
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moderately low support relative to the best models.
Also, in all of the best two-variable models (i.e., Ba-
sHarv + physical habitat variable), the coefficient for
BasHarv and its’ SE stay essentially the same

(about 3.4 with SE about 0.64). Therefore, we con-
clude that adding additional variables to the model
does not change the basic finding that there is a rel-
atively strong relationship between ADM stream

TABLE 2. AIC Parameters for the Top 50 Models Using All Combinations of
Independent Variables to Estimate Average Daily Maximum Temperature.

Model Number Model Parameters Log-Likelihood AICc Delta AICc AICc Weight R Squared

1 BasHarv, sqrtGlac 2 )62.9 134.7 0.0 0.1 0.51
2 BasHarv, logArea, sqrtGlac 3 )62.1 135.6 0.9 0.1 0.53
3 BasHarv, Sed 2 )63.5 135.9 1.3 0.1 0.50
4 BasHarv, logSlope 2 )63.7 136.3 1.6 0.1 0.49
5 BasHarv, Elevm, logSlope 3 )62.6 136.7 2.0 0.0 0.52
6 BasHarv, logSlope, sqrtGlac 3 )62.6 136.7 2.0 0.0 0.52
7 BasHarv, logArea, Sed 3 )62.8 136.9 2.3 0.0 0.51
8 BasHarv, Elevm, sqrtGlac 3 )62.8 137.0 2.3 0.0 0.51
9 BasHarv, Sed, sqrtGlac 3 )62.8 137.0 2.3 0.0 0.51

10 BasHarv, Bedrockdist 2 )64.1 137.1 2.4 0.0 0.48
11 BasHarv, aRad, sqrtGlac 3 )62.9 137.1 2.5 0.0 0.51
12 BasHarv, sqrtGlac, RipN_harv 3 )62.9 137.2 2.5 0.0 0.51
13 BasHarv, sqrtGlac, Bedrockdist 3 )62.9 137.2 2.5 0.0 0.51
14 BasHarv, Elevm 2 )64.2 137.3 2.6 0.0 0.48
15 BasHarv, logSlope, Sed 3 )63.0 137.5 2.8 0.0 0.51
16 BasHarv, Elevm, Sed 3 )63.1 137.5 2.9 0.0 0.51
17 BasHarv, logSlope, Bedrockdist 3 )63.3 138.1 3.4 0.0 0.50
18 BasHarv, Elevm, Bedrockdist 3 )63.4 138.2 3.5 0.0 0.50
19 BasHarv, logSlope, logArea 3 )63.4 138.3 3.6 0.0 0.50
20 BasHarv, aRad, Sed 3 )63.5 138.3 3.6 0.0 0.50
21 BasHarv, Sed, Bedrockdist 3 )63.5 138.4 3.7 0.0 0.50
22 BasHarv, Sed, RipN_harv 3 )63.5 138.4 3.8 0.0 0.50
23 BasHarv, logSlope, aRad 3 )63.6 138.6 4.0 0.0 0.49
24 BasHarv, logSlope, RipN_harv 3 )63.6 138.7 4.0 0.0 0.49
25 BasHarv, logArea, Bedrockdist 3 )63.9 139.1 4.5 0.0 0.49
26 BasHarv, Elevm, logArea 3 )63.9 139.3 4.6 0.0 0.49
27 BasHarv, aRad, Bedrockdist 3 )64.0 139.4 4.7 0.0 0.48
28 BasHarv, Elevm, RipN_harv 3 )64.0 139.5 4.8 0.0 0.48
29 BasHarv, Bedrockdist, RipN_harv 3 )64.1 139.6 4.9 0.0 0.48
30 BasHarv, Elevm, aRad 3 )64.2 139.8 5.1 0.0 0.48
31 BasHarv 1 )66.8 140.2 5.5 0.0 0.40
32 sqrtGlac, RipN_harv 2 )66.4 141.7 7.0 0.0 0.42
33 Sed, RipN_harv 2 )66.5 141.8 7.1 0.0 0.42
34 BasHarv, RipN_harv 2 )66.6 142.1 7.4 0.0 0.41
35 Elevm, RipN_harv 2 )66.7 142.3 7.6 0.0 0.41
36 aRad, Sed, RipN_harv 3 )65.5 142.4 7.8 0.0 0.44
37 BasHarv, logArea 2 )66.8 142.5 7.8 0.0 0.41
38 BasHarv, aRad 2 )66.8 142.5 7.8 0.0 0.41
39 aRad, sqrtGlac, RipN_harv 3 )65.6 142.6 7.9 0.0 0.44
40 logArea, sqrtGlac, RipN_harv 3 )65.7 142.7 8.0 0.0 0.44
41 logArea, Sed, RipN_harv 3 )65.7 142.8 8.1 0.0 0.44
42 Bedrockdist, RipN_harv 2 )67.0 142.8 8.2 0.0 0.40
43 aRad, Bedrockdist, RipN_harv 3 )65.8 143.1 8.4 0.0 0.43
44 Elevm, aRad, RipN_harv 3 )66.0 143.4 8.7 0.0 0.43
45 RipN_harv 1 )68.5 143.6 8.9 0.0 0.35
46 Elevm, Sed, RipN_harv 3 )66.1 143.6 8.9 0.0 0.43
47 logSlope, RipN_harv 2 )67.4 143.7 9.1 0.0 0.39
48 Elevm, sqrtGlac, RipN_harv 3 )66.2 143.8 9.1 0.0 0.42
49 Elevm, logArea, RipN_harv 3 )66.4 144.1 9.5 0.0 0.42
50 Elevm, Bedrockdist, RipN_harv 3 )66.4 144.2 9.5 0.0 0.42

Notes: AIC, Akaike’s Information Criteria; aRad, aspect, in radians; BasHarv, percent of basin harvested; bedrockdist, distance upstream
from site to bedrock; Elevm, elevation of data logger location, in meters; glac, percent of basin covered by glacial material; logSlope, slope of
the stream at data logger location; RipN_harv, percent of upstream riparian network harvested; sed, percent of basin covered by sedimen-
tary rock (bedrock).
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temperatures and the total amount of harvest in a
basin.

Models that included the total amount of upstream
riparian network harvest (RipN_harv) but not Bas-
Harv did not perform particularly well relative to
models with BasHarv. Delta AICc values for the
RipN_harv models ranged from 7.0 to 12.9 (Table 2).
The best model that included RipN_harv but not Bas-
Harv also included sqrtGlac as a predictor variable
(model #32).

Harvest and Temperature Criteria for Salmonids

Seventeen of 40 streams had at least one seven-
day ADM (7DADM) temperature that exceeded
16.0�C, and thus did not meet the Washington State
Department of Ecology (DOE) water quality stan-
dards for temperature for core salmon rearing and
spawning habitat [class AA streams; WAC 173-201A-
200(1)(c)]. However, the number of 7DADM tempera-
tures that exceeded 16�C was not well correlated with
any harvest patterns. The best predictor was total
BasHarv (r2 = 0.16, p < 0.01, n = 40). For a post hoc
analysis, we divided the streams into four categories
of total basin harvest: >75, 50-75, 25-50%, and unhar-
vested (<10% harvest). Examination of these catego-
ries demonstrates that the probability of a stream
exceeding the 7DADM increases as the amount of for-
est harvest in the basin increases. No unharvested
basins had any 7DADM exceedances, while one of six
subbasins with 25-50% harvest, nine of eighteen sub-
basins with 50-75% harvest, and seven of nine subba-
sins with >75% harvest had 7DADM exceedance
(Figure 5). All streams monitored in this study were
rated by DOE as class AA or higher.

The maximum temperature observed in any
stream during the study was 21.6�C, and only seven
streams had a maximum temperature higher than
18�C. Only 11 of 40 streams had 7DADM tempera-
ture above 16�C more than 10 times. The maximum
seasonal range observed in any stream during the
study was 10.2�C and nine streams had a seasonal
range >7�C. No stream had an average diurnal fluc-
tuation >4�C, and only seven streams had an average
diurnal fluctuation >2�C (Table 1).

DISCUSSION

The most interesting results from this study are
that the amount of recently clear-cut riparian forest
immediately upstream of a site was uncorrelated to
stream temperature maxima or ranges, and that total

subbasin harvest and total riparian harvest (mostly
over the past 40 years) were much better predictors
of stream temperature regimes. However, the high
degree of correlation between total subbasin harvest
and total riparian harvest (r = 0.87) means that we
were unable to assess whether there were differing
effects on stream temperature between these two
types of harvest. Anywhere there was extensive har-
vest within a subbasin, there was also extensive
riparian harvest, a result of the limited riparian pro-
tection small headwater streams received at the time
most of our study sites were logged. Also of related
interest was the observation that streams in unhar-
vested subbasins on average ran cooler and fluctu-
ated less than streams in subbasins with harvest
activity.

Because direct solar radiation dominates thermal
energy inputs to streams, we expected that the
amount of shading immediately upstream would be
correlated to stream temperature maxima and
ranges, as has been demonstrated elsewhere (Brown,
1970; Johnson, 2004). That neither the amount of
<20-year-old forest or <10-year-old forest within
600 m upstream of our site was correlated to temper-
ature suggests that the use of broad forest age classes
may not be a good surrogate for measures of shade.
For example, 61% of the riparian canopy just

FIGURE 5. The Probability of a Stream Exceeding a Seven-Day
Average Daily Maximum (7DADM) Increases as the Amount of
Forest Harvest in the Basin Increases. No unharvested basins had
any 7DADM exceedances, while one of six subbasins with 25-50%
harvest, nine of eighteen subbasins with 50-75% harvest, and seven
of nine subbasins with >75% harvest had 7DADM exceedances.
The Washington State Department of Ecology water quality stan-
dards for temperature for core salmon rearing and spawning habi-
tat [aka class AA streams; WAC 173-201A-200(1)(c)] require that
streams do not have a 7DADM in excess of 16�C. All waters moni-
tored in this study were rated by DOE as class AA or higher.
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upstream of the Spruce Creek site is less than 20-
year old, yet the ADM is 10.9�C, one of the coolest
streams in our study. As another example, the East
Fork Kunamakst Creek has had 100% of the near
upstream riparian canopy removed in the past
20 years and it had an ADM of 14.3�C, which was
close to the average ADM for harvested subbasins. In
contrast, the nearby, similarly sized West Fork Kun-
amakst Creek has a similar ADM of 14.1�C even
though it has had only 18% of the near upstream
riparian canopy removed in the past 20 years.

It is also possible, particularly for small streams
such as those in our study, that riparian forest
growth rates were sufficient to create shade levels for
streams similar to older, taller riparian forests in less
than 20 years (e.g., see Summers, 1983). For exam-
ple, Johnson and Jones (2000) examined changes in
stream temperature of an uncut, completely clear-cut
and patch-cut watershed in western Oregon over sev-
eral decades. She found that both the patch-cut and
clear-cut watersheds had maximum temperature
increases of 6-8�C that remained for about 5 years
after completion of the treatment. This was followed
by a slow decline in maximum temperatures for the
next 6-8 years after which maximum temperatures
remained approximately equal to those of the uncut
watershed. These data suggest, at least for small
streams such as those in our study, that stream tem-
perature may not be related to canopy age when the
riparian stand is more than 10-year to 15-year old.

That both the total amount of basin harvest and
total amount of riparian forest harvest were corre-
lated with ADM and ADR suggests that forest har-
vest activity is in some way contributing to stream
heating other than by exposing the stream surface to
direct solar radiation. One possible mechanism is that
frequency of slope failures and debris flows increases
with increased clear-cutting and roadbuilding (Lyons
and Beschta, 1983; Sidle, 1985). Debris flows scour
alluvium to create wider, shallower bedrock channels,
which are more susceptible to heating (Johnson and
Jones, 2000). Also, debris flows remove soils and
riparian vegetation adjacent to streams, which
increases the canopy opening above streams and
delays regeneration of riparian forests. The forest age
data used in the analysis did not identify very young
riparian stands created by recent debris flows, which
could also help explain why we did not see stronger
correlations between stream temperatures and the
amount of very young riparian forest immediately
upstream of sample sites.

Debris flows also affect stream temperatures
because they remove large woody debris (LWD) and
alluvium, which decreases hyporheic storage and
decreases the retention time of water (Holtby, 1988;
Johnson, 2004). The exchange of surface waters with

hyporheic ground-water can have an important cool-
ing effect (Poole and Berman, 2001; Johnson, 2004).
The extent to which hyporheic flow can cool surface
waters depends on the relative volumes of surface flow
to hyporheic flow and the difference in temperatures.
Hyporheic flow moving through porous alluvium is
exposed to a large surface area of cool substrate, which
can rapidly conduct heat away from water, so hypor-
heic flow that has been subsurface for an extended
period of time can cool down to substrate temperatures
(Poole and Berman, 2001; Johnson, 2004). Since there
can be extensive hyporheic exchange in small moun-
tainous streams (Kasahara and Wondzell, 2003), this
suggests that debris flow induced loss of alluvium
could be a contributing mechanism to the increased
stream temperatures we observed in our study.

Increased timber harvest activity in a basin has
also been positively correlated to increased peak
flows, which should result in wider channels for a
given drainage area (Grant and Swanson, 1990;
Jones and Grant, 1996). Other studies have also
shown positive correlations between timber harvest
activity in a basin and channel widths or the widths
of canopy openings above streams (Beschta and Tay-
lor, 1988; Dose and Roper, 1994). In their study of a
southwestern Oregon watershed, Dose and Roper
(1994) found that timber harvest increased channel
widths on average by 45%, relative to their widths
when no timber harvest had occurred in the basin.
These studies suggest that the correlation we
observed between total timber harvest and increased
stream temperatures might in part be a result of both
an increase in the total solar radiation striking
streams because of wider canopy openings and an
increase in solar radiation absorbed per unit of chan-
nel length because of channel widening. For a mod-
eled stream with characteristics similar to the
streams we monitored, Bartholow (2000), using Dose
and Roper’s (1994) data, estimated that a 45%
increase in channel width (and canopy opening) could
increase stream temperature maxima by about
1.35�C. This would account for a little more than half
of the difference in mean ADMs between the har-
vested (14.5�C) and unharvested (12.1�C) subbasins
in our study.

Because of the high degree of correlation between
total riparian harvest and total basin harvest, it was
not possible to assess the relative importance of
the total upstream riparian vs. the total basin har-
vest on forest stream temperatures. However, our
AIC analysis demonstrated that basin harvest was
consistently in all the best models predicting ADM
temperatures, while total riparian harvest was not
(Table 2). The correlation between riparian harvest
and total basin harvest exists because few restric-
tions exist to protect riparian vegetation along the
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small streams that constitute most of the stream net-
work in our study area, so most riparian vegetation
was harvested concurrent with adjacent upland har-
vest. Nevertheless, most debris flows are triggered on
steep slopes as a result of road construction or timber
harvest, so if debris flows are in fact the dominant
causal mechanism leading to stream temperature
increases, riparian protection further up the stream
network would do little to reduce stream tempera-
tures without additional harvest and road construc-
tion limits on unstable slopes. At the same time, even
in the absence of debris flows, loss of the upstream
riparian network can lead to a loss of LWD and a
subsequent loss of alluvium, as well as channel wid-
ening and shallowing and larger canopy openings
downstream. Thus mechanistically, upland forest
harvest activities that trigger debris flows and ripar-
ian forest harvest may behave similarly in terms of
how they affect stream temperature. The major dif-
ference is that debris flows are discrete events that
instantaneously and dramatically change channel
morphology. In contrast, upstream riparian forest
removal results in slower, incremental changes in
channel morphology that are sometimes only appar-
ent decades after harvest has occurred.

Impact of Observed Temperature Increases to
Salmonids and Stream-Dependent Amphibians

Temperatures over 16�C, which were observed in
many of the streams in our study where timber har-
vest occurred, exceed the upper limit of optimal tem-
perature for most salmon in western Washington
(WSDOE, 2002). In Washington state, the DOE con-
siders streams with one or more 7DADM tempera-
tures above 16�C to be impaired in terms of providing
habitat for salmonids [WAC 173-201A-200(1)(c)]. Over
half of the streams that had 25% or more of the total
watershed forest area harvested (17 out of 33) did not
meet Washington DOEs water quality standards for
salmonid habitat. Studies have also shown that fluc-
tuations in temperature of the magnitude observed in
our study can be harmful to salmon because they
increase stress for the fish and inhibit the ability for
acclimation to warming temperatures (Hokanson
et al., 1977; Coutant, 1999; Torgersen et al., 1999).
However, lethal temperatures for salmonids generally
occur at temperatures of 21�C or higher, a threshold
that was not crossed in the streams in our study. Ele-
vated temperatures of the magnitude we observed
might not necessarily be detrimental. When food was
abundant, juvenile chinook reached their optimum
growth rates at 19�C (Brett et al., 1982). Elevated
summer stream temperatures of about 3�C following
riparian canopy removal in Carnation Creek, resulted

in larger coho fingerlings and increased overwinter
survival (Holtby, 1988). At the same time, elevated
spring temperatures resulted in the earlier seaward
migration of smolts, which probably resulted in lower
smolt-to-adult survival (Holtby, 1988).

The disease susceptibility of salmonids can also go
up significantly when exposed to temperatures in the
ranges observed in our study. For example, Holt
et al. (1978) found that the mortality rate of steel-
head, coho, and spring chinook from infection by
Flexibacter columnaris varied from 4% to 20% among
the three species at 12.2�C and increased progres-
sively with increased temperature up to 100% in
steelhead and coho salmon at 20.5�C, and to 70% in
chinook at that temperature. For all three species, as
temperature increased, the minimum time to death
also decreased dramatically. For steelhead, coho, and
spring chinook, Groberg et al. (1978) found similar
relations between temperature and mortality when
fish were exposed to the bacteria Aeromonas salmoni-
cida, with mortality rates ranging between 18 and
54% at 12.2�C and increasing to 86-96% at 20.5�C.

It is clear there are multiple direct and indirect
effects, both positive and negative that stream tem-
perature increases have on salmonids. These effects
vary with both species and life history stage, stream
temperature itself varies both spatially and tempo-
rally, and both the physical habitat of streams and
the use of that habitat by different salmonids are
highly variable. Given this variability, it is difficult to
conclude whether or not the small, but significant (1-
4�C) stream temperature increases observed in some
streams in this study are having a population-level
impact on salmonids. In the absence of additional
data, the existing DOE temperature standard is prob-
ably the best overall criterion for estimating whether
the observed stream temperature increases will affect
salmonids.

Stream-dependent amphibians found in our study
area are likely to be affected by the temperature
increases observed in some of our streams. For exam-
ple, during embryonic development, tailed frogs pre-
fer temperatures between 4�C and 10�C, and have a
maximum tolerance of 18�C (Brown, 1975), while
tailed frog tadpoles prefer temperatures around 16�C
and few exist in streams with maximum tempera-
tures above 20�C (Hawkins et al., 1988, 1994). In
streams below 16�C, adult tailed frogs (Ascaphus
montanus) showed little movement, while in streams
rising above 16�C, adult frog movement increased as
they presumably sought out cooler temperatures
(Adams and Frissel, 2001).

Other studies have shown a general decline in
stream-dependent amphibians following timber har-
vest, but these did not relate abundances to stream
temperature changes (Kelsey, 1994; Richardson and
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Neill, 1998). In general, it is difficult to know how
much changes in amphibian abundance following tim-
ber harvest can be attributed to temperature com-
pared to changes in channel morphology that occur
when instream habitat is degraded. Debris flows that
scour away the LWD and alluvial habitat in the
small headwater streams where stream-dependent
amphibians are normally abundant may make these
streams inhospitable as much or more than the tem-
perature changes of the magnitude observed in our
study.

CONCLUSIONS

We observed that watersheds with 25-100% of their
total area harvested had higher stream temperatures
than watersheds with little or no harvest. The magni-
tude of stream temperature increase was correlated
with both the total amount of timber harvest in a
watershed and the total amount of riparian forest
harvest in a watershed. We did not see any correla-
tion between the amount of recently clear-cut ripar-
ian forest immediately upstream of a site and
temperature increases. Our study lends support to
the hypothesis that forest activities beyond the imme-
diate upstream riparian environment can influence
stream temperatures and is consistent with other
studies that demonstrate a correlation between the
total amount of timber harvest or total riparian har-
vest in a basin and stream temperature increases
(Beschta and Taylor, 1988; Bourque and Pomeroy,
2001). Several causal mechanisms related to timber
harvest activity can lead to increased stream temper-
atures that are sustained for decades or longer. These
include widening and shallowing of the channel, wid-
ening of the above-channel canopy opening, loss of
LWD and alluvium, which reduces hyporheic storage
and retention times, and warming of shallow ground-
water outside of the riparian zone. Because the
streams in our study were in steep mountainous ter-
rain where debris flows are frequently triggered by
forest harvest activities, we speculate that total basin
harvest or total riparian harvest in our study area
may be correlated to debris flow frequency, and that
debris flows increase stream temperatures by creating
wider, shallower channels with increased canopy
openings and reduced hyporheic storage and reduced
retention times. We also speculate that even where
no debris flows occur, increased basin harvest
increases peak flows, which would create wider chan-
nels and larger canopy openings above the stream. If
increases in stream temperature maxima and ranges
are related to changes in debris flow frequency and ⁄ or

changes in hydrologic regimes, this suggests that
reestablishment of riparian forests alone will not be
sufficient to return stream temperature regimes to
natural conditions. If hyporheic exchange is an impor-
tant factor that keeps surface waters cool, as has been
demonstrated elsewhere, then to the extent that deb-
ris flows and past harvest of headwater riparian for-
ests have removed current and future sources of
instream LWD along with the alluvium that is stored
behind LWD, recovery of natural temperature
regimes in some streams may take centuries.
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JOINT STATEMENT OF MEMBERS OF THE PEER REVIEW COMMITTE E
CONCERNING THE INADEQUACY OF CONSERVATION MEASURE S

FOR VERTEBRATE SPECIE S
IN THE TONGASS NATIONAL FOREST

LAND MANAGEMENT PLAN OF RECORD

Introduction and Summary

This statement concerns the measures adopted by the USDA Forest Service in its Tongas s
Land Management Plan Record of Decision to protect Old Growth habitat and to protect
wildlife species associated with Old Growth forest on the Tongass National Forest . This is a
Joint Statement submitted by Dr . Roger Powell, Dr . Russell Lande, Dr . Dale McCullough ,
Dr . William Lidicker, Jr., Dr. Craig Benkman, Dr. Andrew Hansen, Dr . Paul Paquet, Dr .
John Ratti, Dr . Christopher Smith, Dr. Richard Taber and Dr . Robert Jarvis . We served
together on the Peer Review Committee that the Pacific Northwest Research Station assembled
in 1993 . The Forest Service requested the formation of our committee to conduct an
independent review of the conservation measures related to wildlife habitat then bein g
considered by the Forest Service as it planned the land management for the Tongass Nationa l
Forest . Together, we have many decades of research and management experience related to
wildlife, ecology, population biology, and conservation biology . Our backgrounds and
qualifications were more completely described in the Peer Review . We make this statement
after a review of relevant portions of the Plan and Environmental Impact Statement, variou s
panel assessments, conservation assessments and key supporting documents .

The Peer Review, completed in 1994, concluded that none of the Forest Service's strategie s
was adequate to preserve viable, well distributed populations of wildlife species that ar e
dependent on Old Growth forests on the Tongass . The Peer Review made specific
recommendations for habitat protection measures and recommended further research in
identified areas . After conducting additional scientific reviews of key issues and species ,
which generally reaffirmed the advice of our Peer Review, the Forest Service prepared fo r
public review in 1996 a Revised Supplement to the Draft Environmental Impact Statement
(RSDEIS) for the Tongass Land Management Plan .

Concern that the wildlife measures in the Forest Service's proposal failed to respon d
effectively to scientific input led us to submit in the fall of 1996 a Joint Statement regarding th e
RSDEIS . That statement concluded that the Tongass Land Management Plan draft alternative s
would not ensure the viability of populations of several wildlife species associated with Old
Growth forests . The Joint Statement also recommended that the Forest Service develop ne w
alternatives that would improve the Plan's strategy for Old Growth forests . As the Peer
Review and other previous reviews had done, the Joint Statement made several specifi c
recommendations, including 1) no logging on the remaining large blocks of Old Growth fores t
and on undeveloped watersheds and 2) adoption of single tree and small group selectio n
logging techniques in the matrix between Old Growth blocks to mimic the dominant natura l
disturbance patterns on the Tongass .



In May 1997, the Forest Service released its Final Forest Plan and EIS (FEIS) . Though th e
FEIS and supporting documents are improved by a fuller discussion of basic conservatio n
planning concerns we and others have raised in the past, we are dismayed that the Fores t
Service has not considered any alternatives that differ substantially from those in the RSDEIS .
Rather than substantively addressing the core criticisms and recommendations raised by
previous scientific reviews, including the Peer Review and our Joint Statement, the selecte d
alternative for the Tongass Land Management Plan, Alternative 11, differs only marginall y
from the alternatives presented in the RSDEIS . What changes were made do not address the
fundamental problems with the Old Growth strategy raised consistently by the scientific
community over the last several years . We believe that, like previous alternatives proposed b y
the Forest Service, the plan adopted in May 1997 will not ensure viable, well distributed
populations of wildlife species adapted to Old Growth forest on the Tongass National Forest .

The New Management Plan Does Not Correct Major Shortcomings of the Draft Pla n

Our review of the 1996 RSDEIS found the preferred alternative, and all other alternative s
the Forest Service formulated, except the no logging alternative, seriously inadequate in 4
areas . We concluded that none of these alternatives as proposed would ensure the continued
viability of wildlife species on, the Tongass National Forest . The 4 problem areas were: (1 )
habitat reserve size and design, (2) high-grading, (3) landscape connectivity and (4) clear -
cutting. The new TLMP does not correct these problems, and no other new alternative, which
might have, was included in the FEIS .

1 . Reserve Size and Design

The Forest Service has accepted, in principle, the need for habitat reserves as part of its
strategy for conservation of wildlife on the Tongass . The agency continues, however, to rely
on an inadequate reserve system. TLMP documents defend this approach in large measure b y
pointing to the absolute number of acres that will not be directly logged . This analysis ignores
the adverse consequences of fragmenting habitat . Highly fragmented habitat may provide little
or no benefit for many wildlife species .

Many terrestrial species are negatively affected by fragmentation of their natural habitat . As
the 1993 V-POP report discussed, human-caused fragmentation of blocks, or patches, o f
wildlife habitat into smaller blocks threatens the persistence of species in, and often beyond ,
the fragmented area . Small patches make populations more susceptible to stochastic events an d
human disruption . Consequently, large blocks of habitat must be preserved to ensure overal l
species viability .

The edges of forest fragments provide poor habitat for species that are adapted to fores t
interiors . Such edges experience greater exposure to sunlight and wind, which disrup t
microclimates and change vegetation . Increased edge also enhances access for predator an d
competitor species, and promotes invasion of exotic plants and animals . Some of these "edge
effects" extend far into habitat fragments . The small sizes of patches in fragmented habitat
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make them less suitable for species that depend on large areas of unfragmented habitat . Smal l
patches of old growth habitat have low prey densities and reduced cover . Fragmented habitat
also experiences high access by human beings and their vehicles, which also affects mos t
wildlife adversely .

For these reasons, fragmented habitat may induce wildlife to abandon small fragments, t o
perish while ranging outside of the fragments in less favorable habitat, .or to stay in a small
fragment and experience high mortality and low reproductive success. When portions of a
species' range become vacant as a result of these processes, population viability may b e
threatened . For most vertebrates, continuous occupancy of all suitable habitat is not require d
for a population's security. Temporary vacancy of suitable habitat, however, owing to
random demographic changes for example, is common and such habitat is quickly recolonized .
Such local extinction is very_ different from lost occupancy caused by human alteration of th e
landscape . When patches of suitable habitat are vacant, or will not reliably support successfu l
reproduction, because they have been rendered unsuitable in the long term through huma n
actions, the population's overall viability may be adversely affected . This is particularly likel y
in highly heterogenous landscapes and for species that have low mobility or low populations .
In these instances, interaction among individuals may be restricted .

Fragmentation of forests due to management activities is of particular concern in Southeast
Alaska for several reasons . Substantial barriers to wildlife dispersal already exist on th e
Tongass National Forest, including steep topography, highly dissected vegetation, and isolatio n
of islands by water . Endemic species, many of which are found on the Tongass, often hav e
small populations and are special risk as a result of human-caused disturbance . Many species
use Old Growth forest on the Tongass National Forest, causing particular concern . Private as
well as public lands in Southeast Alaska have experienced disproportionate logging of the so -
called "high volume" stands . These stands are critically important as wildlife habitat . Because
almost all Old Growth that has been logged has been clear-cut, and clear-cutting has led t o
labyrinths of roads, a profound contrast exists between altered (logged) and unaltered (Ol d
Growth) habitat . Finally, because few wildlife species have received even rudimentary
research attention, the probability is high that management practices that alter habitat wil l
produce unanticipated adverse impacts . An example of an unanticipated research finding is the
recent discovery suggesting that the Alexander archipelago brown bears may represent a
unique taxon, probably at the species level .

Taken together, these factors make the size, design, and quality of habitat reserves criticall y
important if well-distributed and viable populations of wildlife species -- including those fo r
which we have few data -- are to be maintained on the Tongass National Forest . In reviewing
the RSDEIS in 1996, we concluded that no alternative incorporated an adequate Old Growt h
reserve strategy . The most extensive reserve system (in alternative 3 and in the supervisor' s
"preferred" alternative) was, somewhat surprisingly, simply a version of the one the 1994 Peer
Review found to be inadequate to ensure viability of all species . The new TLMP also bases it s
Old Growth reserves on that original V-POP strategy, and the criticisms we voiced in 1994 and
again in 1996 still apply . In general, the reserves are not appropriately designed in size and
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location, and do not preserve the remaining large blocks of high quality habitat on th e
Tongass .

The Forest Service has acknowledged the recommendation of the Peer Review, reiterate d
in other information from the scientific community, including our Joint Statement, that a
significantly larger reserve system be established to protect the remaining large blocks of Ol d
Growth on the Tongass . Unfortunately, the Final Plan, which the Forest Service claims
responded to this advice, appears to us primarily to change only the descriptions of the reserve
system without making the necessary substantive improvements .

The Forest Service's claim that it has substantially improved its reserve system rest s
largely, as we interpret the plan, on a redefinition of the reserve system . The Forest Service
now describes an expanded system of reserves that includes not only the land in Old Growt h
habitat status (the former HCAs), but all land in non-developmental land use designation s
(LUDs). This land is included in the reserve system, regardless of its location or habitat
value, simply by virtue of being in a non-developmental LUD (Appendix N-24) .

This new justification of what is essentially the old plan is flawed for many reasons . First ,
the Forest Service mistakenly assumes this substantial reserve system was unaccounted for i n
the Peer Review and Joint Statement because these reviews addressed the HCA system in
isolation. On the contrary, the V-POP recommendations, Peer Review, and following
criticisms of the reserve system, including our Joint Statement in 1996, were all based on th e
understanding that not all lands outside HCAs would be logged, that some land was i n
wilderness or otherwise protected by law, that some land was managed by the Forest Servic e
for uses other than logging, and that not all Old Growth in lands allocated to logging would be
cut, particularly in the short term. The V-POP Final Review Draft itself repeatedly reference d
legislatively protected areas, stream side and beach-front buffer zones, "unsuitable "
timberlands, and forest stands difficult or impossible to log . The V-POP committee explained
that its mapping of medium and large HCAs was adjusted to overlap as much as possible wit h
these lands, and predicted that no more than 20% of the Old Growth needed for small HCAs
would come from lands slated for logging . Indeed, over-attention to locating reserves in
already protected areas -- at the expense of optimum reserve design -- was a major fla w
identified by the Peer Review Committee. One of us (Lidicker) specifically noted that mos t
HCAs located in logging zones did not meet minimum size standards (unlike those in area s
unavailable for logging) . It was with this understanding that the Peer Review and our Join t
Statement criticized the proposed HCA system now adopted, and we recommended specific
additional protection for remaining blocks of Old Growth and for the important high volum e
stands . Redefining what a reserve is does not respond to the fundamental issues raised by ou r
Joint Statement and similar critiques .

More importantly, the actual changes from draft to Final Plan are only margina l
improvements, even if all the non-development areas are treated as Old Growth reserves fo r
wildlife. Comparisons between the draft and Final Plan in this regard are complicated b y
different ways of presenting the small HCAs in the 2 plans . As we understand it, both the
draft and Final Plans include the small HCAs recommended by the original V-POP committee .

4



The small HCAs are identified and mapped in the Final Plan . By contrast, in the draft plan ,
the small HCAs were to be laid out in the future at the project level . Thus, the level o f
protection did not change with the addition of small HCAs in the Final Plan -- only the timin g
of the designation of the small HCAs . In the draft plan (Alternative 10), the Forest Service
does not account for the small HCAs in its description of the acres in the development an d
non-development land designations ; the Forest Service does include them in the Final Plan .
This difference is significant . The small HCAs designated in the Final Plan total
approximately 480,000 acres . Thus, the information in the FEIS exaggerates the improvemen t
from draft to Final Plan . In addition, though small HCAs may provide limited benefits t o
some species, we question whether the small HCAs would be of much value to the large r
reserve system for many species .

To estimate the actual change in protection between the draft and final, we relied on a n
analysis by Interrain Pacific (attached) which applied the mapped small HCAs to the draft plan
and recalculated the number of acres in each category . Though only an estimate, it provides a
better approximation of the relative difference between draft and final than does the FEIS . Thi s
analysis shows that the change between draft and Final Plan is small . Only about 180,000
acres are moved from the timber harvest designations to the natural setting LUDs . This is only
a 1 .3% increase in the broadly defined reserve system . More importantly, the number of acres
of high volume Old Growth that changes from timber designation to natural setting is onl y
about 13,000, less than a 1% improvement in the high volume Old Growth protected by the
reserve system broadly defined . Thus, even if we take the newly defined reserve system in
the plan at face value, the improvements over the draft are marginal and do not approach the
kind of major change recommended by the Peer Review and our Joint Statement .

How small these changes are can be seen on a map prepared by Interrain Pacifi c
(Interrain Pacific, Change in Land Use Designation, 9/7/1977) that shows changes in th e
designations of land from timber to natural setting and vice versa . Again excluding the small
HCAs, modifications well distributed across the Tongass were made in both directions betwee n
the draft and Final Plan . Overall, we can discern no significant benefit to Old Growt h
dependent species . Some modifications are clearly beneficial, such as the protection afforded
to the large Old Growth block on northern Chichagof Island . Others appear to remov e
protection for important blocks of habitat, such as the changes on Lynn Canal and easter n
Baranof Island .

Looking more carefully at the changes on a forest-wide basis from the draft to the Fina l
Plan, the small increase in "apparent" protection does not come from increases in the Old
Growth reserve category . In fact, after adjusting for the small HCAs in the draft, overall th e
Old Growth (HCA) designation declines from draft to Final Plan by about 200,000 acres (o r
about 60,000 acres of high volume, a 21% drop) . The greater level of protection afforded by
the Final Plan comes instead from an increase in the semi-remote recreation category . This
difference is important because Old Growth reserves and semi-remote recreation areas receiv e
different levels of protection .

5



The semi-remote recreation designation is more liberal than the Old Growth designation i n
permitting salvage and associated green tree logging, road building and motorized use, an d
logging to enhance recreation opportunities . Moreover, not all forest-wide wildlife standard s
and guidelines apply in these areas . In addition, we are concerned that even the Old Growth
designation (HCAs) remains open to road building and salvage logging under som e
circumstances . Although these practices are intended to be the exception rather than the rule ,
when salvage logging and road building do occur on Old Growth reserves, the impact on
reserve quality could be substantial . With this in mind, the 1994 Peer Review advised the
Forest Service "do not log or build roads" within HCAs. This problem is expanded, however ,
under the plan, in which more of the reserve system is in semi-remote recreation designatio n
than in Old Growth (HCA) status .

Though the FEIS makes it difficult to evaluate the Forest Service's claim to have create d
improved, very large reserves in each of the 21 biogeographic provinces, this again appears to
be more a matter of redefinition than improvement . The Forest Service' describes these
reserves as composed of contiguous lands in all of the nondevelopment LUDs, presumabl y
including wilderness areas and other areas protected in the draft . As the above analysi s
demonstrates, small HCAs aside, the net changes from draft to final added only a small amount
of habitat to the nontimber designations . This strongly suggests that no new very large reserves
were created by removing large blocks of Old Growth from the timber base . This appears to b e
confirmed by the Interrain map showing changes from draft to final Plan . Finally, though the
Forest Service argues that these reserves protect a significantly larger amount of Old Growt h
than recommended in the V-POP report, the comparison is misleading . First, the V-POP
recommendations were made with knowledge of the larger areas of old growth protecte d
outside of HCAs and, second, the volume in the newly described reserves is distributed over a
much larger area and much of the area protected is not Old Growth . Overall, if, as it appears ,
these so-called very large reserves are composed largely of areas previously protected and no w
relabeled, we do not believe these reserves are responsive to the advice of the Peer Review and
our previous Joint Statement .

Thus, no matter how one looks at the Forest Service's reserve system in the Final Plan, it
represents little improvement from the draft plan .

Besides problems related to size, other problems of design still exist in the Final Plan. For
example, with few exceptions, we see no evidence that topographic and biogeographic factor s
affecting animal movement have been considered . These factors include water, ice fields ,
mountainous terrain, differences between high and low elevation habitats, and other difference s
in vegetation .

Perhaps of greatest concern is the failure to protect the Forest's remaining pristine
watersheds . We concluded in our 1996 Joint Statement that continued road building and
logging in these watersheds could not be reconciled with the Forest Service's obligation t o
ensure the viability of all native vertebrate species .
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Other evaluations of the needs of wildlife on the Tongass, in addition to ours in 1996, hav e
focused on the need to preserve the forest's large blocks of Old Growth, especially hig h
volume Old Growth . The 1994 Peer Review concluded that, to keep important landscape
options open, the Tongass should "not further fragment existing large blocks of high volum e
Old Growth." The V-POP committee responded to the Peer Review by recommending that a t
least the three largest patches of Old Growth be protected in each ecological province . The
Forest Service's brown bear assessment panel stated that the first priority should be to retain
currently unroaded watersheds in a roadless condition .

TLMP, however, continues to fragment these critical habitat areas . A map prepared by
Interrain Pacific (Interrain Pacific, Roadless areas and intact old-growth areas available fo r
logging, 9/7/97) shows numerous roadless and intact Old Growth areas around the Tongas s
that remain available for logging . Analysis by the Forest Service itself of the protection given
to interior blocks of Old Growth shows that few large blocks will remain unfragmented . Of
the 14 ecological provinces with significant forestland, only 3 have their single largest interio r
Old Growth block protected from further fragmentation by logging . Moreover, two of the
three that are fully protected are the smallest of the entire set of fourteen . (These figures
exclude the 4 provinces that are legislatively protected, which, have never been the source o f
concerns about the Forest Service viability plan . )

This pattern of planned fragmentation extends to other large habitat blocks . Of the three
largest such blocks in each province, only 9 of 42 are protected from further fragmentation.
Of the largest five, only 19 out of 70 are protected . All others are available for logging to
some degree .

Blocks of high volume Old Growth forest fare worse under the Final Plan than do the
largest blocks of Old Growth . Of the Old Growth blocks in each province with the most hig h
volume forest, only one of the 14 is fully protected . Looking at three in each province, only 9
out of 42 are fully protected . The numbers in these last 2 paragraphs do not chang e
significantly if the analyses are done on blocks or patches that are only 90% protected, rathe r
than fully protected .

Generally, substantial acreage in these blocks is protected from logging, though apparentl y
not from the impacts of roads . Fragmentation can, however, have major effects even whe n
relatively little habitat is altered directly . For precisely this reason, our recommendations, and
those of other reviewers, have focused on eliminating further fragmentation of existing larg e
blocks (rather than focusing on a total acreage) . The Final Plan allows significant, majo r
fragmentation of the remaining blocks of Old Growth forest .

2 . High grading

The quality of habitat for wildlife varies widely across forest types found on the Tongass .
In general, the more desirable timber classes correspond to habitat of high value to wildlife .
The high "volume classes" provide a combination of large living and dead trees, multipl e
canopy layers, high-nutrient forage on the forest floor, good protection from snowfall, and
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other important features leading to habitat of high quality for wildlife adapted to Old Growth .
At the same time, these high volume classes have been, almost exclusively, the target for pas t
logging in Southeast Alaska . As a result, the 1994 Peer Review concluded the Forest Servic e
must preserve future management options to ensure the future viability of wildlife populations .
An immediate action that would preserve future options is to protect low elevation, hig h
volume Old Growth immediately via "low grading" to compensate for past, disproportionate
logging. Under the Final Plan, not only will compensatory low grading not take place, bu t
high grading will continue .

Those habitats that have the highest value for wildlife, and also are the most rare, wer e
associated with the highest volume classes in the timber classification system that the Tongass
has recently abandoned . The new system does not separately recognize these stands, formerly
classified as volume classes 6 and 7 . The new system, instead, includes former classes 6 and 7
in a broader "high volume" class that covers 43% of the productive Old Growth . Because
volume classes 6 and 7 are not separately tracked any longer, it is not possible to predict their
fate from reading the FEIS .

Unfortunately, there are reasons to presume that disproportionately heavy logging of th e
richest volume classes will resume . In last year's draft plan, much of the timber was to hav e
been sold under a long term contract that, as we understand it, required the Forest Service t o
avoid high grading volume classes 6 and 7 . New sales under that contract have since ende d
and the high grading prohibition expired with the contract . The Forest Service has not
substituted a comparable legal constraint for any timber sales under the new Final Plan, despit e
the biological imperative for preserving these stands .

Even for the new, larger "high volume" classification, in which classes 6 and 7 ar e
subsumed, we find no special measures to compensate for past high grading . Indeed, a hig h
proportion of timber sales will, in the next few decades, log the most economic timber . Such
an approach to sales strongly suggests that some form of high grading will continue .
Composition of the habitat reserves does not guard against this, since their percent hig h
volume is approximately equivalent to the percent in the Forest at large . Consequently, the
percent of high volume Old Growth in the reserves must be much lower than what the forest -
wide average was before recent logging of nearly a million acres of almost exclusively hig h
volume stands on public and private lands combined .

3 . Landscape Connectivity

In our 1996 Joint Statement, we concluded that connectivity among habitat reserves was a
serious problem for all of the logging alternatives given in the RSDEIS . That problem has not
been meaningfully addressed in the Final TLMP . In particular, robust corridors, wide enoug h
to provide secure interior habitat and wide enough to survive windthrow and other disturbanc e
events, and designed with topography in mind, have not been designated among reserves .

The FEIS and background documents point to additional riparian buffer strips included i n
the Final TLMP, arguing that they help remedy this problem . As we understand the new
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riparian standards, however, they do not add buffers wide enough to accomplish this goal .
The new buffers on headwater streams reach only to the banks of these small tributaries . They
could not, therefore, be even as wide as the buffers provided for higher order streams in th e
RSDEIS, which we explained were too narrow to be adequate corridors for Old Growth
associated species .

Mapping of the small Habitat Conservation Areas (HCAs) is also held out as providin g
connectivity . Small reserves may add to landscape connectivity by serving a "stepping stone "
function for some species, but this has yet to be documented . Small HCAs, however, were
already required in the RSDEIS we critiqued (and its predecessor V-POP strategy), though no t
mapped, and we presumed their existence .

TLMP documents state that the 1,000 foot beach fringe will link habitat reserves . As with
the small HCAs, these may provide some connectivity . In our review of the RSDEIS, we
found inadequate the alternative that included a 1,000 foot beach fringe (though the second 50 0
feet was available for small scale, ecologically based logging) . Moreover, the beach fringe s
only connects areas between coastal habitat blocks, not those in the interiors of islands or th e
mainland. A 1,000 foot beach fringe is too narrow, subject to blowdown, and in at least som e
places is degraded by past logging . To provide secure wildlife movement among reserve
areas (and to facilitate regular genetic interchange), corridor standards should at least be on th e
order of those described in Lande's contribution to the 1994 Peer Review : a no-cut zone of
2,000 feet in width .

4. Clearcutting

The scientific reviews assembled by the Forest Service over the last three years hav e
repeatedly called for a major change in logging methods on the Tongass . The 1994 Peer
Review concluded that, consistent with generally accepted principles of ecosystem
management, future logging should mimic the small-scale, natural disturbance patterns on th e
Tongass . Rather than adopt an ecologically-based approach, however, the selected alternativ e
continues to rely heavily on the silvicultural method most destructive to Old Growth wildlif e
habitat: large-scale clear-cutting on short rotation. Continued large-scale clear-cutting ,
particularly on a short rotation as called for in the plan, is incompatible with ensuring adequat e
protection of wildlife and essential habitat .

The Forest Service has defended its selection of clear-cutting based on limited knowledge
about the practical impacts on the timber program of the selection logging methods that mimi c
natural disturbance patterns . It is undisputed, however, that continued clear-cutting on
anything resembling the current scale comes at a grave cost to wildlife species associated wit h
Old Growth on the Tongass . Given the relative certainty of the adverse impacts of continued
clearcutting and the current information that shows small scale disturbances are the dominan t
form of natural disturbance on the Tongass, the Forest Service must begin requiring some form
of selection logging as the dominant logging method on the Tongass, even if some uncertaint y
exists about such logging methods . Otherwise, the Forest Service cannot ensure the viabilit y
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of many species of Tongass wildlife . Postponing this change until long term research i s
completed, as the plan proposes, ignores the need for an immediate transition .

The Final Plan justifies continued clearcutting in the name of "Adaptive Management . "
The Forest Service misunderstands adaptive management to be maintenance of the status quo ,
with monitoring, until incontrovertible evidence shows that the status quo does not work .
Under such a regimen, little can be done to protect populations of wildlife before perpetuatin g
them becomes impossible . The Forest Service must use a true adaptive management approach :
adopt management practices supported by the best scientific evidence to date ; rethink those
practices as new information becomes available ; use new evidence to reconsider the costs of
both Type I (the danger of changing management when present management is actually best)
and Type II error (the danger of not changing management when the change would be for th e
better) .

Finally, no evidence supports the suggestion in the FEIS that the proposed management wil l
substitute for a matrix managed to duplicate natural disturbance patterns on the Tongass .
Expanded beach fringes, increased riparian protection, restrictions on even age logging tha t
may be imposed in certain areas for protection of martens and goshawks, and fragmented Ol d
Growth remaining in the matrix simply cannot compensate for the extensive clearcut loggin g
proposed in the Final Plan .

Conclusion

The final Land Management Plan for the Tongass National Forest does not incorporate th e
recommendations of the Peer Review or other scientific input in fundamental ways .
Consequently, we do not believe that this Plan will protect viable, well distributed populations
of vertebrate species on the Tongass National Forest .
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