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a b s t r a c t

Unmanned Aerial Vehicles (UAVs) are already broadly employed for 3D modeling of large
objects such as trees and monuments via photogrammetry. The usual workflow includes
two distinct steps: image acquisition with UAV and computationally demanding post-
flight image processing. Insufficient feature overlaps across images is a common shortcom-
ing in post-flight image processing resulting in the failure of 3D reconstruction. Here we
propose a real-time control system that overcomes this limitation by targeting specific spa-
tial locations for image acquisition thereby providing sufficient feature overlap. We ini-
tially benchmark several implementations of the Scale-Invariant Feature Transform
(SIFT) feature identification algorithm to determine whether they allow real-time execu-
tion on the low-cost processing hardware embedded on the UAV. We then experimentally
test our UAV platform in virtual and real-life environments. The presented architecture
consistently decreases failures and improves the overall quality of 3D reconstructions.

� 2015 Elsevier Ltd. All rights reserved.
1. Introduction

The interest in and popularity of Unmanned Aerial
Vehicles (UAVs) have been increasing rapidly [12,7]. In
particular, UAV-based, photogrammetric 3D reconstruc-
tion of large objects has been employed in forestry [10]
and archaeology [26]. In these practical applications, UAVs
serve simply as platforms carrying low-cost, off-the-shelf
digital cameras that acquire images along a prepro-
grammed, GPS-enabled trajectory at a predetermined
frame rate [12]. Dynamic trajectory adjustments enable
obstacle avoidance [22], aggressive maneuvers [17], land-
ing [2,18,25], and frontier-based exploration [11]. Image
processing can be either outsourced to a remote computer
through a WiFi connection [21,22] or performed on-board,
as demonstrated by Meier et al. [16] who developed a
complete UAV platform with an embedded computer.
On-board image processing, a promising direction for pho-
togrammetry applications, is currently heavily constrained
by the computational abilities of embedded hardware
[5,16]. Real-time processing of imagery acquired by a
UAV and based on a standard stereo camera arrangement
has been often used for Simultaneous localization and
mapping (SLAM, [16]) while other UAV architectures have
relied on two or more cameras in various configurations
[12,27,31]. For example, Yang et al. [31] combined non-
overlapping downward- and forward-oriented cameras to
track features across a larger field of view. Shen et al.
[27] relied on two cameras with different frame rates and
fusion of monocular and stereo approaches to estimate
the UAV’s position.

In the typical UAV-based photogrammetry workflow,
acquired HD photographs (5–12 MP) are processed after
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the flight, on a computer system equipped with adequate
hardware resources [26,10,30]. The independence between
the image acquisition and image processing phases is the
most serious shortcoming of this workflow because it often
leads to scene reconstruction failures attributed to insuffi-
cient feature overlap between images [10]. Such failures
can be costly, as when the scene is located in a remote area,
or irreversible, as where the scene has been altered perma-
nently after the UAV flight (e.g. forest stand burned). A
naive solution to avoiding these failures would be to
increase the acquisition frame rate while reducing the
speed of the UAV platform [10]. However, such measures
address only indirectly the core problem of non-
overlapping features across images, which also depends
on other factors relative to image quality during the flight
(such as changing illumination conditions, complexity of
dominant scene objects, or movement of objects by wind).
In practice, increasing the frame rate reduces image clarity
and poses technical challenges relative to the time
required to store HD photographs, resulting in a sharp
increase in cameras cost. An affordable UAV system allow-
ing consistently complete reconstructions of scene objects
must therefore be able to handle changes in image feature
density during a flight, a condition that requires simultane-
ous image acquisition and processing. We address this
requirement in the present study and introduce a low-
cost solution that detects and compensates for insufficient
feature matches between sequentially acquired images by
employing on-board, real-time image processing and ulti-
mately guarantees complete 3D reconstruction of the tar-
geted objects.
2 http://sourceforge.net/p/ezsift/wiki/Home/.
3 Version 2.4.11, http://opencv.org.
2. Methods

2.1. UAV platform

We built a custom UAV (Fig. 1) using a DIJ F550 Hexa-
copter Frame, a 3DR Pixhawk autopilot equipped with
GPS and compass (3D Robotics Inc.), a 915 MHz telemetry
radio to the ground station computer, a FrSky receiver, a
Spectrum DX7 transmitter, a Tarot T-2D Brushless gimbal,
and 3 cell LIPO batteries which sustained a 20-min flight.
The UAV carries an open-source, single-board Minnow-
board Max computer (Intel Inc.) featuring a dual core
ATOM CPU at 1.33 GHz, 2 GB of DD3 RAM, a GPU chipset,
and a set of input/output ports adequate for platform con-
trol and functionality. This board has low power consump-
tion (less than 10 W), which is convenient for UAV
applications.

Our UAV platform shares similarities to the one devel-
oped by [16], where image frames acquired with low reso-
lution (0.3 MP), high frame rate, low latency, stereo CCD
cameras were processed in real-time on an embedded
computer. Instead, our platform carries two imaging sys-
tems: (1) an inexpensive, low-resolution web camera that
delivers a stream for real-time processing and (2) a high-
resolution GoPro camera (5–12 MP) triggered through its
serial connection. We use a single-board computer (Intel’s
Minnowboard Max) in lieu of the combination of the
custom-built baseboard and Computer-on-Module used
by [16]. Our configuration supports expeditious system
assembly and has lower cost, but also limited customiza-
tion options for its base components.

2.2. Real-time keypoint detection

SIFT [14] is the most widely used algorithm for detec-
tion of image keypoints; more recent alternatives include
SURF [3], ORB [24] and BFROST [9]. SIFT is part of our cur-
rent postprocessing workflow [10] and while slower than
its competitors, it allows more efficient keypoint matching
[9,4,6]. We benchmarked several open-source implemen-
tations of the SIFT algorithm with the on-board computer
including Ezsift,2 a C++ implementation; the OpenCV imple-
mentation3; SIFT_PyOCL, an implementation exploiting GPU
with OpenCL [20]. To compare these libraries and assess the
feasibility of real-time feature detection, we measured the
time needed to process the same set of images. We also con-
sidered the idealized scenario where pictures have already
been loaded into memory, and the on-board computer does
not perform trajectory control nor communicates with the
autopilot.

2.3. Real-time active control

Prior experience [10] suggests that the number of key-
points matched across images is a reliable indicator for a
successful 3D scene reconstruction. Our prior data acquisi-
tion approach was acquiring images at specific GPS way-
points along the drone trajectory preprogrammed with
PIXHAWK autopilot. The addition of the single board com-
puter enables a feedback control loop in this image acqui-
sition scheme. The overall goal of the active control
strategy is thus to ensure that the number of keypoint
matches is adequate for the post flight reconstruction of
the scene. The implemented active control strategy con-
sists of UAV backtracking to the halfpoint between the last
two GPS waypoints to take an additional high-resolution
picture, if the number of keypoints matched between
two sequential images falls below a predefined threshold.

Specifically, when the UAV arrives at a mandatory way-
point, it starts loitering and the following two events occur
simultaneously. The high-resolution camera is triggered to
take a picture. At the same time, the single-board com-
puter starts identifying keypoints from the latest low-
resolution frame of the web camera. As soon as keypoints
are extracted and matched against those at the previous
location the UAV moves toward the next waypoint if the
matching ratio is high enough, or backtracks to the halfway
point if the matching ratio is below the set threshold.

2.4. Virtual reality experiments

We relied on simulation to validate the active control
algorithm and troubleshoot our implementation. We first
generated a virtual environment and rendered it using
the open-source program POVRAY (Persistence of Vision
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Fig. 1. UAV architecture developed in this work. Boxes depict system components and arrows communication protocols.

Fig. 2. Virtual reality environment. Top: Two pairs of pictures taken from
consecutive waypoints, with green lines indicating matching keypoints.
Bottom: Panoramic nadir view, centered on the tree, illustrating the
backtracking strategy. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)
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Raytracer, povray.org). A virtual reality scene featuring a
deciduous tree surrounded by buildings was rendered on
the screen of a laptop and subsequently captured by the
UAV low-resolution camera oriented towards the screen.
Real-time control was enabled via ethernet connection
between the embedded computer and the laptop, allowing
the transfer of plain-text directions to the virtual flight
controller running on the laptop, in lieu of communication
with the PIXHAWK used in real flights.

During the virtual flights, the virtual camera was always
oriented towards the tree. By design, the simulated envi-
ronment had two levels of complexity relative to the
matching of keypoints (Fig. 2). The half of the trajectory
labeled as ‘‘feature rich” and shown in green in Fig. 2,
was designed to display numerous visual cues. It contained
a deciduous tree, the targeted scene object, as foreground
and two multistory buildings with regular arrangement
of windows as background. These buildings produced a
large number of keypoints, matched easily across images.
The other half of the trajectory, labeled ‘‘feature-poor”
and colored pink, had the horizon of a neutral looking
scene as background and therefore, only a limited number
of cues.

2.5. Field experiments

Communication between the flight controller and the
on-board computer was achieved via the MAVLINK proto-
col (Fig. 1), enabling two navigation modes: ‘‘guided”, in
which the onboard computer is continuously passing
instructions to the flight controller, and ‘‘manual”, when
the flight controller is operated remotely by a human.
Manual flight control was used only for UAV takeoff and
landing, and as a safety precaution in the event of an
unforeseen emergency. We used MAVProxy4 to handle
the low-level processes involved in the communication with
the flight controller.

2.6. 3D scene reconstruction

To perform 3D reconstruction and thus validate the
effectiveness of the active flight control process, we relied
on our previously monocular-based workflow [10]. In brief,
images from the high-quality camera were first undis-
torted to remove lens aberration and then processed using
VisualSFM [29] to produce a sparse scene model. We then
4 http://tridge.github.io/MAVProxy/.
employed SURE [23] to perform the dense reconstruction.
Postprocessing this 3D reconstruction was performed on
desktop computers.

When feature overlap is insufficient, the 3D reconstruc-
tion workflow results in several disconnected models, each
model capturing some part of the object of interest [10]. In
this work, the number of 3D sparse models and tally of
points in the associated dense reconstruction cloud were
used as simple metrics of scene reconstruction complete-
ness and quality.

3. Results

3.1. Keypoint extraction time

Benchmarking of keypoint extraction from 187 high
resolution, 5 MP flight pictures on the MinnowBoard Max
computer revealed differences in execution time larger
than one order of magnitude among the SIFT algorithm
implementations (Table 1).

Not surprisingly, the SIFT_PyOCL implementation
which exploits the GPU outperformed all CPU implementa-
tions, but it still required almost 8 s to process a single
high-resolution image, a duration clearly incompatible
with real-time processing. Thankfully, the workload can
be reduced and efficiency promoted with two image
manipulations: cropping centered on the image region of
interest, or degradation of image resolution. Lowering the
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Table 1
SIFT running time for one 5 MP picture (in seconds).

Implementation Mean Standard deviation

Ezsift 110.6 0.6
OpenCV 22.5 0.3
SIFT_PyOCL 7.6 0.2

Fig. 3. Strategies for decreasing the number of identified image keypoints
and running time, while preserving the most important image features.
From top to bottom and left to right: base image, cropped, low-resolution,
and cropped low-resolution image. Each keypoint is represented by a
circle and an arrow, indicating scale (importance) and direction.

Fig. 5. Variability in keypoint matching ratio between adjacent virtual
images generated at mandatory trajectory waypoints (black). Radial
isolines denote keypoint matching levels at 5% increments and are
colored by the number of 3D scene models reconstructed by processing
the virtual image set. Graph orientation adopted from Fig. 2. (For
interpretation of the references to color in this figure legend, the reader
is referred to the web version of this article.)
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image resolution yielded the largest time gains (Fig. 3) and
made real-time processing possible. In the applications
presented in the next sections, we rely on a web camera
with resolution 640� 480 pixels, providing the stream on
which real-time keypoint detection is performed.

3.2. Validation in virtual reality environment

The reference trial, without active control, generated
n ¼ 6 disconnected models (Fig. 4A and B). With the key-
point matching threshold between successive images set
to 30%, the active control mechanism enforced backtrack-
ing primarily on the feature poor portion of the trajectory
and led to a single unified model (n ¼ 1, Fig. 4C). The com-
prehensive 3D model obtained with backtracking had
169,613 points, while the combination of the disconnected
models obtained without backtracking summed to only
76,174 points. To confirm that the observed model
improvement was not an artifact of using more images,
Fig. 4. Illustration of the quality of 3D reconstructions in the virtual
environment. A and B: two partial models produced without backtrack-
ing. C: the single model obtained when active control is used. The tree is
barely recognizable in the disconnected models (A and B), while the
single unified model captures its structure in greater details (C).
we also conducted 10 additional virtual flights in which
the UAV was instructed to backtrack at random, unrelated
to the number of keypoints matched between adjacent
images. It was thus corroborated that in the absence of
backtracking, the number of reconstruction failures was
higher, with mean �n ¼ 2:5 models (�0:27, two sided
t-test significant with p < 0:05).

The systematic study of keypoint matching ratios
between adjacent images confirmed that the parts of the
trajectory from which buildings were not visible had
indeed lower matching ratios (Fig. 5). Increasing the
matching threshold from 10% (no backtracking) up to
45% (UAV backtracking at every waypoint) at 5% incre-
ments, resulted in progressively fewer disconnected mod-
els. Thresholds at or above 30% lead to a single unified
model.
3.3. Validation in real-life environment

An example of a complete reconstruction obtained by
using the same process as in simulation but applied to
images acquired during an actual UAV flight is shown in
Fig. 6. In this case, the keypoint matching threshold used
to trigger platform backtracking was set to 60%. It is higher
than the 30% used with the virtual reality imagery, owing
to differences in overall scene complexity. The 60% value
was determined empirically, according to experience from
numerous prior experiments with actual UAV imagery,
where a minimum 55% keypoint matching rate between
adjacent images was found to be necessary for single-
model reconstruction. Qualitatively, this 3D model fea-
tured a complete crown reconstruction (Fig. 6 B), while
partial models obtained by using trajectory control with



Fig. 6. Approach validation with an actual UAV flight. A: one of the
images acquired by the UAV. B: 3D model obtained with active trajectory
control enabled. C and D: partial (incomplete) reconstructions obtained
without backtracking, shown from the same viewpoint.
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lower keypoint matching thresholds featured only a frac-
tion of the crown (Fig. 6 C and D). The single model con-
tained many more points than the sum of the partial
models (7,343,810 vs. 1,541,072). Thus, although the par-
tial models could be manually merged into a single model,
the resulting model precision would be much lower than
the one from the backtracking-enabled reconstruction.
Besides, the manual merging of partial models is a labori-
ous and subjective operation.
4. Discussion

Failures in UAV imagery-based 3D scene reconstruction
realized during image postprocessing can be costly and
irreversible. We have documented that such failures occur
because of inadequate number of matched keypoints
between images. To guarantee successful 3D reconstruc-
tion, we have enabled active UAV trajectory control based
on real-time processing of low-resolution imagery
acquired during the flight. We have designed an inexpen-
sive UAV configuration amenable to further customiza-
tions and used it to test an active control trajectory
strategy. The platform can backtrack to and acquire images
from locations along its planned trajectory to ensure that
an a priori set threshold of matching keypoints is available
between adjacent images. We found that this approach
offers parsimonious image acquisition while guaranteeing
complete scene reconstructions.

Although the techniques presented here have produced
complete, gap-free reconstructions of single trees, they
may be less successful with more complex vegetation.
Owing to occlusion, comprehensive reconstruction of
objects with overlapping or interlocking components
remains rather challenging, especially for the parts in the
object interior. Nevertheless, 3D delineations of dominant
trees and other objects present in forested landscapes are
invaluable for the assessment and management of natural
resources [8] and for crown parameterizations in
individual-based forest models [28].

One limitation of the current implementation of active
control is the requirement to set beforehand the keypoint
matching threshold value. Our experimentation with vir-
tual and real-life environments showed that this threshold
is dependent on multiple flight parameters, including
camera resolution, illumination conditions and overall
scene complexity. In certain conditions, specifying an
appropriate matching threshold may not be a major con-
straint, since it can be derived from experimentation or
expert knowledge. In flights with a setup similar to the
one used in this study, the same keypoint matching thresh-
old will likely yield successful reconstructions. However, it
would be preferable to remove this arbitrary threshold
choice. A potential solution could be to perform further
processing in real-time to obtain an informed estimate of
the probability for a successful 3D reconstruction. In par-
ticular, successful completion of bundle adjustment (the
simultaneous refinement of the cameras and keypoints
locations) would guarantee that one single 3D model will
be generated. The feasibility of real-time bundle adjust-
ment using low-cost embedded hardware has not been
investigated in this study, and might require computa-
tional capacities not available in our current platform.

A general restriction of real-time trajectory control is
the computational requirements of visual processing algo-
rithms [12,13,11]. The UAV platform used in this study
belongs to a class of so-called mini-scale UAVs with maxi-
mum payload of about 1 kg [13], a substantial portion of
which is used for batteries. In this context, there are two
realistic alternatives: to outsource the computational load
to a ground station [19,1], or to perform all processing on
embedded hardware, which forces an upper bound on
the nature of the image processing used [5,15,11]. In this
work, we demonstrated the suitability of a single-board
computer with real-time active control that improves 3D
reconstruction. Two promising future options for perform-
ing the computationally intensive, image-based 3D recon-
struction in real-time should be considered: relying on
more powerful embedded GPU, or FPGA. With FPGA, the
expected execution time gain for SIFT computations is of
one order of magnitude [32], with additional potential
gains for the sparse and dense reconstruction phases.
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