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Abstract 

Schreuder, Hans T. and Michael S. Williams. 1998. Weighted linear regression using D2H and D2 
as the independent variables. Research Paper RMRS-RP-6. Fort Collins, CO: U.S. Department of 
Agriculture, Forest Service, Rocky Mountain Research Station. 10 p. 

Several error structures for weighted regression equations used for predicting volume were 
examined for 2 large data sets of felled and standing loblolly pine trees (Pinus taeda L.). The generally 
accepted model with variance of error proportional to the value of the covariate squared ( D'H = 

diameter squared times height or D2 = diameter squared) remains the best. 

Although D'H is a better covariate than D', we found no significant difference between them when 
testing model accuracy for felled trees, but there were significant differences for standing trees. When 
we predicted the total volume of a population using equations based on felled tree data, assuming 
known frequencies for diameter classes and using D'H as the covariate, we obtained essentially the 
same estimate as that predicted using D' (0.1 O/O difference). Using the conventional approach of D'H 

for all trees (standing and felled) yielded an estimate of volume of 5.6% less than using the equation 
with D'H for felled trees only. 

Trees are more accurately measured for volume when felled, and total heights are often not 
measured accurately on standing trees. Therefore, we recommend that volume equations be based 
on felled tree data only and that when they are intended to be applied to standing trees, D' be used 
as the covariate in prediction. 
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Meng and Tsai (1986) proposed using the error model 
v, = (Djh)' in conjunction with model [3]. They studied 
red pine (N = 92, Pinus resinosa Ait.) and white pine (N = 
14, Pinus strobus L.) using a method described by Box and 
Cox (1964). They estimated 95% confidence intervals of 
0.55 < h < 1.80 for red pine and 1.90 < h ~2.18  for white 
pine. 

Williams et al. (1993) studied model [I] with 4 different 
weight functions 

Introduction 

Weighted linear regression is widely used to estimate 
total tree volume ( V  ) as a function of tree diameter at 
breast height squared times total tree height. One volume 
model commonly used is: 

with Ee,e, = o 'v, for i = . j ,  and Eeje, = 0 for i t j ,  where 
D, is the diameter at breast height and Hi is the total tree 
height. This is the best model to use if V, , Dj, and Hi are 
measured essentially without error in model develop- 
ment, and if Dl and Hj are measured equally reliably for 
volume predicted trees. Because identifying the top of 
hardwoods and seeing the tops of conifers in many natu- 
ral forest stands and closely-spaced plantations is diffi- 
cult, errors often occur when measuring or estimating 
standing tree height. In addition, measuring height is time 
consuming. Consequently, alternative models are appeal- 
ing: 

and 

where xi = D , ' ~ .  They found no significant improvement 
when using the more complex weight functions and sug- 
gested using v, = x,'~ with k, = 2 . Williams and Gregoire 
(1993) tested the function v, = Dik' H , ~ ?  and found it to be a 
significant improvement over v, = ( D,' Hi)'; . We did not 
consider the model vj = D," Hi when comparing D' H to 

and: 

D' models because the basal area weighting function is no 
different and vl = ( D,' Hj )' is widely used. 

Williams et al. (1994) studied the performance of 5 
instruments. They found that for trees less than 40 ft tall, 

where the error structure is assumed to be similar to that 
in [I]. 

We determined the best weight functions for o 'vj with 
models [I 1-[3] based on felled tree data. We also compared 
the efficiency and bias of models [I]-[3] in predicting the 
total volume of a forest. Model [I], with heights and 
diameters measured on felled trees and volumes derived, 
is the standard. This standard is compared with the best of 
models [2] and [3], with diameters measured on standing 
trees and with model [I] with diameter and height mea- 
sured on standing and felled trees. 

the average measurement error was generally less than 
5% but as height increased, error also increased. In Janu- 
ary 1991, a large group of forest biometricians and 
mensurationists in Fort Collins, Colorado, agreed that 
heights of tall standing trees cannot be measured reliably. 

Gregoire and Williams (1992) identified and evaluated 
the errors in tree volume associated with estimating tree 
height. They found the mean square error of volume 
prediction increased 35% to 38% when estimated heights 
were used in place of actual heights. 

Literature Review 
Data Description 

Cunia (1964), McClure et al. (1983), and Gregoire and 
Dyer (1989) have studied the error model, v, = (D,' H, )'I , 
for various tree species and suggest k, values ranging 
from 1 .O1 - 2.07. 

Since 1963, the Forest Inventory and Analysis (FIA) 
unit in the southeastern US has measured the volumes of 
individual standing and felled trees on a subsample of all 
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regular FIA sample plots in Virginia, North Carolina, 
South Carolina, Georgia, and Florida. Of the trees in this 
data set, 3748 were felled before measurement to ensure 
accuracy. The remaining 31 33 trees were measured stand- 
ing using height poles and calipers. All these trees were 
measured uniformly as a series of tapering sections (diam- 
eter outside bark at both ends of each section and section 
length) by highly trained inventory specialists. Measure- 
ments were taken from ground level to the tip of the main 
stem and from the base to the tip of each fork (Cost 1978). 

Each tree's location, species, diameter at breast height 
(dbh), double bark thickness at dbh, and total height were 
also recorded. Double-bark thicknesses at various points 
on the main stem were measured and recorded for all 
felled tree samples. Volumes of sections were computed 
using Grosenbaugh's (1952) cubic-foot volume equation, 
which allows for form and taper. Total-stem volume and 
total height were obtained by summing all the section 
volumes and lengths respectively. 

Objectives and Criteria for Evaluation 

There are 2 advantages to accurate weight functions in 
linear regression. First, estimates of thevariance-covariance 
matrix are biased if the error structure is incorrectly speci- 
fied. Second, a better fitting weight function leads to 
improved precision in estimation and is more likely to 
produce reliable confidence intervals. The objectives of 
this study were to: 

1. establish which of the 15 models discussed below, 
using D'H and D' as covariates, is the best for 
predicting volume; 

2. show the effect of different models on estimation of 
volume, and determine if only diameters should be 
used, as in models [2] and [3], to predict volumes. 

Methods 

The 15 modeIs studied in a comparison of their perfor- 
mance comprised the 3 volume models (equations 1-3) 
combined with each of 5 error models. These latter in- 
cluded the 4 weighting functions used by Williams et al. 
(1993) and the following additional exponential weight- 
ing function: 

which has been studied by Cunia (1964), McClure et al. 
(1983), Meng and Tsai (1986), Kelly and Beltz (1987), and 
Gregoire and Dyer (1989). Model: 

which was suggested by Scott et al. (1978). Model: 

is a generalization of EM2.  Model: 

is an exponential error model used by Williams (1994). In 
addition, we considered a 5th model: 

which is appealing since it is non-negative for any value of 
k,  . For models to be fully specified, we combined one of 
models [I]-[3] with one of EM1 - EM5 . Hence, 15 fully 
specified volume models were fitted, where xi = D,' H, or 
D,', depending on the covariate used in the 3 volume 
models. Volume ( y  ) is expressed in m' , diameter ( D , )  in 
centimeters, and height (Hi) in meters. 

The log likelihood function for either model [ I ]  or [2] is: 

where 5 is a ( Nxl ) column vector of residuals I! -a - px,' 
and Q =  E [ ~ ~ ' ]  = (T ' diag (vl  ) , where x, is either Q'H) or 
D,' and the v i ' s  are calculated usingmodels EM1 - EM5. .  
For volume equation [3] the log-likelihood is given by [8] 
with residual V; - a - bD, - gD,*. Ordinary least squares 
(OLS) estimates of a ,  P, and Y were used as starting 
values. 

If $, = $ = (a ,  p ) for volume equations [I] and [2] and 
$ = ( a ,  P ,y ) for 131, then the parameter vectors for maxi- 
mum likelihood estimation (MLE) are 0, = ($/,o ', k, ), 
0 . b )  = ($/,P,~2,k2,k-,),%l = ($./,~*&k5,k,,),  8(,/ = ( $ 7 , k 7 ) ,  
and 8, = ($ ,02 ,  k , )  . The solutions to the MLE are the 9, 
that  minimize -1nL for  the k values in 
EM1 - EM5, j = 1,2,3.. The minimum of -In L with re- 
spect to (&,[= [a] ,... [el,,] = 1,2,3 was found using IMSL1 
routine DBCOAH. This constrained optimization routine 
uses a modified Newton's method to find min (- In L )  
with respect to 8,  subject to the constraint o ' > 0 . 

International Mathematical Statistical Laboratory, 2500 Park 
West Tower One, 2500 City West Boulevard, Houston, TX 77402 
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A consistent estimator of the asymptotic variance- 
covariance matrix is given by the inverse of the informa- 
tion matrix (Mood et al. 1974), which can be expressed as 
the expectation (E) of the information matrix (I(€), ,)):  

with the k values in EM1 - EM5,,j = 1,2,3 . Using the infor- 
mation matrix, confidence intervals of all parameters can 
be obtained. 

Initially we tested which of the models 111-[3] gave the 
best estimates of volume. For the volume-basal area mod- 
els, the hypothesis tested was: 

versus: 

Rejecting the null hypothesis would indicate that vol- 
ume equation [3] was superior to [2]. To test this hypoth- 
esis, the asymptotic distribution of the generalized likeli- 
hood-ratio (Mood et al. 1974) was used. This test was 
applicable because volume equation [2] is a special case of 
[3], where p = 0 in 131. The test with approximate size 
is given by the following: 

with the k values in EM1 - EM5, where sup,,,; L is the 
maximum likelihood values generated using equation [3] 
and sup,,,, L is the maximum likelihood values generated 
using equation [2] with weight function k values in 
EM1 - EM5, respectively. 

Comparing the volume equation [I]  against [2] or [3] 
was not as straight-forward, because the latter were not 
special cases of model [I]. To test model [3] against model 
[I]  the hypothesis used was: 

Ho:V; = a  + PD, +yDi2 

versus: 

H,:Y  = a  + ~ D , ' H , ,  

and the test was: 

SUP0 /, L 
Reject Ho: if and only if -2 '" > x;-Q.I. [lo] 

SUP0 / , L \ 

This gives a conservative test of level q ,  since the 
denominator sup,,, L is necessarily smaller than the de- 
nominator traditionally used in the generalized likeli- 
hood ratio test. The conservative test can be applied to 
compare models [2] and [ l ]  but is unnecessary if the null 
hypothesis in [lo] is rejected. 

To determine which weight function best describes the 
actual variance, an index derived by Furnival(1961) and 
Cox (1961) was used. This index compares the fit of 
different weight functions and can be written as: 

I = [anti log 
z;=, h , o  JF 

n ] - I S .  

where S is the standard error about the model. Smaller 
values of the index indicate a better fit.The maximized log 
likelihood values were also given. Larger values generally 
indicate a better fit. 

Results and Discussion 

Objective 1 - Best Prediction Model 

The results in tables 1 and 2 show that inclusion of the 
linear diameter term in [31 gave a statistically superior 
estimate of volume relative to [2] regardless of the weight 
function used. Given a particular weight function from 
EM1 - EM5, model [I]  with D'H as covariate outper- 
formed models 121 and 131. Differences in the likelihoods 
for model [I]  were so much better than for [3] for every 
weight function that any concerns about the testing method 
used are irrelevant. Due to the poor performance of [2], 
further discussion is limited to models [I] and 131 only. For 
both of these volume equations, no solution was found for 
weight function EM3. This was due to numerical prob- 
lems, where the change in the log-likelihood function was 
less than machine precision. Furnival's index of fit consis- 
tently indicated that weight function E M 2  produced the 
best results, generally followed by EM5 and EMl .  Weight 
function EM4,  with the smallest log likelihoods was clearly 
unsatisfactory. 

Further study revealed some problems with using 
weight function EM2.  The relationship between the lin- 
ear and nonlinear term was inconsistent, with the k, 
parameter ranging in value from 4.167 to 15560.0.  his 
great variability combined with very wide parameter 
confidence intervals made a general weight function based 
on EM2 impractical and indicated overparameterization 
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of the function. Comparing the felled tree and standing 
tree results indicated further problems with EM2,  with 
k2 generally being approximately an order of magnitude 
larger for the standing tree data set. ~ l i i s  was true for k ,  in 
EM5, too. The most robust weight function was EMI,  
which supports the finding of Williams et al. (1993). For 
both data sets and volume equations [I]  and [3], v, = xi' 
was a reasonable recommendation. 

Objective 2 - Effect of Different Models on 
Estimation of Volume, and Determination of 
Using Only Diameter to Predict Volumes 

The Forest and Inventory Analysis units, including the 
unit in Asheville, North Carolina, have a good estimate of 
the tree frequency in each state by species and diameter 
class (2 inch, 5 cm). For purposes of comparison, we used 
frequency estimates by diameter class (except for last 2) 
for 1989 in Georgia (Sheffield and Johnson 1993). If there 
are N , ,  such classes and . f ;  is the estimated frequency of 
class i(i = I , .  . . , :V,, ), an estimate of total volrrme (V, ) using 
the regression coefficients of EM1 for the felled tree data 
(table 1) is: 

We used p, = x::, H,, 1 u, and q' = I::, q.; 117, , as the 
average D' and H in each diameter class, where 11, is the 
number of trees in diameter class / = 1 , ..., N,, (table 3). 

Because we had to use estimates like a, and g' , we 
could not compute meaningful standard errors for our 
estimates. The more conventional estimate of V,. would be 
based on an equation using both stand,ing and felled trees 
\rolume (not shotvn in the tables): 

Using this equation, our estimate of V,. was: 

This estimator avoids the information on heights in the 
felled-tree sample and in the large-scale sample. This may 
be an advantage because it is unknown whether this is a 
representative sample of heights for a given diameter 
class, and these heights are measured or estimated with 
possibly large errors. 

For comparison, we also computed: 

using regression coefficients computed from all trees but 
ignoring heights. 

We tested the difference in model accuracy for the 
felled and standing trees using D' H and D' as covariates 
(table 4). As noted, the felled trees were assumed mea- 
sured without error relative to the standing trees. Using 
the accuracy test developed by Reynolds (1984) and imple- 
mented by Gribko and Wiant (1992) and Wiant (1993) , 
mean error was used as a measure of bias. This test 
involves constructing confidence intervals (CI) around 
the mean error to determine if the CI contains 0. If it does, 
bias is insignificant. 

There was significant difference in model accuracy for 
the felled trees if either D'H or D' was used as the 
covariate, even though D'H was more reliable. However, 
there was a significant difference in accuracy between 
standing and felled trees when D'H was used as the 
covariate. Of less practical use was the significant differ- 
ence in model accuracy when D'H or D' was used with 
standing trees. 

Using D'N as a covariate with both felled and standing 
trees resulted in an estimate ( k,, ) yielding 5.6% less than 
our best estimate of total volume, (Q,) (table 5). Using 
only D' for felled trees yielded an estimate ( t,.? ) identical 

h A 

to V, . V,, , using D' for both felled and standing trees 
yielded an estimate only 0.1 % less than e,. . This result was 
unexpected because it was difficult to measure the vol- 
ume of standing trees as accurately as that of felled trees. 
Apparently, the errors in measurement of the standing 
trees were compensatory. 

A reasonable alternative, which ignores the informa- 
tion on heights and uses the regression coefficients of 
E.Wl for felled tree data (table I), was: 

Conclusions 

Based on Furnival's index, it was clear that D' H ,was a 
better covariate than D' for predicting volume of both 
felled and standing trees. The new error structures tested 
for both covariates were less satisfactory than the tradi- 
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tional one, V ( r , )  = G ' X , ~ '  . As in other studies, a value of 
k, = 1.5,2.0, or some value in between, seems reasonable. 

In terms of model accuracy, there was no difference in 
bias when using D' H or D' as the covariate for the felled 
trees, but there was for standing trees. Similarly the use of 
D' H for felled vs. standing trees gave significant differ- 
ences in accuracy as did felled D' H vs. all D' . This is 
important because the use of the prediction equation with 
D' H for all trees yielded an estimate 5.6% of that obtained 
using the more accurate prediction equation with D'H 
for felled trees only. In contrast, for felled trees the predic- 
tion equation with D' gave an estimate identical to that 
with D' H . We recommend that volume prediction be 
based on felled tree data only and that D' be used as the 
covariate if predictions will also be made for standing 
trees. This should provide more precise estimates of total 
wood volume in a stand for lower cost since tree heights 
are expensive to measure. 
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Table 3. Frequency in Forest Inventog and Analysis samws. (N) , mean diameter (q) , mean height ( H , )  , frequency of 
felled trees (N,) , mean diameter (Do) , mean height ( H o  ) , and frequency of all volume trees ( N u  ) by diameter class 
( DBH class). 

Table 4. Test for model accuracy using DOSATEST 

Models Bias CI a Significant sample size 

a confidence interval 

Table 5. Percent of total volume for a large frequency sample using the 4 estimators assuming is correct. 
T 

Estimators Description Percent of standard 

Felled tree, D ~ H  

All trees, D ~ H  

Felled tree, 0 2  

All trees, 0 2  

USDA Forest Service Gen. Tech. Rep. RMRS-GTR-6. 1998 





The U.S. Department of Agriculture (USDA) prohibits discrimination in all its
programs and activities on the basis of race, color, national origin, gender, religion,
age, disability, political beliefs, sexual orientation, and marital or familial status.
(Not all prohibited bases apply to all programs.) Persons with disabilities who
require alternative means for communication of program information (Braille, large
print, audiotape, etc.) should contact USDA’s TARGET Center at 202-720-2600
(voice and TDD).

To file a complaint of discrimination, write USDA, Director, Office of Civil Rights,
Room 326-W, Whitten Building, 14th and Independence Avenue, SW, Washington,
DC 20250-9410 or call 202-720-5964 (voice or TDD). USDA is an equal opportu-
nity provider and employer.

ROCKY  MOUNTAIN  RESEARCH  STATION
RMRS

The Rocky Mountain Research Station develops scientific informa-
tion and technology to improve management, protection, and use of
the forests and rangelands. Research is designed to meet the needs
of National Forest managers, Federal and State agencies, public and
private organizations, academic institutions, industry, and individuals.

Studies accelerate solutions to problems involving ecosystems,
range, forests, water, recreation, fire, resource inventory, land recla-
mation, community sustainability, forest engineering technology,
multiple use economics, wildlife and fish habitat, and forest insects
and diseases. Studies are conducted cooperatively, and applications
may be found worldwide.

Research Locations

Flagstaff, Arizona Reno, Nevada
Fort Collins, Colorado* Albuquerque, New Mexico
Boise, Idaho Rapid City, South Dakota
Moscow, Idaho Logan, Utah
Bozeman, Montana Ogden, Utah
Missoula, Montana Provo, Utah
Lincoln, Nebraska Laramie, Wyoming

*Station Headquarters, 240 West Prospect Road, Fort Collins, CO 80526

Federal Recycling Program  Printed on Recycled Paper


	Contents
	Introduction
	Literature Review
	Data Description
	Objectives and Criteria for Evaluation

	Methods
	Results and Discussion
	Objective 1 - Best Prediction Model
	Objective 2 - Effect of Different Models on Estimation of Volume, and Determination of Using Only Diameter to Predict Volumes

	Conclusions
	Literature Cited

