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Currently, no methods of predicting microscale, terrain influenced winds are available to fire managers. This study evaluated three methods of providing surface wind information to fire growth models. One was simply a uniform wind speed and direction, a method that has been traditionally used, and the other two types were based on numerical models used in the pollutant dispersion and wind power generation fields. The models were a commercial computational fluid dynamics (CFD) model and a mass-consistent model.

The accuracy of the models in simulating flow fields over two terrains with available measured data was assessed. While both models performed well on the upwind and tops of hills, the mass-consistent model had significant error on the lee side. The CFD model did better here.

The effect of the simulated flow fields on fire spread was examined using the FARSITE model. Comparison of using the simulated wind fields and traditional uniform wind fields was highlighted. Two historical fires with available weather and
fire progression were simulated. An important finding was that both wind models produced more accurate fire spread than the uniform winds. The CFD results were the most accurate, followed by the mass-consistent and then the uniform wind fields. Another important finding was that fire spread was less sensitive to input wind direction with the simulated winds than with the uniform winds. This could benefit fire modelers trying to predict fire spread when wind direction is not known accurately.

The study showed that both the CFD and mass-consistent wind model would be a useful addition to current fire behavior prediction systems. The CFD model appears to be more accurate, but the mass-consistent model has much shorter run times which could be an advantage, given short time constraints or limited computing resources.
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CHAPTER 1. INTRODUCTION

Wind is one of the most influential environmental factors affecting wildland fire behavior (Catchpole et al. 1998; Rothermel 1972). The mountainous terrain typical of many wildland fires produces complicated local wind patterns that make fire behavior prediction difficult. Indeed, the mechanical channeling and speed-up/speed-down effect of rough terrain on wind can be significant. Currently, fire managers rely on broad scale weather forecasts that do not describe localized terrain effects on wind. No method to compute winds in complex terrain is available to them.

Until recently, only Lopes (2002; 2003) had described a modeling system for predicting winds in complex terrain in a wildland fire context. His system did not catch on with the fire community, possibly because of deficiencies in the fire model used or a lack of much testing of both the fire and wind models. Preliminary work done for this study (Butler et al. 2006; Butler et al. 2004; Forthofer et al. 2003) has shown that models for predicting microscale winds for wildland fires are available and have the potential to provide useful information to fire managers. Most of these microscale wind models have been developed for the pollution dispersion and wind power generation fields.
The goals and objectives of this research are:

- to evaluate and/or develop methods for predicting microscale winds in complex terrain for wildland fire management purposes, and critically judge their performance in comparison with field data;
- to assess the use of microscale wind models in a spatially explicit fire behavior model, utilizing past fires and experimental wind databases for comparison;
- to provide guidance to the fire management community on the use of microscale wind models.

The organization and layout of this thesis has been done in such a way as to facilitate adaptation to journal manuscripts easily in the future. The three main chapters (Chapters 2, 3, and 4) are written to be self-contained.

Chapter 1 provides an introduction to the problem area and states the goals and objectives of the study. Chapter 2 describes the computational fluid dynamics (CFD) model. Comparisons of model simulations with measured wind data are made for flow over a low, isolated hill and over moderately complex terrain. In Chapter 3, a simpler mass-consistent wind flow model is described. The sensitivity of several of the input variables is examined and recommendations are given. Model simulations are compared to the same data as the CFD model comparisons. Chapter 4 deals with using the simulated wind fields in a fire spread model. The differences in using the two types of simulated wind fields and the traditional method of spatially uniform winds is highlighted. Accuracy assessment of the fire growth predictions using different wind fields is accomplished by comparison to documented fire spread. Chapter 5
summarizes the research findings and performance of the wind models. Recommendations for future studies are also discussed.
CHAPTER 2. COMPUTATIONAL FLUID DYNAMICS WIND MODEL

2.1 Introduction

Wildland fires burning in mountainous terrain are often affected by complex, spatially heterogeneous wind patterns. The changes in direction and speed caused by terrain’s effect on local winds contribute to erratic, varied fire behavior that is difficult to predict. Accurate simulation of these winds has been shown to improve fire behavior prediction (Butler et al. 2006). In fact, fine scale winds may be necessary to predict even the larger scale features of a fire’s progression. Until recently, such a wind model has not been available to fire managers.

The global circulation and mesoscale models used by weather forecasters are not suitable for simulating winds at the scale necessary for fire behavior prediction. First, the hydrostatic approximation used in many models assumes that there is a balance between gravity and the pressure field. But at the small scales needed to simulate local wind effects, the pressure changes due to inertial effects in the vertical direction cannot be neglected. Also, the mesoscale models cannot resolve the variations in topography in the vertical direction that are important to prediction of
local wind patterns which typically involve flow separations and recirculation eddies (Atkinson 1995; Kim et al. 2000).

Methods for simulating small scale atmospheric flows over topography have been developed for the wind energy and pollutant dispersion fields. The models are usually based on linearised equations, potential-flow solutions, or computational fluid dynamics (CFD). The latter has been shown to perform better than the others in steep terrain where recirculation zones occur (Lopes 2003). In these areas of separated flow, non-linear effects become important and the CFD models appear to be more appropriate (Stangroom 2004). Several authors have reported successful CFD models for simulation of the neutral stable atmospheric boundary layer in topography (Alm and Nygaard 1995; Apsley and Castro 1997; Castro et al. 2003; Kim et al. 2000; Lopes 2003; Maurizi et al. 1998; Raithby and Stubley 1987; Undheim et al. 2006). In these models, a k-epsilon turbulence closure was used. This type of turbulence model is the standard for general CFD use. Since the development of the original k-epsilon turbulence model (Jones and Launder 1972), several variants have evolved. Kim and Patel (2000) tested several of these models for performance in atmospheric boundary layer flow over hills with separation and recirculation. They found that the RNG $k – \varepsilon$ turbulence (Yakhot and Orszag 1986) model performed best.

The most popular spatial fire spread modeling system in operational use today is FARSITE (Finney 1998). It uses a one dimensional spread model (Rothermel 1972) that requires surface wind speeds. These winds are those that would occur if the fire was not burning and subsequently affecting the flow. This is a consequence of the
empirical nature of the one dimensional spread model. The wind speed parameter used in the model was measured prior to ignition of each wind tunnel test fire used for empirical correlation. So the wind parameter used in the model is the ambient wind unaffected by the fire. This approach to fire modeling allows simulation of the wind to be decoupled from the fire behavior. In the past, analysts running FARSITE have had to use spatially constant descriptions of wind because no model was available to better describe the wind.

The current work describes a numerical model aimed at simulating steady, spatially explicit winds in complex terrain at a scale applicable for use in fire behavior prediction. Simulations from the model are compared to full scale measured data for two different terrains. These terrains are Askervein Hill (Taylor and Teunissen 1983; Taylor and Teunissen 1985) and Waterworks Hill (Bradshaw 2004).

2.2 Wind Model

2.2.1 Equations of motion

The commercial CFD code Fluent® is used to simulate the neutral atmospheric boundary layer flow over terrain. Since this code is a general purpose fluid dynamics model, a detailed description of the sub models and settings used is necessary. More information about the code can be found in the Fluent® User’s Guide (Fluent 2007).

The fluid is considered viscous, incompressible, and turbulent. The fluid density is constant and so there is no buoyancy term in the vertical momentum equation. The energy equation is therefore, not solved. The Coriolis force is neglected
because at the scales simulated its effect is small. Also, the geometry effects of the terrain are assumed to dominate over Coriolis effects. The governing mass and momentum equations for this type of flow are

\[
\frac{\partial u_i}{\partial x_i} = 0 \tag{1}
\]

\[
\frac{\partial}{\partial x_j} \left( \rho u_i u_j \right) = -\frac{\partial p}{\partial x_j} + \frac{\partial}{\partial x_j} \left[ \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \right] + \frac{\partial}{\partial x_j} \left( -\rho u_i \overline{u_j'} \right) \tag{2}
\]

where \( u_i \) is time averaged velocity, \( u_i' \) velocity perturbation, \( x_i \) Cartesian direction, \( p \) pressure, \( \rho \) density, and \( \mu \) laminar viscosity. The momentum equation is the result of applying the Reynolds Averaging procedure to the Navier-Stokes equations.

The Reynolds stresses, \(-\rho u_i u_j'\), are modeled using the Boussinesq hypothesis (Boussinesq 1877):

\[
-\rho u_i u_j' = \mu_t \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) - \frac{2}{3} k \delta_{ij} \rho \tag{3}
\]

where \( \delta_{ij} \) is the Kronecker delta function. The turbulent viscosity, \( \mu_t \), is modeled using the RNG \( k - \varepsilon \) turbulence model:

\[
\mu_t = \rho C_{\mu} \frac{k^2}{\varepsilon} \tag{4}
\]

where the turbulent kinetic energy, \( k \), and the turbulence dissipation rate, \( \varepsilon \), are modeled with transport equations:
\[
\frac{\partial}{\partial x_i} ( \rho u_i ) = \frac{\partial}{\partial x_j} \left( \mu_{eff} \frac{\partial k}{\partial x_j} \right) + G_k - \rho \varepsilon
\] (5)

\[
\frac{\partial}{\partial x_i} ( \rho \varepsilon u_i ) = \frac{\partial}{\partial x_j} \left( \frac{\mu_{eff}}{\sigma_{\varepsilon}} \frac{\partial \varepsilon}{\partial x_j} \right) + C_{1\varepsilon} \frac{\varepsilon}{k} G_k - C_{2\varepsilon} \rho \frac{\varepsilon^2}{k} - R_{\varepsilon}
\] (6)

The effective viscosity, \( \mu_{eff} \), is the sum of the laminar and turbulent viscosity. The quantities \( \sigma_k \) and \( \sigma_{\varepsilon} \) are the effective Prandtl numbers for \( k \) and \( \varepsilon \). The production of turbulent kinetic energy, \( G_k \), is computed as

\[
G_k = 2 \mu_{eff} S_{ij} S_{ij}
\] (7)

where \( S_{ij} \) is the mean strain-rate tensor:

\[
S_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right)
\] (8)

The \( R_{\varepsilon} \) term in (6) is computed as

\[
R_{\varepsilon} = \frac{C_{\mu} \rho \eta^3 \left(1 - \frac{\eta}{\eta_0}\right) \varepsilon^2}{1 + \beta \eta^3 \frac{k}{\varepsilon}}
\] (9)

with \( \eta = \sqrt{2 S_{ij} S_{ij} - \frac{k}{\varepsilon}} \), \( \eta_0 = 4.38 \), and \( \beta = 0.012 \). Other constants used are

\[
C_{\mu} = 0.0845 \quad \sigma_k = 0.7179 \quad \sigma_{\varepsilon} = 0.7179
\]

\[
C_{1\varepsilon} = 1.42 \quad C_{2\varepsilon} = 1.68
\]

This wind model assumes the atmosphere is neutrally stable. In reality, an absolutely neutral atmosphere is rare. Near neutral conditions are more common. So
the assumption of a neutrally stable atmosphere in the model becomes an
approximation to the real atmosphere. Under high wind speeds typical of quickly
spreading fires, there is sufficient mixing in the boundary layer that thermal effects can
often be ignored (Byram and Nelson 1974; Parkinson 1987; Stangroom 2004).

The governing partial differential equations are discretized to produce a set of
coupled, linear equations that can be solved. Second order central differencing is used
for all diffusion terms and a second order upwinding scheme is used for the convective
terms. Pressure-velocity coupling is achieved using the SIMPLEC (Vandoormaal and
Raithby 1984) algorithm. The equations are solved in a segregated way, using a point
implicit solver (Gauss-Seidel) in conjunction with an algebraic multigrid method. All
simulations were run until the residuals stopped decreasing.

2.2.2 Numerical Grids

The discretized equations are solved on unstructured, collocated numerical
grids. This allows the use of more automatic meshing techniques and easier clustering
of cells in certain domain areas than in structured grids. Other authors have also used
unstructured grids for environmental flows with success (Kim and Boysan 1999;
Stangroom 2004). For the simple terrain of Askervien Hill, an all hexahedral mesh has
been used. A vertical stretching of the cells was used to concentrate cells near the
ground where higher flow gradients occur. A hybrid mesh was used for the
Waterworks Hill terrain because of the more complex, steep geometry. The mesh
consisted of several layers of prismatic cells near the ground and tetrahedral cells
above. Both the prismatic cells and tetrahedral cells grow in size with increasing height.

2.2.3 Boundary Conditions

The boundary conditions at inlet surfaces are described by boundary layer profiles that are a function of height above the ground. The functional forms used are similar to those recommended by Richards and Hoxey (1993):

\[ U = \frac{u_*}{K} \ln \left( \frac{z}{z_0} \right) \]  \hspace{1cm} (10)

\[ k = \frac{u_*^2}{\sqrt{C_\mu}} \]  \hspace{1cm} (11)

\[ \varepsilon = \frac{u_*^3}{Kz} \]  \hspace{1cm} (12)

where \( U \) is horizontal velocity, \( K \) Von Karman’s constant (0.41), \( z \) height above the ground, and \( z_0 \) is surface roughness length. The friction velocity, \( u_* \), is computed as

\[ u_* = \frac{K U_h}{\ln \left( \frac{h}{z_0} \right)} \]  \hspace{1cm} (13)

where \( U_h \) is the wind velocity at some height above the ground \( h \). These relations are incorporated using Fluent’s® “user defined functions”. Since the boundaries of the numerical grids used in this study may or may not line up with the dominant windspeed (i.e. the incoming wind direction is not parallel or perpendicular to any of the boundary
surfaces on the sides of the domain) there may be two inlet boundaries. These inlet boundaries have an incoming velocity magnitude equal to $U$ in the appropriate oblique direction. Allowing wind directions not in line with the boundary surfaces permits using the same grid for multiple wind directions.

If the incoming wind direction happens to be aligned with the boundary surfaces, then the upstream surface will be an inlet surface and the two side surfaces are set to symmetry boundary conditions. Also, in all simulations the top boundary surface is set to a symmetry boundary condition. At these symmetry boundaries, the normal velocity component is set to zero and the normal gradients of all variables are set to zero. The boundary condition on outlet surfaces consists of setting the static pressure to a specified value and extrapolating all other values from the interior of the domain.

At the ground boundary, some discussion is necessary because the standard method used in Fluent® is not the same as is typically done in atmospheric boundary layer simulations. A no-slip condition is specified assuming the surface is aerodynamically rough by using a logarithmic relation to bridge the gap between the surface and the inertial sub-layer. For micro-scale atmospheric simulations, the following relation is normally used in the near wall cell.

$$U_p = \frac{\nu_s}{K} \ln \left( \frac{z_p}{z_0} \right) \quad (14)$$

Here, $U_p$ is the velocity at the cell center of the near wall cell and $z_p$ is the distance from the ground to the cell center. In Fluent®, however, the following relation is used for fully rough walls.
\[
\frac{U_p C_s^4 k_p^2}{\tau_w \rho} = \frac{1}{K} \ln \left( \frac{E_z_p \frac{\rho C_s^4 k_p^2}{\mu} \left( \frac{1}{K} \frac{1}{\rho C_s^4 k_p^2} \frac{\mu}{\tau_w} \right) }{1 + C_s K_s \frac{1}{\rho C_s^4 k_p^2}} \right) \tag{15}
\]

Here \( \tau_w \) is the wall shear stress, \( E \) is an empirical constant (\( =9.793 \)), \( C_s \) is a roughness constant, and \( K_s \) is a roughness height. Since \( u^* = \sqrt{\frac{\tau_w}{\rho}} \) and in an equilibrium turbulent boundary layer, \( u^* = C_s^2 k_p^2 \), equation (15) can be rearranged to a form that resembles equation (14). To do this, an approximation must be made that the term \( \frac{\mu}{\rho C_s^4 k_p^2} \) is zero. The approximation is reasonable since for atmospheric flows, it is \( O(10^{-5}) \). The resulting equation is

\[
U_p = \frac{u^*}{K} \ln \left( \frac{E_z_p}{C_s K_s} \right) \tag{16}
\]

So, if \( C_s = E \) and \( K_s = z_0 \), then equations (14) and (16) are equivalent and the usual atmospheric boundary layer wall condition has been implemented in Fluent®.

The boundary condition for \( k \) at the wall is that \( \frac{\partial k}{\partial n} = 0 \) if \( n \) is the direction normal to the wall. The production of turbulent kinetic energy at the wall adjacent cells is computed assuming local equilibrium. The production of \( k \) is computed as

\[
G_k = \tau_w \frac{\tau_w}{K \rho C_s^4 k_p^2 \pi_p} \tag{17}
\]
and $\varepsilon$ is computed from

$$
\varepsilon_p = \frac{C_\mu^4 k_p^2}{Kz_p^{3/2}}
$$

(18)

Note that the $\varepsilon$ transport equation is not solved in the near wall cells, but directly computed from equation (18).

In the current implementation of the wind model, the surface roughness length must be constant over the entire domain. It would be possible to allow roughness length to change over the terrain. However, this would require spatially explicit roughness information be available.

### 2.3 Simulation Results

Two sets of simulations for different terrains are presented. The simulation results are compared to full scale measurements.

#### 2.3.1 Askervein Hill

Askervein Hill in Scotland was the site of an extensive wind data collection program in 1982 and 1983 (Taylor and Teunissen 1983; Taylor and Teunissen 1985). The program’s goal was to compile data for neutral atmospheric flow over an isolated, low hill for use in validating wind energy models. Askervein Hill is 116 meters high, surrounded by relatively flat ground, and covered by low grass and heather. Over 50 towers were deployed and instrumented for wind measurements. The towers were placed approximately 100 meters apart along three lines running over the hill. Figure 1 shows 5 meter contour lines of elevation in the hill area and Lines A, AA, and B along...
which the towers were deployed. The data used here are ten minute averaged winds from 10 meters above the ground. The elevation data used in this study are the ‘Map B’ data from Walmsley and Taylor (1996). These data provide a good opportunity to test the wind model.

The specific data sets used in the current study are called MF03-D and TU03B. These data correspond to a flow of 8.9 m/s from a direction of 210 degrees at 10 meters above the ground at a far upstream reference site. Atmospheric stability was near neutral (average Richardson numbers of -0.0110 to -0.0074). The roughness length used in the simulations was $z_0 = 0.03$ meters as suggested by Taylor and Teunissen (1983).

Two grids were built of differing resolution to assess the sensitivity of the solutions to the grids. The coarser grid consisted of approximately 500,000 cells. The first layer of cells above the ground was 1 meter tall and the average horizontal cell size was 40 meters. The fine grid had approximately 2,000,000 cells, 1 meter tall cells near the ground and an average horizontal cell size of 23 meters.

Figure 2, Figure 3, and Figure 4 compare the simulated results to those measured in the field campaign. As can be seen, there is considerable speed up of wind near the top of the hill. A sheltering effect is evident on the downwind side of the hill. The fine and coarse grid results are nearly identical, which suggests that both grids are of adequate resolution.

Both simulations produced results that were all within 2 m/s of the measured values. This corresponds to simulation points within 10 percent of the measured values.
except at two measurement points. These two points are the right most two measurement points shown in Figure 2 and correspond to low wind speeds. Simulated values at these two points had errors of up to 32 percent. These larger errors on the lee side of the hill may be attributed to a time dependent recirculation zone that may have been present near the ground during the experiments (Castro et al. 2003). Other authors have suspected that hills downstream of Askervein not included in the simulations contributed to the poor prediction on the lee side of the hill (Kim and Patel 2000). It is also possible that inadequacies of the turbulence model arise in this area of nearly separated flow.
Figure 1. Contour map of Askervein Hill showing locations of Lines A, AA, and B. The contour interval is 5 meters.
Figure 2. Wind speed along line A (Figure 1). Circles represent measured values, x’s are the fine grid and plus symbols are the coarse grid. The solid line shows the elevation of Askervein hill.
Figure 3. Wind speed along line AA (Figure 1). Circles represent measured values, x’s are the fine grid and plus symbols are the coarse grid. The solid line shows the elevation of Askervein hill.
2.3.2 Waterworks Hill

In July of 2004, the Missoula Fire Sciences Laboratory measured wind speeds over a hill near Missoula, MT named Waterworks Hill (Bradshaw 2004). The hill is approximately 200 meters tall and has a relatively flat upwind fetch to the West of over 10 kilometers. To the North, East, and South the hill is surrounded by larger hills and mountains. It is covered with grass that is approximately 8-30 centimeters tall.

Eleven wind measurement towers were placed on the hill and surrounding area, however, data from only 8 were available. The towers were 3.05 meters (10 feet) tall. Winds reported here are 30 minute averaged. A weather station operated by the National Weather Service located at the Missoula Airport was also used, making nine
The elevation data used in the simulation were obtained from USGS (USGS 2006). The domain size was approximately 21 kilometers by 16 kilometers and is shown in Figure 5. The resolution of the elevation data was 30 meters. The top boundary of the computational domain was set at 5 kilometers above sea level.
Figure 5. Topography map of Waterworks Hill and surrounding area. North is toward the top of the image. The black triangles represent locations of wind measurement towers. The West most tower is the Missoula Airport tower and the East most tower is the Tulip tower. The other 10 towers are located on the actual hill. The elevation contour interval is 20 meters.

Two grids of differing resolution were used for the Waterworks Hill simulations to assess the sensitivity of the solutions to the grids. Each grid had eight layers of prismatic cells adjacent to the ground. The coarse grid consisted of a total of 842,000 cells. The height of the near wall cells was 12 meters, and the horizontal cell size near the ground was 80 meters. The fine grid had 1,529,000 cells, a near wall cell height of 5 meters, and a horizontal cell size near the ground of 62 meters.

Figure 6 and Figure 7 show vector plots of the simulated wind. Figure 8 graphically compares the results of the simulations to the measured data. Numerical values at each measurement station, including percent error, are listed in
Table 1. From these it is evident that the two meshes produced similar results. The fine mesh did, however, compare slightly better than the coarse mesh. This can be seen at stations FC1, FC3, FB1, and DV4. Since the change in wind speed is small from the fine mesh to the coarse mesh, these simulations appear to be relatively insensitive to the meshes used and a near mesh independent solution was obtained.

Both the coarse and fine simulations under-predicted the velocities at the higher elevation towers that had the strongest winds. The reasons for this are not clear; however, at least two possibilities are hypothesized. The first is that the atmosphere was not of neutral stability during the measurement period. It is possible that buoyancy effects produced higher wind speeds near the top of the hill. Another possible explanation for the under-prediction is that terrain features upwind of the Missoula Airport reference site may have disturbed the flow measured at this tower. The terrain is flat for approximately seven kilometers upwind of the tower, but further upwind a large mountain range exists. It is possible that this upwind mountain range sheltered the Missoula Airport reference site. This would mean that the logarithmic boundary layer profile used as input to the simulations was incorrect and that wind at the higher altitudes was stronger. Either of these possibilities could have acted separately or together to produce the under-predictions near the hill top.
Figure 6. Wind vector plot of simulated flow using the coarse mesh in the Waterworks Hill area. The vectors are spaced on an 80 meter grid.

Figure 7. Wind vector plot of simulated flow using the fine mesh in the Waterworks Hill area. The vectors are spaced on an 80 meter grid.
Figure 8. Comparison of simulated and observed wind speeds over Waterworks Hill. The x’s represent the fine grid and the + signs represent the coarse grid. The solid black line is the line of perfect agreement.
<table>
<thead>
<tr>
<th>Station</th>
<th>Measured velocity (m/s)</th>
<th>FC1</th>
<th>FC2</th>
<th>FC3</th>
<th>FB1</th>
<th>FB2</th>
<th>DV2</th>
<th>DV4</th>
<th>MSO</th>
<th>Tulip</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>velocity (m/s)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>measured</td>
<td>11.5</td>
<td>16.7</td>
<td>19.5</td>
<td>7.8</td>
<td>18.5</td>
<td>9.6</td>
<td>6.4</td>
<td>8.0</td>
<td>5.7</td>
</tr>
<tr>
<td>Fine mesh</td>
<td>velocity (m/s)</td>
<td>11.2</td>
<td>14.8</td>
<td>17.0</td>
<td>8.0</td>
<td>14.8</td>
<td>9.8</td>
<td>7.2</td>
<td>8.0</td>
<td>7.6</td>
</tr>
<tr>
<td></td>
<td>error (%)</td>
<td>-2.9</td>
<td>-1.5</td>
<td>-12.9</td>
<td>3.1</td>
<td>-20.3</td>
<td>2.3</td>
<td>12.1</td>
<td>0.0</td>
<td>33.9</td>
</tr>
<tr>
<td>Coarse mesh</td>
<td>velocity (m/s)</td>
<td>10.7</td>
<td>14.8</td>
<td>16.5</td>
<td>8.5</td>
<td>14.8</td>
<td>9.8</td>
<td>8.0</td>
<td>8.0</td>
<td>7.6</td>
</tr>
<tr>
<td></td>
<td>error (%)</td>
<td>-6.8</td>
<td>-11.5</td>
<td>-15.2</td>
<td>8.8</td>
<td>-20.3</td>
<td>2.3</td>
<td>26.2</td>
<td>0.0</td>
<td>33.9</td>
</tr>
</tbody>
</table>
The largest percent error of 33.9 percent occurred at the Tulip station. This station was located in the small valley in the lee of the hill. The roughness features in this valley are larger than on the hill, yet were not accounted for in the simulations. The valley has tree and brush vegetation as well as scattered, residential buildings. This may be the reason for the over-prediction of wind speed at this site.

2.4 Conclusions

Overall, the simulations compared to the measured data with a relatively high degree of accuracy. All simulations were within 34 percent of the measured values and most were less than 15 percent. This amount of error in wind speed should be acceptable to fire analysts, considering the typical errors in other fire behavior parameters and the accuracy of other available methods of obtaining wind information. Based on the two cases studied, the assumptions of the model appear to be appropriate. The results of the simulations suggest that the model could be very useful for wildland fire behavior prediction. Further case studies in terrain of higher complexity would be useful in determining the model accuracy in these situations.
CHAPTER 3. MASS-CONSISTENT WIND MODEL

3.1 Introduction

The behavior of a wildland fire is strongly influenced by the wind speed and direction acting at the location, or locations where the fire is burning (Rothermel 1972). Accurate prediction of these local, or microscale, winds can improve the accuracy of fire behavior predictions. This is especially true for fires burning in mountainous terrain that can heavily impact local winds. These terrains produce complicated spatial and temporal wind patterns that make fire behavior prediction difficult. In the past, fire managers have had to rely on expert judgment or large scale weather service forecasts to estimate local winds. Expert judgment can be unreliable, and has probably contributed to several firefighter entrapments and fatalities (see, for example Rothermel (1993), Butler et al. (1998) and USDA Forest Service and USDI Bureau of Land Management (2002)). Weather forecasts generally capture broad, large scale trends well, but do not provide detailed information on local, terrain influenced winds. This information would be valuable to fire managers.

Several numerical models have been proposed for simulating microscale wind effects. Most of these were developed for wind turbine siting or pollutant dispersion prediction. These models are generally called diagnostic models because they are
steady in time. Time stepping, or prognostic, models also exist but are usually designed for large scale (mesoscale or larger) weather prediction. These models include equations for the physics relevant to weather prediction such as conservation of mass, momentum, energy, moisture and radiant transfer. A disadvantage of these models is that their coarse resolution does not allow them to accurately simulate small scale terrain effects (Atkinson 1995; Kim et al. 2000). Also, they are computationally expensive. This may preclude them from seeing widespread use in wildland fire applications. Another problem is that the prognostic weather models require initial and boundary conditions that may be difficult to obtain, especially for a “what-if” type fire scenario. Because of these drawbacks, diagnostic models are better suited for predicting local winds for wildland fire use.

The diagnostic models can be classified into three categories according to the amount of physics incorporated. In the simplest category, called mass-consistent models, the only physics explicitly incorporated is the conservation of mass (Chan and Sugiyama 1997; Davis et al. 1984; Geai 1987; Montero et al. 1998; Moussiopoulos and Flassak 1986; Ross et al. 1988; Sherman 1978). Most attempt to obtain a divergence free flow while minimizing the change from some initial wind field. Other effects such as momentum or density driven flows can partially be accounted for if this information is present in the initial wind field. The more sophisticated mass-consistent models incorporate empirical parameterizations of phenomena such as non-neutral stability, kinematic effects and diurnal forcing (Scire et al. 2000). The big advantage of mass consistent models is the low computational expense. Simulations generally take from a few seconds to a few minutes on today’s desktop or laptop computers.
At the other end of the spectrum are the most complicated diagnostic models. Models in this category include, at a minimum, conservation of mass and momentum equations with some form of turbulence closure (Alm and Nygaard 1995; Apsley and Castro 1997; Castro et al. 2003; Kim et al. 2000; Lopes 2003; Maurizi et al. 1998; Raithby and Stubley 1987; Uchida and Ohya 1999; Undheim et al. 2006). They may also include conservation of energy (Montavon 1998). These models are often called computational fluid dynamics (CFD) models. They have been shown to handle non-linear flow effects such as recirculation better than mass-consistent models because a momentum equation is solved (Lopes 2003). The downside of these models is that they are computationally more expensive. Simulations take from a few minutes to a few hours on today’s personal computers.

The last diagnostic group, which falls between the mass-consistent and CFD models, is the dynamic linearized models group. These models solve a linearized momentum equation (Jackson and Hunt 1975; Mason and King 1985; Mortensen et al. 1993; Walmsley et al. 1986). Computation times of these models are similar to the mass-consistent models. Because of the approximate momentum equation solved, non-linear momentum effects occurring in steep terrain are not handled well (Lopes 2003). Walmsley et al. (1990) and Barnard (1991) compared dynamic linearized models and mass-consistent models and found that each gave similar results. Finardi et al. (1993) found that both types of models produced reasonable results, but that the linearized models might give better results when only one surface wind observation is available.

The model described in this paper belongs to the mass-consistent group. This type of model is being investigated because it appears to have certain advantages that
align well with wildland fire application. Computational cost is the major issue. The mass-consistent and dynamic linear models compute wind fields in seconds to a few minutes compared with the CFD models which can take one to two hours. Since timelines are often tight during wildland fires, the mass-consistent and dynamic linearized models may be more useful and practical, especially since more than one simulation is usually needed. The trade-off may be loss of some accuracy, especially in the wake region of a terrain feature. Lopes (2003) investigated both a CFD model and a mass-consistent model for wildland fire application and found that on the lee side of the isolated hill simulated, that the CFD model more closely matched measurements. In his complex mountainous terrain simulations, however, the CFD results did not show any improvement over the mass-consistent model. This could be attributed to a poor description of the approach flow, or local terrain features or roughness not accurately described (Lopes 2003). Another reason the mass conserving models may work well for fire applications is that they can be used in conjunction with large scale prognostic weather models easily. Interpolation can be used to obtain an initial wind field for the mass-consistent model from the coarse grid weather model data. Such a combination would account for both the mesoscale meteorology and the local terrain effects (Petersen et al. 1997).

This study will describe a mass-consistent model for predicting wind in complex terrain for wildland fire management use. Simulations from the model will be compared to data from two full-scale field studies. The first field study represents relatively simple flow over a low, isolated hill. The sensitivity of the model will be tested against these data. The second field study represents more complex terrain.
Simulations of the model will be performed to assess the accuracy of the model and to
give an example of the model being used in real terrain.

3.2 Numerical Model

3.2.1 Governing equations

The model seeks to minimize the change from an initial wind field while
conserving mass. The variational calculus techniques used were developed by Sasaki

The function to minimize is constructed using the square of the difference
between the adjusted and observed values, as shown below.

\[
E(u, v, w) = \int_{\Omega} \left[ \alpha_1^2 (u - u_0)^2 + \alpha_1^2 (v - v_0)^2 + \alpha_2^2 (w - w_0)^2 \right] d\Omega
\]

(19)

The computational domain is denoted by \( \Omega \), \( \alpha_1 \) and \( \alpha_2 \) are the Gauss precision
moduli, \( u \), \( v \), and \( w \) are the velocity components in the \( x \) (positive to East), \( y \) (positive
to North), and \( z \) (positive upward) directions, respectively. The initial values of
velocity are \( u_0 \), \( v_0 \) and \( w_0 \). The minimum value of \( E(u, v, w) \) will give the minimal
change from the initial velocity field in a least squares sense. The Gauss precision
moduli can be used to control the relative amount of change induced by the model to
the horizontal and vertical directions. This is an attempt to account for some stability
effects. A value of 1 for both moduli means that change in flow can occur equally in
the horizontal and vertical directions. This would simulate a neutral stable atmosphere.

An overview of methods for setting the Gauss precision moduli for non-neutral
conditions is found in Ratto et al. (1994). At this stage in the model, only neutral
stability will be considered.

The minimization of (19) is subject to the strong constraint that the resulting
wind field must conserve mass. The conservation of mass equation is

\[ H(u_x, v_y, w_z) = \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} = 0 \]  \hspace{1cm} (20)

Using Lagrange multiplier theory, the problem becomes one of minimizing the
modified functional \( F(u, v, w, \lambda) \) shown below.

\[
F(u, v, w, \lambda) = E(u, v, w) + \int_\Omega \lambda H(u_x, v_y, w_z) d\Omega
\]

\[
= \int_\Omega \left[ \alpha_1^2(u-u_0)^2 + \alpha_1^2(v-v_0)^2 + \alpha_2^2(w-w_0)^2 + \lambda \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} \right) \right] d\Omega
\]  \hspace{1cm} (21)

Here, \( \lambda(x,y,z) \) is a Lagrange multiplier. The minimum of (21) is found from the
solution of the associated Euler-Lagrange equations.

\[
\begin{align*}
    u &= u_0 + \frac{1}{2\alpha_1^2} \frac{\partial \lambda}{\partial x}, \\
    v &= v_0 + \frac{1}{2\alpha_1^2} \frac{\partial \lambda}{\partial y}, \\
    w &= w_0 + \frac{1}{2\alpha_2^2} \frac{\partial \lambda}{\partial z}
\end{align*}
\]  \hspace{1cm} (22)

\[
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} = 0
\]

They are subject to the boundary condition that

\[
\lambda \delta \vec{V} \cdot \vec{n} = 0 \text{ on } \Gamma
\]  \hspace{1cm} (23)

where \( \Gamma \) is the surface of the domain, \( \vec{V} = (u, v, w) \), \( \vec{n} \) is the outward unit vector
normal to the surface of the domain, and \( \delta \vec{V} \) is the first variation of the velocity.

The Euler-Lagrange equations (22) can be reduced to one equation by taking
the partial derivatives of the first three equations (with respect to \( x, y, \) and \( z \)) and
substituting these into the last equation. To simplify notation, let \( \alpha^2 = \frac{\alpha_2^2}{\alpha_1^2} \) and \( \alpha_1 = 1 \). The result is an elliptic partial differential equation for \( \lambda \), as shown below.

\[
\frac{\partial^2 \lambda}{\partial x^2} + \frac{\partial^2 \lambda}{\partial y^2} + \alpha^2 \frac{\partial^2 \lambda}{\partial z^2} = -2 \left( \frac{\partial u_0}{\partial x} + \frac{\partial v_0}{\partial y} + \frac{\partial w_0}{\partial z} \right)
\]  

(24)

Once the \( \lambda(x, y, z) \) field is found, the adjusted wind velocities can be computed from (22).

The boundary condition used on “open” or “flow-through” boundaries is \( \lambda = 0 \). This implies that the normal derivative is, in general, not zero which gives a non-zero adjustment to the normal velocity (see (22)). In the non-normal directions, the derivative is zero so no adjustment is made to those components of velocity. At the ground boundary, a Neumann condition is imposed, i.e. that \( \frac{\partial \lambda}{\partial n} = 0 \). This implies that the velocity normal to the ground surface is not adjusted from its initial value. Since the velocity at the ground nodes is initialized to zero, the adjusted velocity is also zero. This allows the ground boundary to act as an “impermeable” boundary.

3.2.2 Numerical Grid

The elliptic equation is solved on a simple, algebraically derived terrain following grid using Cartesian coordinates. A global terrain conformal coordinate system such as in Davis et al.(1984) and Ross et al.(1988) is not used. Instead, the finite element method used here performs a mapping from physical space to a computational space on an element by element basis. This allows the use of a terrain following grid rather than a stair stepped Cartesian grid, which has been shown to lead to large velocity errors near the surface (Lewellen et al. 1982). Also, the governing
equation does not need to be rewritten in the conformal coordinate system (introducing more terms) and then discretized. The grid used in this study consists of layers of hexahedral cells that grow in vertical size with height above the ground. This type of mesh gives higher resolution near the ground without penalizing efficiency.

### 3.2.3 Finite Element Solution Method

Numerical solution to (24) is obtained using usual finite element techniques, described in, for example, Thompson (2005). The elliptic Poisson’s equation for $\lambda$ is written in a weak form and Galerkin’s method is used. The resulting finite element equation for an element is shown in (25) and (26). Eight node isoparametric hexahedral elements and the corresponding low-order shape functions are used for integration as well as interpolation. The resulting system of coupled, linear, algebraic equations are solved using a Conjugate Gradient method with Jacobi preconditioning (Barrett et al. 1994). To reduce memory requirements, a compressed row storage format was implemented for the stiffness matrix. Numerical integration is performed using Gaussian quadrature.

\[
\begin{bmatrix}
\int_{\partial\omega} \left\{ \frac{\partial N}{\partial x} \right\} \left\{ \frac{\partial N}{\partial y} \right\} \left\{ \frac{\partial N}{\partial z} \right\} \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & \alpha^2 \end{bmatrix} \begin{bmatrix} \frac{\partial N}{\partial x} \\ \frac{\partial N}{\partial y} \\ \frac{\partial N}{\partial z} \end{bmatrix} \parallel J \parallel d\Omega \right] \{\lambda\} \\
= \left[ \int_{\partial\omega} \{N\}^T J \parallel J \parallel d\Omega \right]
\] (25)
\[ H = 2 \left( \frac{\partial u_0}{\partial x} + \frac{\partial v_0}{\partial y} + \frac{\partial w_0}{\partial z} \right) = 2 \left( \left[ \frac{\partial N}{\partial x} \right] \{u_0\} + \left[ \frac{\partial N}{\partial y} \right] \{v_0\} + \left[ \frac{\partial N}{\partial z} \right] \{w_0\} \right) \] (26)

### 3.2.4 Solution Initialization

The mass-consistent models are sensitive to the initial wind field (Chino and Ishikawa 1988). This is because the models minimize the change from this initial wind field. There are many possible ways to obtain the initial wind field needed by the numerical model. Often, the mass-consistent models initialize the domain using available measured data. Most models use some form of interpolation/extrapolation of measured data from surface weather stations and vertical profile measurements. Many incorporate theoretical vertical wind profiles because there are generally few or no measured vertical profiles. Stability effects can also be incorporated into these theoretical profiles. As discussed by Ratto et al. (1994), problems can be encountered using interpolation/extrapolation of measured surface data. If one or more of the measurement stations are located in areas that are strongly affected by localized phenomena, these data will adversely influence the initialized wind field. This occurs because the highly localized data influences a large area in the interpolation/extrapolation process. This could happen, for example, if a weather station were located in a lee side eddy, or if nearby vegetation or buildings affected the measurement. Because of these considerations, the authors of EOLOS (Lalas et al. 1988; Tombrou and Lalas 1990) and WINDS (Ratto et al. 1990) allow users the option to neglect the surface measurements and initialize the models using only the geostrophic wind.
Interpolation/extrapolation methods are, of course, only useful if measurement data are available. For wildland fire management use, there are many instances when virtually no data will be available. This may be because the area is very remote with few or no weather stations or the simulation is for a future time (a prediction). In these cases, only a guess about the geostrophic or gradient winds are available based on broad weather predictions or scenarios. For this reason, the current model does not include an interpolation/extrapolation methodology. Instead, the domain is initialized using a theoretical vertical wind profile based on a wind speed and direction at a standard height (usually 20 ft or 10 m). The wind profiles used are either standard logarithmic or power law functions with appropriate surface roughness parameterization.

In the future, interpolation/extrapolation schemes will be implemented. This will allow not only the option of using weather station data, but also use of coarse data from larger scale weather models such as MM5 (NCAR 2007), Weather Research and Forecasting (WRF) Model (Conrad 2007), or the National Digital Forecast Database (NDFD) (NWS Internet Services Team 2007).

### 3.3 Simulation Results

#### 3.3.1 Askervein Hill

The most commonly used data set for validating local scale wind models for wind turbine siting is Askervein Hill (Taylor and Teunissen 1983; Taylor and Teunissen 1985). The hill is 116 meters high and surrounded by flat terrain covered by low grass and heather. It is located on the island of South Uist of Scotland. The wind collection program in 1982 and 1983 placed over 50 measurement towers on the hill.
Most of the towers were 10 meters tall and measurements reported here are 10 minute averages. There were also a few taller towers, up to 50 meters, and kite measurements taken at higher altitudes. The towers were spaced about 100 meters apart along three lines running over the hill. Figure 1 shows these lines, the topography of Askervein Hill, and the surrounding area. The Askervein data set will be used to evaluate the wind model.

Figure 9. Contour map of Askervein Hill showing locations of Lines A, AA, and B. The contour interval is 5 meters.

The data sets used are MF03-D and TU03B from the 1983 field campaign (Taylor and Teunissen 1985). These data correspond to an average flow of 8.9 m/s.
from a direction of 210 degrees at 10 meters above the ground at a far upstream
reference site. The atmospheric stability was near neutral (average Richardson
numbers of -0.0110 to -0.0074). The ground roughness length was \( z_0 = 0.03 \) meters as
suggested in Taylor and Teunissen (1985). The digital elevation model used in the
simulations is the ‘Map B’ elevation data described in Walmsley and Taylor (1996).

The Askervein Hill data set has a relatively dense spatial coverage of
measurement towers compared to other field experiments. This makes the data an
excellent candidate to use to examine the sensitivity of the numerical model to certain
inputs. A base case was identified, and then several simulations were performed with
varied input. All parameters other than the one under examination were held at the
base case values unless noted. The parameters examined in the sensitivity study were:
iteration residual tolerance, number of quadrature points used in the numerical
integration, horizontal resolution, vertical resolution, and cell aspect ratio. They are
discussed in detail in following sections. The parameters used in the base case are
shown in Table 2.

<table>
<thead>
<tr>
<th>Table 2. Base case parameters.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Residual tolerance</td>
</tr>
<tr>
<td>Number of quadrature points</td>
</tr>
<tr>
<td>Horizontal resolution</td>
</tr>
<tr>
<td>Vertical resolution</td>
</tr>
<tr>
<td>Cell aspect ratio</td>
</tr>
</tbody>
</table>

The mesh used in the simulations was rectangular and aligned with the cardinal
directions. In both the North-South and East-West directions, the mesh had 6
kilometer sides. The hill was placed approximately in the center. The top of the
domain was 1000 meters above sea level. The area surrounding Askervein Hill is relatively flat and averages 8 meters above sea level.

The simulation domain was initialized using information from the vertical velocity profile data at the upstream reference site. A power law equation was fit to the data using the least squares technique and is shown in (27). Here, \( V(z) \) is the velocity and \( z \) is the height above the ground. The entire simulation domain was initialized using this vertical profile. The power law equation was used instead of the standard atmospheric logarithmic profile because in preliminary simulations it gave better results. The standard atmospheric logarithmic profile is shown in (28), with \( V_1 \) the velocity at a reference height \( z_1 \). Figure 10 compares the power law equation and logarithmic equation to the upstream profile data and shows that at heights above about 50 meters the data deviate significantly from the logarithmic profile and the power law equation fits better. The poor fit of the logarithmic profile above 50 meters may be due to a layer of non-neutral stability or it may be the top of the surface layer.

\[
V(z) = 5.3792z^{0.2113} \tag{27}
\]

\[
V(z) = V_1 \left[ \ln \left( \frac{z}{z_0} \right) \right] \left[ \ln \left( \frac{z_1}{z_0} \right) \right] \tag{28}
\]
Figure 10. Comparison of wind velocities with a logarithmic and power law equation at the upstream reference site at Askervein Hill on semi-log axes.

A comparison of the base case simulation and the measured values along Lines A, AA, and B are shown in Figure 11. The simulation matches the measured data well, except on the lee side of the hill. Simulated values were within 15 percent of the measured values everywhere, except in the lee of the hill. Here, errors up to 150 percent were found. At the worst location, the measured value was 3.2 m/s compared to a simulated value of 8 m/s. The poor performance of the model on the lee side of the hill is most certainly related to momentum effects not incorporated in the model. Lopes (2003) found similar results for a mass-consistent model on Askervein Hill, and stated that this poor performance on the lee side was due to the kinematic nature of the model.
Figure 11. Comparison of measured wind velocity and base case simulation for Askervein Hill. Distances are in relation to reference lines identified in Figure 9.

3.3.1.1 Residual tolerance

The iteration residual tolerance is a measure of how close the current solution is to the actual numerical solution in the iteration process. Iterative solvers compute
successive solutions that, ideally, step closer and closer to the actual solution, down to the limitations of the computer’s precision. The residual is a measure of the error between the current solution vector and the solution vector that solves the equation.

The goal of the iterative solver is to reduce the residual vector to a small value. A method must be identified to decide when to stop the iterations when the error is small enough. For an \( Ax = b \) system of \( n \) linear, algebraic equations in \( n \) unknowns, the residual, \( r \), for iteration, \( i \), is computed as

\[
r^{(i)} = Ax^{(i)} - b
\]  

(29)

The stopping criteria used here is for the iterations to stop when

\[
\|r^{(i)}\| \leq stop\_tol \cdot \left(\|A\| \cdot \|x^{(i)}\| + \|b\|\right)
\]  

(30)

were \( stop\_tol \) is a user specified value, and the norms are \( \infty \) norms (Barrett et al. 1994).

A range of \( stop\_tol \) values have been used to estimate when the error is small enough to stop iterating. The \( stop\_tol \) values examined were: 0.001, 0.01, 0.1, and 1. Comparison of simulated velocities with the measured values along Lines A, AA, and B are shown in Figure 12. The values of wind speed are nearly identical for all simulations, except when \( stop\_tol \) is 1. For this value, the solution vector is still changing and iterations should continue. Since values of 0.1, 0.01, and 0.001 give nearly identical wind speeds, significant reduction of the error is not gained by iterating to the smaller values. For these simulations, an adequate \( stop\_tol \) is 0.1.
Figure 12. Comparison of simulated vs. measured wind velocities with different \( \frac{\text{stop}}{\text{tol}} \) values (equation (30)) for Askervein Hill. Distances are in relation to reference lines identified in Figure 9.

3.3.1.2 Quadrature point

When the governing elliptic partial differential equation (24) is rewritten in a weak form, volume integrals appear in the final finite element equation (25). The integration is performed numerically, element by element, using Gaussian quadrature
(see, for example, Thompson (2005)). In Gaussian quadrature, the more Gauss points used, typically the more accurate the integration. The downside is that using more Gauss points makes the simulation take longer.

The number of Gauss points used in the wind model was examined to determine how sensitive the output is to this parameter. This three dimensional model used 1, 8, and 27 Gauss points which corresponds to 1, 2, and 3 Gauss points in one dimensional integration. Comparison of the simulations to measured data is shown in Figure 13. As can be seen, no significant increase in accuracy is apparent with more Gauss points. So an appropriate number of Gauss points to use is 1.
Figure 13. Comparison of simulated vs. measured wind velocities based on the number of quadrature points used in the numerical integration for Askervein Hill. Distances are from reference lines identified in Figure 9.

3.3.1.3 Horizontal resolution

The horizontal resolution used for the simulations was investigated. The values of horizontal cell size used were 23.4375, 40, 60, and 120 meters. Also, a simulation with a horizontal cell size of 120 meters with 27 point quadrature (rather than the base
case value of 1 point) was performed. This was done to determine if the accuracy of a
low resolution simulation could be increased with more accurate numerical integration.
The results of the simulations are shown in Figure 14. As can be seen, even the
coarsest case of 120 meters produced results that compared reasonably well with the
measured data. Again, simulated values were closer to measured values on the
upstream side of the hill and at the top than on the lee side. The use of 27 point
Gaussian quadrature for the 120 meter resolution case did not increase the accuracy.
These simulations show that, for the terrain simulated, the solutions appear to be
relatively insensitive to the meshes used. The 120 meter meshes may be beginning to
diverge from the finer meshes, and so may have some artificial error due to the spatial
discretisation. The 60 meter and finer simulations are probably insensitive to the mesh,
at least compared to other inaccuracies in the modeling such as the incoming flow
profile and atmospheric stability.
Figure 14. Comparison of simulated vs. measured wind velocities based on meshes with different horizontal cell resolution for Askervein Hill. Distances are in relation to reference lines identified in Figure 9.

3.3.1.4 Vertical resolution

The number of cells, or layers, in the vertical direction was examined. In this direction, the cell size increases with height above the ground so that the cells are clustered near the ground where the largest gradients are found. In all simulations
compared in this section, the cells grow vertically at a rate of 30%. That is, a cell is
30% larger in the vertical direction than the one immediately below it. Figure 15
shows the simulations of 15, 20, 30, and 35 vertical cells. The 15 and 20 layer
simulations were identical and gave reasonable results. The 30 and 35 layer
simulations were significantly different from the 15 and 20 layer simulations and the
measured data. The simulations appear to show a trend of less accuracy with more
cells in the vertical direction. This goes against intuition, which would predict better or
equal accuracy with higher resolution. It was hypothesized that this problem was not
that of the vertical resolution, but something else related to vertical resolution. The
next section offers a probable explanation: the cell aspect ratio.
Figure 15. Comparison of simulated vs. measured wind velocities based on meshes with different numbers of vertical layers of cells for Askervein Hill. Distances are in relation to reference lines identified in Figure 9.

3.3.1.5 Cell aspect ratio

The cell aspect ratio is a measure of the relative difference between the minimum and maximum edge lengths of a cell. The cell aspect ratio is computed from (31) and (32). The $n$ direction in (32) refers to the two horizontal directions and
the vertical direction. It is the actual edge length, not the projected edge length in the
given direction. In the finite element method, excessively large aspect ratios can lead
to numerical problems. Reasons for these problems can include interpolation accuracy,
discretisation error, and poor condition number of the global stiffness matrix. The
value of aspect ratio above which poor results are obtained varies. It depends on the
partial differential equations being solved, the shape functions, and the kind of element,
to name a few.

\[ Q_{AR} = \frac{\max(e_1, e_2, e_3)}{\min(e_1, e_2, e_3)} \]  \hspace{1cm} (31)

\[ e_n = \frac{\sum \text{edge lengths in } n \text{ direction}}{\text{number of edges}} \]  \hspace{1cm} (32)

In the model, aspect ratio is not a direct input, but rather a result of the
horizontal cell size, number of vertical layers, vertical layer growth, height of the
domain, and the terrain. These parameters determine the size and shape of the
elements as well as the aspect ratio.

An example of the possible problems that can be encountered when too high of
an aspect ratio is used is shown in Figure 16. The parameters used in the two
simulations are shown in Table 3. For the two simulations, the mesh was deliberately
made to have very flat, “pancake-like” cells that had high aspect ratios of 590 and 983.
As seen in Figure 16, the mesh with an aspect ratio of 983 gave an unrealistic flow
field, but the mesh with a 590 aspect ratio gave a realistic flow field. For these
simulations, the only parameter that was changed the horizontal cell size. Other
simulations, not shown here, also support the idea that high cell aspect ratios can be
responsible for poor model performance. To avoid problems, it appears that cells
should have aspect ratios less than 600. A more conservative number, which is recommended here, is to have aspect ratios less than 400.

Figure 16. Comparison of simulated vs. measured wind velocities based on meshes with different aspect ratio (equation (31)) for Askervein Hill. The case with an aspect ratio of 590 used the same input parameters as the 983 aspect ratio case, except that the horizontal cell size used was 23.4375 meters instead of 40 meters which gave the lower aspect ratio. The vertical cell sizes were approximately equal. Distances are in relation to reference lines identified in Figure 9.
Table 3. Parameters used for 2 simulations comparing the effect of aspect ratios (equation (31)) for Askervein Hill.

<table>
<thead>
<tr>
<th>Resulting aspect ratio</th>
<th># vertical layers</th>
<th>Vertical cell growth</th>
<th>Horizontal cell size</th>
<th>Resulting vertical cell height</th>
</tr>
</thead>
<tbody>
<tr>
<td>590</td>
<td>20</td>
<td>65%</td>
<td>23.4375</td>
<td>0.04</td>
</tr>
<tr>
<td>983</td>
<td>20</td>
<td>65%</td>
<td>40</td>
<td>0.04</td>
</tr>
</tbody>
</table>

3.3.2 Waterworks Hill

In July of 2004, the Missoula Fire Sciences Laboratory measured wind speeds over a hill near Missoula, MT named Waterworks Hill (Bradshaw 2004). The hill is approximately 200 meters tall and has a relatively flat upwind fetch to the West of over 10 kilometers. To the North, East, and South the hill is surrounded by larger hills and mountains. It is covered with grass that is approximately 8-30 centimeters tall. The measurements were taken to provide a full scale data set to aid in wind model validation. Simulations from the model described in this paper will be compared to the measured data.

During the Waterworks Hill measurement campaign, a total of 9 wind measurement towers provided data. Ten towers 3.05 meters (10 feet) tall were temporarily placed on the hill, but problems with 3 resulted in only 7 providing usable data. An additional, existing wind tower in the drainage to the East of the hill was used. This tower was called the “Tulip tower” and also measured winds at 3.05 meters (10 feet). The last tower is operated by the National Weather Service and located at the Missoula Airport. This station is approximately 8 kilometers to the West-Northwest of the hill and measures winds at 10 meters above the ground. The wind measurement period was during a cold front passage that was characterized by strong winds for this
area. For a period of 3 hours, hourly averaged wind speeds at the Missoula Airport were consistently between 9.4 m/s and 10.3 m/s from the West.

The elevation data used in the simulations were obtained from the USGS (USGS 2006). The elevation data was 30 meter resolution raster data. The domain size used was approximately 21 kilometers by 16 kilometers and is shown in Figure 17. The top boundary of the computational domain was 5 kilometers above sea level.

![Figure 17. Topography map of Waterworks Hill and surrounding area. North is toward the top of the image. The black triangles represent locations of wind measurement towers. The West most tower is the Missoula Airport tower and the East most tower is the Tulip tower. The other 10 towers are located on the actual hill. The elevation contour interval is 20 meters.](image)

The National Weather Service weather station at the airport was used to initialize the flow domain for the simulations performed. Since this is a surface wind measurement with no wind profile information, an estimate of the velocity profile was made. Because the winds were strong and the atmosphere was well mixed,
logarithmic velocity profile (28) was used as the estimated profile. The roughness length, $z_0$, was 0.02 meters which corresponds to low grass in the area (Wierenga 1993). The reference velocity used in the logarithmic profile to initialize the flow domain was adjusted until it gave a simulated flow field that matched the velocity measured at the National Weather Service weather station. This reference velocity was 8.6 m/s at 3.048 meters above the ground. The value measured at the National Weather Service weather station was 9.8 m/s from 270 degrees at a height of 10 meters.

Four simulations with differing mesh characteristics were performed. The parameters and resulting aspect ratios for these meshes are shown in Table 4. The finest grid is grid 1 and the coarsest grid is grid 2. All simulations used a vertical cell growth of 30%, single quadrature point integration, and iterated to a stop_tol value of 0.1.

<table>
<thead>
<tr>
<th></th>
<th>Number of vertical cells</th>
<th>Horizontal cell size (m)</th>
<th>Largest aspect ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>grid 1</td>
<td>30</td>
<td>50</td>
<td>157</td>
</tr>
<tr>
<td>grid 2</td>
<td>30</td>
<td>60</td>
<td>166</td>
</tr>
<tr>
<td>grid 3</td>
<td>30</td>
<td>100</td>
<td>288</td>
</tr>
<tr>
<td>grid 4</td>
<td>20</td>
<td>200</td>
<td>37</td>
</tr>
</tbody>
</table>

Wind vector plots of the four simulations are shown in Figure 18. Figure 19 shows the results of the four simulations compared to the measured data. The diagonal line through the plot is the line of perfect agreement. From this figure, it is evident that a mesh insensitive solution has probably not been reached. There are still differences of up to 28 percent between the finest grid, grid 1, and the next finest grid, grid 2. Limitations in computer memory did not allow simulations with finer grids. The
computer memory and CPU times are shown in Table 5. In discussing CFD meshes, Stangroom (2004) states that true grid independence is unlikely to be achieved in wind engineering problems, but that useful information on mesh sensitivity can be obtained. This sensitivity analysis gives an estimate of the spatial discretisation errors in the solution. In the Waterworks Hill simulations, these errors likely could be in the 20-30 percent range.

Table 5. Computing requirements for the Waterworks Hill simulations.

<table>
<thead>
<tr>
<th></th>
<th>memory (MB)</th>
<th>CPU time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>grid 1</td>
<td>1500</td>
<td>1462</td>
</tr>
<tr>
<td>grid 2</td>
<td>1221</td>
<td>1176</td>
</tr>
<tr>
<td>grid 3</td>
<td>437</td>
<td>412</td>
</tr>
<tr>
<td>grid 4</td>
<td>72</td>
<td>13</td>
</tr>
</tbody>
</table>

The results in Figure 19 show that, for the higher wind speeds, the simulations consistently under-predicted the velocity. These higher wind speed stations were located near the top of the hill. For the other stations, a consistent under-prediction is not evident. A possible reason for this under-prediction would be that the assumed logarithmic vertical velocity profile did not approximate the real atmosphere well. Actual velocities high above the ground could have been stronger than the logarithmic profile predicted.

All simulations over-predicted the winds at the Tulip tower, with Grids 2 and 3 having the largest errors of 54 % and 52 %. This tower is located at the bottom of a drainage to the East of Waterworks Hill, in an area of scattered trees and buildings. Since the wind simulations assumed a ground roughness of grass everywhere, it is possible that the scattered trees and buildings here sheltered the tower giving lower wind speeds. If this were the case, the Tulip tower data may be suspect. Another
possibility for the over-prediction is that momentum effects on the lee of the hill produced the measured low wind speeds. As discussed for Askervein Hill, these momentum effects are not accounted for in the model and so the model would predict higher velocities.

Table 6 compares the largest error in simulated velocities for each grid, with and without the Tulip tower. Grids 2 and 3 show improvement when the Tulip tower is not included. Also shown in Table 6 is a comparison of the correlation coefficients for the different simulations (includes the Tulip tower data). As expected, the finer grids correlate better with the measured data than the coarser grids.
Figure 18. Wind vectors on Waterworks Hill for different grids. The plots are zoomed in to the hill area. Measurement stations are shown as black triangles.
Table 6. Error and correlation comparison for Waterworks Hill simulations.

<table>
<thead>
<tr>
<th></th>
<th>largest error in windspeed (%)</th>
<th>largest error in windspeed w/o Tulip station (%)</th>
<th>simulation correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>grid 1</td>
<td>32.69</td>
<td>32.69</td>
<td>0.943</td>
</tr>
<tr>
<td>grid 2</td>
<td>54.02</td>
<td>26.00</td>
<td>0.929</td>
</tr>
<tr>
<td>grid 3</td>
<td>52.50</td>
<td>42.15</td>
<td>0.899</td>
</tr>
<tr>
<td>grid 4</td>
<td>42.05</td>
<td>42.05</td>
<td>0.903</td>
</tr>
</tbody>
</table>

3.4 Conclusions

The mathematical model has been described, and simulations for two full scale field experiments were completed. A sensitivity analysis was done for some of the numerical input parameters. It showed that aspect ratios larger than 600 give very poor results and a more conservative limit to use might be 400. Another important result is that simulations are insensitive to the number of quadrature points used in the
numerical integration. Single point quadrature can be used to reduce computational time. Guidelines for other parameters such as when to stop the iterative solver were found.

Comparison to the measured data showed that the model is capable of producing flow fields within about 30% of measured values in many cases. This appears to be true for areas other than the lee side of hills. On the lee side of hills the model gave larger errors of up to 150%. This problem is probably due to the model not explicitly incorporating a momentum equation.

Nonetheless, the model produced wind fields that compared well enough with the measured data to probably be of use to fire managers. Simulations in steeper, more rugged terrain that some fires burn in would be expected to give less impressive results. However, as also concluded by Lopes (2003), numerical tools such as the one described should at least give fire managers information on the relative wind characteristics of different locations in terrain for fire management purposes.
CHAPTER 4. FIRE SPREAD SIMULATIONS

4.1 Introduction

Fire plays an important role in the environment. Many ecosystems have evolved with fire as an integral, necessary process. In fact, exclusion of fire can have detrimental effects that significantly change the ecosystem (Arno and Brown 1991). Nevertheless, wildland fires can also have very destructive and unwanted effects on society including loss of property and life. Land managers are faced with making difficult decisions about how to best balance conflicting goals. Prediction of fire behavior is often used in making these decisions.

The prediction of fire behavior requires accurate knowledge of the factors affecting the fire. These factors can be grouped into three categories: fuels, weather, and topography. Weather is often the dominating influence, and in particular the wind. A fire burning in calm winds can dramatically change character when exposed to high winds. The relation between wind speed and spread rate is nonlinear such that a change in wind speed can produce a larger change in spread rate (Rothermel 1972). What compounds this even more is that wind often fluctuates on relatively small temporal and spatial scales. These variations can be much smaller than the scale of a large fire so significant differences can be seen across the fire. Error in fire predictions
can come from inadequate descriptions of these winds. Surprisingly, few authors have
described methods of simulating wind for application to wildland fire behavior.
Possible reasons include: the complex nature of the phenomena, including turbulence
and nonlinear effects; the computational requirements and the time constraints
associated with wildland fire; and the relatively small amount of research and funding
for work at this scale compared to the weather prediction or industrial (automotive,
aerospace, etc.) scales.

The most widely used spatial wildland fire spread model is FARSITE (Finney
1998). The typical incorporation of wind in FARSITE is to assume that the wind speed
and direction do not vary spatially over the modeling domain (although they can vary
temporally). In many cases, this is a poor description of the wind field. FARSITE has
the ability to incorporate gridded (or spatially changing) wind fields, yet this has not
been utilized in the past because of the lack of a model to produce the wind fields.

The current study will assess the use of two models to produce gridded wind
fields for use in FARSITE. Comparisons of fire spread will be made using the new
gridded wind models and the traditional method of a spatially uniform wind field.
These comparisons will be done for three fires. One is a hypothetical fire spreading
over a low hill that has detailed wind information available from a field study (Taylor
and Teunissen 1983; Taylor and Teunissen 1985). The other two are historic fires that
resulted in firefighter entrapments and/or fatalities: South Canyon Fire (Butler et al.
1998) and Mann Gulch Fire (Rothermel 1993).
4.2 Background Modeling Discussion

Modeling the spread of a wildland fire is difficult because of the complex physical mechanisms involved. The most useful models so far (in an operational sense) are relatively simple (Rothermel 1972; Van Wagner 1977), using parameterizations of heat transfer, fluid flow, and chemical reactions developed from experimental work. They are generally termed empirical or semi-empirical models. The main advantages of these models are that they are simple to understand, can be computed quickly on a computer (Andrews 1986; Finney 1998), and often describe the gross behavior of a fire well. Other more physically based models have been developed (Clark et al. 1996; Grishin 1997; Linn 1997; Mell et al. 2007; Porterie et al. 2000). They include so called coupling effects of fire generated buoyancy on the surrounding fluid flow as well as detailed treatment of heat transfer. In theory, these models should be more robust than the simpler models. However, they suffer from long computer run times, often complex data requirements, and are generally not validated. For these reasons, they are not currently used operationally on fires.

A possible solution to bridge the gap between the simple and more complex models is to simulate the wind near the ground surface without the coupling effects from the fire. Such a model would move a step closer to the more physically based models, yet allow the use of the current semi-empirical fire spread models. It has also been shown to be feasible under operational time constraints (Forthofer et al. 2003). The combination may improve the accuracy of fire simulations since a better description of the wind would be used.
Several models have been developed to predict wind. They can be classified into either prognostic or diagnostic models. The prognostic models step forward in time from an initial wind field while the diagnostic models simulate one instant in time (sometimes called steady-state models). Most prognostic models have been developed for weather prediction at scales larger than fires. Cell resolutions of 36, 12, or 4 kilometers are common. This scale difference can limit their use on wildland fires. For example, a 100,000 acre fire is about 11 km in diameter if it has a circular shape. This means that, at best, only a few cells span the fire area which probably does not warrant using a spatially varying description. Also, because of their resolution, most weather models were not developed to resolve the winds modified by individual ridges, valleys and mountains. Rather they hope to approximate the effects of larger features such as mountain ranges. In effect, the coarse weather models smooth over the small scale features because of their large cell sizes. In many cases, these small scale features have a great influence on the local winds influencing a fire and should be considered. Also, these prognostic models have high computing requirements, generally requiring multi-processor computers which also limit operational use. In contrast, the diagnostic models typically have relatively small computer requirements (from minutes to a couple of hours per run on a single processor computer). The penalty for this speed up is incorporation of less physics and a wind field for only one instant in time.

Among the diagnostic models is a range of modeled physics. Some only incorporate the conservation of mass (Chan and Sugiyama 1997; Davis et al. 1984; Geai 1987; Montero et al. 1998; Moussiopoulos and Flassak 1986; Ross et al. 1988;
Sherman 1978). These models generally give a poor estimation of winds on the lee side of hills due to momentum effects that are not incorporated. Other models include the conservation of mass and momentum (Alm and Nygaard 1995; Lopes 2003; Raithby and Stubley 1987; Uchida and Ohya 1999). These models have compared well to data in cases of isolated hills in neutral stable atmospheric conditions. Lastly, some models incorporate conservation of mass, momentum, and energy (Apsley and Castro 1997; Montavon 1998). They have been shown to simulate wind in stable and neutral atmospheric conditions well. All of the diagnostic models are designed to model the effect of topography on wind flow.

This study examines wind predicted with two different types of diagnostic models. One is a commercial computational fluid dynamics model (Fluent®) incorporating the conservation of mass and momentum (described in Chapter 1). The other is a mass conserving model (described in Chapter 2). Both assume neutral atmospheric stability. Byram and Nelson (1974) state that most large wildfires occur when the atmosphere is nearly neutral so a model incorporating these physics seems reasonable. Models incorporating the conservation of energy are more robust for non-neutral atmospheric conditions but have the disadvantage of more complex and sometimes difficult to obtain inputs and longer computing times. Neglecting conservation of energy greatly simplifies the model.

Although diagnostic wind models are prolific in other fields such as wind power generation and dispersion of pollution, there are comparatively few instances in fire prediction. These few studies have shown that the use of gridded wind can improve fire spread predictions in mountainous terrain. Lopes (2002) developed
FireStation which combined two wind models, very similar to those described here, and a spatial fire spread model. The fire spread model was cellular based and the wind models were a strictly mass conserving model and a mass/momentum conserving model. A thorough assessment of the effect of the wind models on the fire spread is not done. A historic fire is simulated and compared to a reconstructed perimeter with good agreement. However, only one simulation is shown, and the author does not state which wind model was used for the simulation. No comparison is made between fire simulations using the two different wind models or with a uniform wind field. Since its development FireStation has not seen widespread use operationally, possibly because of deficiencies in the cellular based fire spread model.

Forthofer et al. (2003) and Butler et al. (2004) describe preliminary results of the work described here. A mass and momentum conserving wind model is used in conjunction with a wave propagation fire spread model (Finney 1998). In all cases, using the winds provided by the diagnostic wind model improved the fire spread predictions when compared to a simulation using a uniform wind field.

4.3 Models

The fire model used in this study was FARSITE (Finney 1998). Two different wind models are used: a mass-consistent model and a mass and momentum conserving CFD (computational fluid dynamics) model. Since the wind modeling does not incorporate any effects the fire has on the wind, the two models can be run independently. Information transfer between the wind models and fire model occurs via text files written to the hard drive. These text files are written by custom utility programs.


4.3.1 Fire Spread Model

FARSITE incorporates models of surface fire, crown fire, point-source fire acceleration, spotting, and fuel moisture. Fire spread in two dimensions is accomplished using a one dimensional spread rate model and the assumption of an elliptical 2-dimensional fire shape. The eccentricity of the assumed ellipse is a function of the effective wind speed. The fire perimeter is tracked using a vector technique (Huygen’s principle). Minimum spatial input themes needed by the model are elevation, slope, aspect, fuel model and canopy cover. Other required inputs include temporal weather data, fuel moisture information, numerical simulation parameters, and ignition locations.

Users have two options for wind input. The standard selection is to use uniform, non-spatial winds in the form of a FARSITE .wnd file. This file must contain wind speed, wind direction, and cloud cover values for discrete times spanning the simulation duration. These values are applied across the entire landscape. The other option is to use a spatially varying wind field. In FARSITE, this is called “gridded wind”. An .atm file is constructed that lists velocity, direction and cloud cover file names for discrete time segments that span the simulation duration. This way, different wind fields can be used at different times during the simulation. The velocity, direction, and cloud cover files describe the spatial distribution of these values in a raster-type format. The .atm file replaces the usual .wnd input file in FARSITE. The separate gridded velocity, direction and cloud cover files listed in the .atm file must be located in the same directory as the .atm file. Their format is ASCII raster, the same as the other spatial input files used by FARSITE. If cloud cover is not simulated in the
gridded wind model, a uniform valued gridded file can be used. Current restrictions in FARSITE are that each gridded theme (velocity, direction, and cloud cover) must separately have the same resolution and spatial extent. For example, all velocity and direction files could be of one resolution and extent, while cloud cover could be completely different resolution and extent. Another restriction in FARSITE is that the .atm file must include at least one entry of wind and cloud cover per day during the simulation. Additional information on using gridded wind can be found in the FARSITE help menu (Finney 1998).

4.3.2 CFD Wind Model

The CFD wind model is a general purpose, multidimensional, computational fluid dynamics code called FLUENT®. CFD was developed primarily to model flows of interest in industrial applications. Recently, CFD has gained popularity in wind engineering applications such as wind energy assessment and pollution dispersion. The settings in FLUENT® can be adjusted to simulate an atmospheric boundary layer. A detailed description of the CFD model can be found in Chapter 1.

The flow domain was discretized using a finite volume approach. Air was modeled as an incompressible fluid and the Coriolis effect neglected. Turbulence closure of the flow equations was simulated by the RNG \( k-\varepsilon \) model (Yakhot and Orszag 1986). In a study of turbulence models for neutral stable atmospheric applications, Kim and Patel (2000) found that the RNG \( k-\varepsilon \) model gave the best agreement with experimental data. The SIMPLEC solver (Vandoormaal and Raithby 1984) was used on an unstructured grid. At inlet boundaries, uniform flow conditions were specified. The fire area was placed far enough downstream so that a boundary
layer would develop before reaching the fire location. At the ground, a wall function
boundary condition was used. Appropriate roughness parameters for vegetation were
obtained from Wierenga (1993). Files of velocity and direction were written for use in
FARSITE and a GIS. Wind simulations took approximately 0.5-1.5 hours on a
modern, single processor computer.

A separate code called GAMBIT® was used to build the computational mesh
used in FLUENT®. A digital elevation model (DEM) file was read and converted to a
GAMBIT® specific format through a custom utility code. A hybrid unstructured mesh
was built in GAMBIT® with several layers of wedge cells growing vertically from the
ground followed by generation of vertically growing tetrahedral cells above the wedge
cells. The resulting mesh clustered most cells near the ground where the largest flow
gradients occur, yet minimized the cell count to reduce computation times. The near
ground wedge cell layers reduce numerical diffusion that can occur with other cell
types.

4.3.3 Mass-consistent Wind Model

The mass-consistent wind model used here minimizes the change from an
initial wind field while strictly conserving mass. The governing elliptic partial
differential equation was solved numerically. A finite element discretisation technique
was used in conjunction with a simple hexahedral cell mesh. A Jacobi preconditioned
conjugate gradient solver was used to solve the set of linear, algebraic equations. Wind
simulations take approximately 1-15 minutes on a modern, single processor computer.
In all simulations performed here, the modeling domain has been initialized using one
wind speed and direction at a specified height above the ground. The domain is filled
vertically assuming a neutral stable logarithmic wind profile and a roughness height for the dominant vegetation in the area (Wierenga 1993). The modeling domain is larger than the fire area to reduce any boundary condition effects. Files of velocity and direction are written for use in FARSITE and a GIS. More detailed information about the mass-consistent model can be found in Chapter 2.

4.4 Case Studies

Three different fire scenarios were simulated. One of the fires was a hypothetical fire burning over a real hill. This site was selected because detailed wind measurements were available for this hill. The simulations of wind flow and fire spread over the hill highlight some of the primary differences between the wind fields used. It also shows some of the sensitivity of the fire spread model to these simulated wind fields. The other two fires are historic fires that resulted in firefighter fatalities. They were selected because published investigations were carried out on these fires that included relevant weather and fire behavior information. For one of the fires, detailed fire spread information was available. Fire growth was simulated using different wind field scenarios obtained from the wind models discussed above. The fire growth simulations were compared to fire behavior reconstructed from witness accounts. For all of the case studies, three different wind field scenarios are used in the fire spread model: 1) The wind fields are from the mass-consistent model, 2) wind fields from the CFD model, 3) spatially uniform winds.

For the historic fire with fire perimeter information available, two different methods of comparing the simulated fire perimeters with the observed values have been used. The first is to visually compare the perimeters. This gives a qualitative
measure of how close the simulated perimeter is to the observed. Finney (2000) states that this method of comparison is most often used (Anderson et al. 1982; Coleman and Sullivan 1996; Finney 1994; Finney 1995; Sanderlin and Van Gelder 1977; Xu and Lathrop 1994). Although subjective, this method can give insight into modeling accuracy. Using this method, the level of agreement is usually readily understood.

The second method of comparison is more objective. It involves computing the simulated area that overlaps, under-predicts, and over-predicts the observed fire perimeter at a single time during the fire’s progression. This method was used by Churchill (2001). The method used here reports the three areas as percent of total measured area to allow easier comparison. A disadvantage of this method is that there are three measures of fit for each simulation (overlap, under-prediction, and over-prediction) rather than one, as in for example an $R^2$ measure of fit. This can make comparisons of different simulations more complicated. A single measure of fit could not be found that performs acceptably. Methods to objectively compare measured and simulated fire perimeters are discussed by Finney (2000), but no techniques could be found that adequately reflect the space and time dependent trends of the fire growth patterns.

Comparison of model simulations to observed fire perimeters is done here to suggest differences between the wind fields used and the wind models that produced them (CFD, mass-consistent, uniform). It is not possible to “validate” the models (combinations of fire and wind models here) since the error of the input data or observed data used for comparison are not controlled or known (Rykiel 1996). Input values such as fuels and weather information as well as the measured fire behavior
have an unknown amount of error. In the absence of controlled error for these inputs and observations, the results of any comparison cannot be interpreted as to the cause(s). Finney (2000) and Albini and Anderson (1982) both conclude that full validation of FARSITE and the Rothermel spread equations, respectively, is not possible.

Although the fire simulations cannot fully validate the methods used here, the relative effectiveness of the three different types of wind fields is evaluated within the context of fire growth simulation accuracy.

### 4.4.1 Askervein Hill

Fire spread over a low hill has been simulated to compare the differences between the three different types of wind fields. The hill is a real hill, called Askervein Hill, that was the site of a large wind measurement study (Taylor and Teunissen 1983; Taylor and Teunissen 1985). Figure 20 shows the hill area, including Lines A, AA, and B along which wind measurement devices were placed. Simulations of wind flow over Askervein hill from the CFD and mass-consistent wind models have been compared with the wind measurements (Chapters 1 and 2). As seen in Figure 21, comparisons showed that both models do a very good job predicting the wind on the upwind side of the hill and at the top. On the lee side of the hill, the CFD model did a much better job predicting the wind pattern than the mass-consistent model. The differences between the wind models on the lee side of the hill are probably due to the included physics in the models.

Although a real fire did not burn over Askervein Hill, hypothetical fires have been simulated to show the differences in fire spread that can occur with different types of wind fields. The knowledge of the accuracy of the simulated wind fields for
Askervein Hill will give credibility to the simulations. Three fire simulations were done, holding everything constant except the wind field. The winds used were a uniform field, a CFD simulated field, and a mass-consistent simulated field. The fuel and other weather conditions used are shown in Table 7. The hypothetical fire was ignited upwind of Askervein Hill as a point ignition and allowed to spread for three hours. For the uniform wind simulation, a velocity of 18 mph at 20 feet above the ground was used. This is the same velocity as the CFD and mass-consistent wind fields upwind of the hill.
Figure 20. Contour map of Askervein Hill showing locations of Lines A, AA, and B. The contour interval is 5 meters.
Figure 21. Simulated wind speeds from the mass-consistent and CFD models compared with measured wind speeds for Lines A, AA, and B from Figure 20 over Askervein Hill. The winds are for 10 meters above the ground.
Table 7. FARSITE inputs for the Askervein Hill simulations.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuel model</td>
<td>2</td>
</tr>
<tr>
<td>Canopy Cover</td>
<td>0 percent</td>
</tr>
<tr>
<td>Temperature</td>
<td>80 degrees F</td>
</tr>
<tr>
<td>Relative Humidity</td>
<td>20 percent</td>
</tr>
<tr>
<td>1 hour fuel moisture</td>
<td>5 percent</td>
</tr>
<tr>
<td>10 hour fuel moisture</td>
<td>6 percent</td>
</tr>
<tr>
<td>100 hour fuel moisture</td>
<td>7 percent</td>
</tr>
<tr>
<td>Live herbaceous fuel moisture</td>
<td>100 percent</td>
</tr>
<tr>
<td>Live woody fuel moisture</td>
<td>100 percent</td>
</tr>
<tr>
<td>Fire spread rate adjustments</td>
<td>1</td>
</tr>
<tr>
<td>Time step</td>
<td>10 min</td>
</tr>
<tr>
<td>Perimeter resolution</td>
<td>25 m</td>
</tr>
<tr>
<td>Distance resolution</td>
<td>25 m</td>
</tr>
<tr>
<td>Only surface fire, no spotting</td>
<td></td>
</tr>
</tbody>
</table>

The results of the three fire simulations are shown in Figure 22. In the uniform wind case, the effect of the hill is nearly unnoticeable. The fire pattern closely resembles an ellipse. This is because the hill was not very steep and the effect of the slope on fire spread rate was far overpowered by the strong wind. The fire spread pattern for the mass-consistent wind field simulation is slightly different, but still resembles an ellipse. An increase in fire spread rate is evident near the top of the hill where the winds are strongest. Not much reduction in spread rate is seen on the lee side of the hill. The fire spread pattern for the CFD wind field is noticeably different. From ignition to just before the base of the hill the spread pattern is consistent with the other simulations. The spread rate increases slightly as the fire spreads up and over the hill top in the stronger winds, very similar to the mass-consistent simulation. Shortly past the top of the hill, a dramatic decrease in spread rate takes place. The fire has entered an area of light winds and opposing slope. This leads to a significantly lower fire spread rate on the lee side of the hill and a change in the fire shape compared to the other simulations. The slow wind speeds in the lee of the hill predicted by the CFD
wind model are verified by the wind observations, as shown in Figure 21. The mass-
consistent and uniform wind fields do not have such a wind reduction. This difference
in the wind fields results in a dramatic change in the resulting fire spread. It appears
that, for the Askervein Hill fire simulations, the slow winds on the lee side of the hill
were very important to the overall spread of the fire.

Figure 22. Comparison of three fire spread simulations for the Askervein Hill area using different
wind fields. Dark lines denote the fire progression spaced 10 minutes apart, light lines are the 5
meter elevation contour lines. North is toward the top of the image.
4.4.2 South Canyon

Complex mountain winds were cited as one of the most important variables influencing the fire behavior on July 6, 1994 when the South Canyon Fire overran and killed 14 firefighters (Butler et al. 1998). Strong winds in excess of 50 mph developed as the result of a passing cold front. The ensuing combination of weather, fuel and terrain created extreme fire conditions that lead to the tragedy. A detailed description of the South Canyon Fire behavior is given by Butler et al. (1998). Approximate perimeters obtained from witness accounts can be found in the report. The wind conditions and abundance of published information concerning this fire make it a good candidate for study using simulations from different wind models.

Figure 23 shows an area map of the South Canyon Fire in the morning before the fire run. Twelve of the firefighters that were overrun were on the West flank fireline. The figure shows the steep, dissected terrain and the main drainage of the Colorado River to the South.
To simulate the fire behavior using FARSITE, a fuels layer was constructed from a Digital Ortho Quad (DOQ) and descriptions of the fuels from Butler et al. (1998). The DOQ is similar to an aerial gray scale photo. The premise of classifying fuels using the DOQ is that different vegetation types reflect and emit light differently and therefore have different gray scale values in the DOQ. When this process is used on a small area and in conjunction with on the ground observations, it appears to give a
reasonable description of the fuels. The original 1 meter resolution DOQ is shown in Figure 24. The reclassification from DOQ values to standard fuel models (Anderson 1982) is shown in Table 8 and the reclassified fuels map which has been resampled to 10 meter resolution is shown in Figure 25. Most of the fuels in the fire area were modeled as fuel models 2 and 4. Canopy cover was zero percent across the landscape. Weather data from the Rifle, CO remote automated weather station (RAWS), located approximately 10 miles west of the fire location, was used for temperature and relative humidity during the simulations. The maximum temperature used for the simulations was 85 degrees F and the relative humidity was 8 percent. The RAWS recorded sustained winds up to 30 mph from the West-Southwest with gusts up to 45 mph. Butler et al. (1998) estimated the peak ridgetop winds in the fire area of over 50 mph.
Figure 24. Original DOQ at 1 meter resolution for the South Canyon Fire. Lines and notation shown are described in Figure 23.

Table 8. South Canyon fuel model cross-walk from DOQ values.

<table>
<thead>
<tr>
<th>DOQ value</th>
<th>Fuel model</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 – 70</td>
<td>10</td>
</tr>
<tr>
<td>71 – 150</td>
<td>4</td>
</tr>
<tr>
<td>151 – 190</td>
<td>2</td>
</tr>
<tr>
<td>191 – 300</td>
<td>99 (barren, rock)</td>
</tr>
</tbody>
</table>
Wind simulations for the fire area were done on a 30 meter resolution DEM file that was 7.4 kilometers by 5.7 kilometers. Both the CFD model and the mass-consistent model were run for six different general wind directions: 180°, 225°, 240°, 250°, 260°, and 270°. These directions were chosen to bracket the observed wind directions that occurred at the time of the fire. The input speed values for each simulation were adjusted to produce 20 foot ridgetop wind speeds near Helispots 1 and
2 of 50-55 mph. For the uniform wind fields, the same six directions were used. The speed used was 33 mph. The best choice of wind speed for the uniform case is difficult to make, since it is only one speed that represents the true spatially varying wind field. No doubt, the winds near the bottom of the drainages were much lower than on the ridgetops, which is verified by witness accounts. Thirty three miles per hour was chosen here because it represents a value somewhere between the high winds reported at the ridges and the lower winds in the drainages. Also, after some preliminary fire spread simulations with the uniform winds, it was observed that this wind speed produced fire progression that best matched the observed.

Examples of the simulated winds from directions of 240 and 270 are shown in Figure 26 and Figure 27. In each figure, the top image is a mass-consistent model run and the bottom image is a CFD run. From these, it is apparent that the CFD model produces a wind field with more turning and/or channeling of the wind from terrain effects than the mass-consistent model. Both models show, in general, higher wind speeds near the ridgetops and lower wind speeds near the drainage bottoms.
Figure 26. Wind simulations for the South Canyon Fire. The general winds are from 240 degrees. The top image is a mass-consistent model run and the bottom image is a CFD run. The two black outlines are the observed fire perimeters at 1607 and 1623.
Figure 27. Wind simulations for the South Canyon Fire. The general winds are from 270 degrees. The top image is a mass-consistent model run and the bottom image is a CFD run. The two black outlines are the observed fire perimeters at 1607 and 1623.
The settings used in FARSITE for all of the fire simulations are listed in Table 9. Two parameters not included here were the “spread rate adjustment” which is a multiplier of the computed spread rate and the “percent ignition frequency” which controls how many of the lofted embers that land in burnable fuels actually start a spot fire. The spread rate adjustment factor is often used by fire analysts to quickly adjust the spread rates of a fire simulation for calibration of the model to observed fire behavior (Churchill Sanders 2001; Stratton 2006). It can partially account for problems in input such as fuel models and weather and problems in the models themselves, such as the fire spread model. The percent ignition frequency value used is difficult to justify because it is probably nearly impossible to actually know the percentage of embers that land that start spot fires. Stratton (2006) recommends starting simulations at values around 0.5-1.0% spotting ignition frequency. If spotting contributes to the growth of the real fire, then the simulation should reflect that. Butler et al. (1998) document one spot fire on the South Canyon Fire, and it is likely that many more occurred given the high wind speeds involved during the major run. For the simulations here, the percent ignition frequency of spot fires and the spread rate adjustment were adjusted to obtain the best possible agreement (visually) with the observed fire behavior for each simulation. It is acknowledged that these choices are somewhat subjective; however they have been made to match the observed perimeters as closely as possible. The goal of this modeling is to compare the effect the different wind fields have on the simulated fire progression, not to validate the spread model or fuels information. The settings for ignition frequency and spread rate adjustment are shown in Table 10.
Table 9. FARSITE settings for the South Canyon Fire simulations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>canopy cover (%)</td>
<td>5</td>
</tr>
<tr>
<td>stand height (m)</td>
<td>3</td>
</tr>
<tr>
<td>crown base height (m)</td>
<td>0.1</td>
</tr>
<tr>
<td>crown bulk density (kg/m³)</td>
<td>0.15</td>
</tr>
<tr>
<td>canopy foliar moisture content (%)</td>
<td>100</td>
</tr>
<tr>
<td>canopy tree diameter (cm)</td>
<td>10</td>
</tr>
<tr>
<td>shade tolerance of torching trees</td>
<td>medium</td>
</tr>
<tr>
<td>torching species</td>
<td>douglas fir</td>
</tr>
<tr>
<td>initial fuel moisture - 1 hr (%)</td>
<td>3</td>
</tr>
<tr>
<td>initial fuel moisture - 10 hr (%)</td>
<td>4</td>
</tr>
<tr>
<td>initial fuel moisture - 100 hr (%)</td>
<td>5</td>
</tr>
<tr>
<td>initial fuel moisture - live herbaceous (%)</td>
<td>60</td>
</tr>
<tr>
<td>initial fuel moisture - live woody (%)</td>
<td>60</td>
</tr>
<tr>
<td>model time step (min)</td>
<td>1</td>
</tr>
<tr>
<td>perimeter resolution (m)</td>
<td>20</td>
</tr>
<tr>
<td>distance resolution (m)</td>
<td>15</td>
</tr>
<tr>
<td>crown fire enabled</td>
<td></td>
</tr>
<tr>
<td>crown density and cover linked</td>
<td></td>
</tr>
<tr>
<td>embers from torching trees - enabled</td>
<td></td>
</tr>
<tr>
<td>spot fire growth - enabled</td>
<td></td>
</tr>
<tr>
<td>fire level distance checking</td>
<td></td>
</tr>
<tr>
<td>fire acceleration - on</td>
<td></td>
</tr>
<tr>
<td>duration: preconditioning start (day)</td>
<td>7/2/1994</td>
</tr>
<tr>
<td>duration: simulation start (day, time)</td>
<td>7/6/1994, 16:07</td>
</tr>
<tr>
<td>duration: simulation end (day, time)</td>
<td>7/6/1994, 16:23</td>
</tr>
</tbody>
</table>
Table 10. Spread rate adjustment and spot fire ignition frequencies used in the South Canyon Fire simulations.

<table>
<thead>
<tr>
<th>wind model</th>
<th>direction (deg)</th>
<th>spread rate adjustment</th>
<th>spot fire ignition frequency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CFD</td>
<td>270</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>CFD</td>
<td>260</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>CFD</td>
<td>250</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>CFD</td>
<td>240</td>
<td>1.5</td>
<td>1</td>
</tr>
<tr>
<td>CFD</td>
<td>225</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>CFD</td>
<td>180</td>
<td>1.5</td>
<td>2</td>
</tr>
<tr>
<td>mass-consistent</td>
<td>270</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>mass-consistent</td>
<td>260</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>mass-consistent</td>
<td>250</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>mass-consistent</td>
<td>240</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>mass-consistent</td>
<td>225</td>
<td>1</td>
<td>0.9</td>
</tr>
<tr>
<td>mass-consistent</td>
<td>180</td>
<td>1</td>
<td>0.9</td>
</tr>
<tr>
<td>uniform</td>
<td>270</td>
<td>1</td>
<td>0.8</td>
</tr>
<tr>
<td>uniform</td>
<td>260</td>
<td>1</td>
<td>0.8</td>
</tr>
<tr>
<td>uniform</td>
<td>250</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>uniform</td>
<td>240</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>uniform</td>
<td>225</td>
<td>1</td>
<td>0.8</td>
</tr>
<tr>
<td>uniform</td>
<td>180</td>
<td>1</td>
<td>0.8</td>
</tr>
</tbody>
</table>

The simulated fire spread for all of the simulations is shown in Figure 28. The FARSITE runs were started from the 16:07 polygon. A barrier was used in the simulation to prevent fire spread over the previously burned area since the fuels layer did not account for this. The final simulated and observed perimeters shown correspond to 16:23. Table 11 shows the results of the percent area comparisons. The percentages are computed using the observed burned area as the denominator, or normalizing area.

For the uniform wind images, it is apparent that the input wind direction has a large influence over the fire progression. The uniform simulations show very little fire spread in directions other than down wind. This results in a simulated fire perimeter that resembles the rough outline of an ellipse. The sensitivity of the fire spread to the
single wind direction is easily seen. Although the overall fire spread distance matches well (which is by design), the shape of the simulated perimeter does not match the observed perimeter well. In general, there is not enough lateral (cross-wind or flanking) fire spread. The percent area values for the uniform simulations shown in Table 11 also reflect the poor match. The best uniform simulation, which is wind from 240°, is coincident with the observed burned area over only 57 percent of the observed burned area.

The mass-consistent fire spread wind simulations show better agreement with the observed perimeter. For most directions, greater lateral spread of the fire is evident in the images which correlate better with the observed perimeter. In each direction, the mass-consistent runs outperformed the uniform wind runs in the percent area comparisons. The mass-consistent runs had higher coincident areas and lower under-prediction and over-prediction areas than the uniform wind runs.

From the images, it is apparent that the CFD fire spread simulations matched the observed perimeter best for most of the directions. Lateral fire spread more consistent with the observed fire behavior can be seen. In the percent area comparisons shown in Table 11, the CFD runs had higher coincident areas than the mass-consistent and uniform wind runs for all but one direction. The highest coincident area was 83.4% for the 270° run. In fact, the 240°, 250°, 260°, and 270° CFD runs all had higher coincident areas than the best mass-consistent and uniform wind runs. On average, the CFD runs had slightly more over-prediction than the mass-consistent runs but less than the uniform wind runs. If the best and worst simulations for each type of wind field are disregarded, and the remaining values are averaged, the following
coincident area averages result: 74.9% for CFD, 55.6% for mass-consistent, and 46.6% for uniform winds.

Only one direction shows obviously poor performance for the CFD runs. The 225° run largely under-predicted the fire spread, even though relatively large values of spread rate adjustment and spot fire ignition frequency were used as shown in Table 10. The wind field was to blame here, which on inspection, showed low wind speed values in the fire area. These low values occurred because of a problem with where the upwind domain boundary was located. The boundary crossed over the top of a large mountain and down to the valleys on the sides of the mountain. The specified boundary condition in the CFD wind model is that the wind speed is one uniform value along this boundary. This means that the wind speed at the top of the mountain is the same as in the valley below it. This is probably far from reality; the wind at the top is no doubt much higher than in the sheltered valley. The poor estimate on the boundary leads to a very large area of low wind speeds down wind from the mountain, which is exactly where the fire simulation took place. This did not occur for other directions because the fire area was outside of any low speed areas. This indicates that boundary placement may be important in the CFD simulations.
Figure 28. Comparison of simulated and observed fire perimeters for the South Canyon Fire. The gray shaded polygon is the 16:07 observed perimeter at the beginning of the simulations. The unfilled black lined polygon is the observed 16:23 perimeter and the filled black polygon is the simulated 1623 perimeter. The synoptic wind direction is shown on the left and the wind model used on the top.
<table>
<thead>
<tr>
<th>Angle</th>
<th>Uniform Wind</th>
<th>Mass-Consistent</th>
<th>CFD</th>
</tr>
</thead>
<tbody>
<tr>
<td>180°</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="image3.png" alt="Image" /></td>
</tr>
<tr>
<td>225°</td>
<td><img src="image4.png" alt="Image" /></td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
</tr>
<tr>
<td>240°</td>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
<td><img src="image9.png" alt="Image" /></td>
</tr>
<tr>
<td>250°</td>
<td><img src="image10.png" alt="Image" /></td>
<td><img src="image11.png" alt="Image" /></td>
<td><img src="image12.png" alt="Image" /></td>
</tr>
<tr>
<td>260°</td>
<td><img src="image13.png" alt="Image" /></td>
<td><img src="image14.png" alt="Image" /></td>
<td><img src="image15.png" alt="Image" /></td>
</tr>
<tr>
<td>270°</td>
<td><img src="image16.png" alt="Image" /></td>
<td><img src="image17.png" alt="Image" /></td>
<td><img src="image18.png" alt="Image" /></td>
</tr>
</tbody>
</table>
Table 11. Simulated and observed percent area comparisons for the South Canyon Fire simulations.

<table>
<thead>
<tr>
<th>wind model</th>
<th>direction (deg)</th>
<th>area coincident (%)</th>
<th>area under-predicted (%)</th>
<th>area over-predicted (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CFD</td>
<td>180</td>
<td>65.7</td>
<td>34.3</td>
<td>23.8</td>
</tr>
<tr>
<td>CFD</td>
<td>225</td>
<td>37.1</td>
<td>62.9</td>
<td>4.6</td>
</tr>
<tr>
<td>CFD</td>
<td>240</td>
<td>80.6</td>
<td>19.4</td>
<td>11.2</td>
</tr>
<tr>
<td>CFD</td>
<td>250</td>
<td>78.3</td>
<td>21.7</td>
<td>26.4</td>
</tr>
<tr>
<td>CFD</td>
<td>260</td>
<td>74.8</td>
<td>25.2</td>
<td>13.8</td>
</tr>
<tr>
<td>CFD</td>
<td>270</td>
<td>83.4</td>
<td>16.6</td>
<td>19.7</td>
</tr>
<tr>
<td>mass-consistent</td>
<td>180</td>
<td>18.5</td>
<td>81.5</td>
<td>28.7</td>
</tr>
<tr>
<td>mass-consistent</td>
<td>225</td>
<td>56.5</td>
<td>43.5</td>
<td>6.6</td>
</tr>
<tr>
<td>mass-consistent</td>
<td>240</td>
<td>73.3</td>
<td>26.7</td>
<td>10.1</td>
</tr>
<tr>
<td>mass-consistent</td>
<td>250</td>
<td>65.7</td>
<td>34.3</td>
<td>9.8</td>
</tr>
<tr>
<td>mass-consistent</td>
<td>260</td>
<td>54.1</td>
<td>45.9</td>
<td>12.9</td>
</tr>
<tr>
<td>mass-consistent</td>
<td>270</td>
<td>45.9</td>
<td>54.1</td>
<td>16.4</td>
</tr>
<tr>
<td>uniform</td>
<td>180</td>
<td>14.2</td>
<td>85.8</td>
<td>35.0</td>
</tr>
<tr>
<td>uniform</td>
<td>225</td>
<td>51.8</td>
<td>48.2</td>
<td>8.6</td>
</tr>
<tr>
<td>uniform</td>
<td>240</td>
<td>57.1</td>
<td>42.9</td>
<td>11.0</td>
</tr>
<tr>
<td>uniform</td>
<td>250</td>
<td>55.3</td>
<td>44.7</td>
<td>14.1</td>
</tr>
<tr>
<td>uniform</td>
<td>260</td>
<td>48.1</td>
<td>51.9</td>
<td>24.6</td>
</tr>
<tr>
<td>uniform</td>
<td>270</td>
<td>31.3</td>
<td>68.7</td>
<td>30.5</td>
</tr>
</tbody>
</table>

Overall, it appears that the behavior of the South Canyon Fire was simulated more closely using the simulated wind fields than using the spatially uniform wind. The CFD model gave the best results for all but one direction, followed by the mass-consistent model and then the uniform winds. It seems that the channeling of wind up the West Drainage was a crucial element affecting fire behavior. The CFD and mass-consistent models captured at least some of this channeling, while the uniform wind fields, of course, did not.
4.4.3 Mann Gulch

The Mann Gulch Fire overran 16 firefighters on the Helena National Forest in Montana on August 5, 1949. Only three survived. An investigation into the fire behavior on this fire was done by Rothermel (1993). The fire burned in steep terrain during a cold front passage that was characterized by winds of up to 40 mph in the open, primarily from the South. Figure 29 shows a contour plot of the fire area.

Certain locations from Rothermel (1993) are shown for reference. The smokejumpers landed on the ground in Mann Gulch at 16:00 that day. They gathered their gear and hiked down Mann Gulch toward the West side of the fire. At about 17:40 they noticed that spot fires had ignited down the gulch from them and the fire was now coming up the drainage toward them. They reversed their direction and angled back up the North side of the gulch. Just before the fire overtook them, the foreman, Wag Dodge, lit an “escape fire” and lay down in the burned area for protection. The other firefighters did not understand what he was doing and continued angling uphill. The fire overtook them, only three survived, including Dodge.

Unfortunately, no documented perimeters of the fire are available. It is known, however, that the fire moved quickly up the gulch from the spot fire location, as shown in Figure 29. The fire spread from the spot fires to where the firefighters were killed in approximately 30 minutes (Rothermel 1993).
Figure 29. Elevation contour plot of the Mann Gulch Fire area. Contour spacing is 100 vertical feet. North is toward the top of the image. Locations identified are from Rothermel (1993).

The Mann Gulch Fire was simulated using FARSITE with the three different types of wind fields. Since no observed perimeters were available, the measure of how well the simulations did was determined by how well they simulated the cross-slope run up the gulch. As in the South Canyon simulations, the sensitivity of modeled fire spread to the input wind direction was examined.

Description of the fuels in the area was accomplished by adjusting LANDFIRE FBFM13 data (Rollins and Frame 2006). The adjustments were made to better reflect
the vegetation that existed during the 1949 Mann Gulch Fire, since the LANDFIRE data describes the present day (2006) condition of fuels. Visual interpretation of pre-fire aerial photos and descriptions in Rothermel (1993) were used to construct the fuels map. One adjustment made was to define all slopes of greater than 33% as rock since inspection of the aerial photos showed that the LANDFIRE data did not capture this. Fuel model 5 was changed to fuel model 2, and fuel model 8 was changed to fuel model 9 to better correspond to Rothermel’s (1993) description of the fuels. On slopes with aspects between 270° and 328°, fuel model 2 was changed to fuel model 9 to correspond to the aerial photos. Also, the crown base height and canopy cover were reduced by half. These changes resulted in the fuels map shown in Figure 30. The South and East facing slope where the firefighters retreated from the fire is mainly fuel models 1 and 2. Near the top of the ridge there is a thin band of rock shown in gray.
For the wind simulations, the modeling domain used was 22 km by 26 km. The elevation data was 30 meter resolution. Five different wind directions were used. They were 135°, 180°, 190°, 225°, and 270°. This brackets the 180° wind speed measured at the airport in Helena, MT (approximately 20 miles South-Southwest of the fire) and the 225° direction at Mann Gulch estimated by Rothermel (1993). Simulations of both the CFD wind model and the mass-consistent model were run with input speeds that gave approximately 40 mph winds near the ridgetop where the
firefighters died. The uniform wind speed used was 18 mph, which is an estimated average of the true wind field in the area. A higher speed could have been used, but it wouldn’t have changed the direction the fire spread. The simulated and uniform wind fields for 180° and 270° are shown in Figure 31 and Figure 32. For both of these directions, the CFD simulations show more channeling up Mann Gulch than the mass-consistent simulations. The mass-consistent simulations do, however, show some turning of the wind up the drainage. This turning is not, of course, in the corresponding uniform wind fields. The CFD and mass-consistent wind fields also show, in general, low wind speeds near drainage bottoms and higher speeds near the tops of ridges.
Figure 31. Wind simulations and uniform wind for the Mann Gulch Fire. Wind direction is from 180°. North is toward the top of the images.
Figure 32. Wind simulations and uniform wind for the Mann Gulch Fire. Wind direction is from 270°. North is toward the top of the images.

The settings used in FARSITE are shown in Table 12. A constant spread rate adjustment of 1.8 was used for all fuels in all simulations. The simulations were started from the spot fires marked on Figure 29.
Table 12. FARSITE settings for the Mann Gulch Fire simulations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>spread rate adjustment</td>
<td>1.8</td>
</tr>
<tr>
<td>initial fuel moisture - 1 hr (%)</td>
<td>5</td>
</tr>
<tr>
<td>initial fuel moisture - 10 hr (%)</td>
<td>8</td>
</tr>
<tr>
<td>initial fuel moisture - 100 hr (%)</td>
<td>12</td>
</tr>
<tr>
<td>initial fuel moisture - live herbacious (%)</td>
<td>100</td>
</tr>
<tr>
<td>initial fuel moisture - live woody (%)</td>
<td>100</td>
</tr>
<tr>
<td>model time step (min)</td>
<td>3</td>
</tr>
<tr>
<td>perimeter resolution (m)</td>
<td>15</td>
</tr>
<tr>
<td>distance resolution (m)</td>
<td>15</td>
</tr>
<tr>
<td>crown fire disabled</td>
<td></td>
</tr>
<tr>
<td>embers from torching trees - disabled</td>
<td></td>
</tr>
<tr>
<td>spot fire growth - disabled</td>
<td></td>
</tr>
<tr>
<td>fire level distance checking</td>
<td></td>
</tr>
<tr>
<td>fire acceleration - on</td>
<td></td>
</tr>
<tr>
<td>duration: preconditioning start (day)</td>
<td>8/2/1949</td>
</tr>
<tr>
<td>duration: simulation start (day, time)</td>
<td>8/5/1949, 1720</td>
</tr>
<tr>
<td>duration: simulation end (day, time)</td>
<td>8/5/1949, 1800</td>
</tr>
</tbody>
</table>

The simulations for the five wind directions and three different types of wind fields are shown in Figure 33. Several interesting fire patterns can be seen. The line of rock along the ridge formed a barrier to spread in many cases. In some of the simulations, the fire made it through the rock to the North of the spot fires and continued to spread.

For the 225° and 270° directions, all of the wind fields produced fire spread that moved up Mann Gulch as mainly a head fire. This matches the observed fire behavior. For the 135°, 180°, and 190° directions, none of the uniform wind field simulations result in a fire that moves far enough up Mann Gulch. The mass-consistent wind fields spread the fire slightly farther up the gulch in the 180° and 190° directions, more closely matching the observed. The mass-consistent 135° direction did not push the fire up Mann Gulch. The CFD wind fields did a much better job spreading the fire up.
the gulch in the 135°, 180°, and 190° direction cases. These simulations pushed the fire past where the firefighters were killed, which is what happened in reality.
Figure 33. Fire progression from Mann Gulch simulations. The thin black lines represent the progression of the fire. The lines are spaced 3 minutes apart. The thick black line is the perimeter of the fire when the smokejumpers landed, the dashed line is the path of travel of the smokejumpers. Other markings are described in Figure 29.
<table>
<thead>
<tr>
<th>Angle</th>
<th>Uniform</th>
<th>Mass-Consistent</th>
<th>CFD</th>
</tr>
</thead>
<tbody>
<tr>
<td>135°</td>
<td><img src="image1" alt="Uniform 135°" /></td>
<td><img src="image2" alt="Mass-Consistent 135°" /></td>
<td><img src="image3" alt="CFD 135°" /></td>
</tr>
<tr>
<td>180°</td>
<td><img src="image4" alt="Uniform 180°" /></td>
<td><img src="image5" alt="Mass-Consistent 180°" /></td>
<td><img src="image6" alt="CFD 180°" /></td>
</tr>
<tr>
<td>190°</td>
<td><img src="image7" alt="Uniform 190°" /></td>
<td><img src="image8" alt="Mass-Consistent 190°" /></td>
<td><img src="image9" alt="CFD 190°" /></td>
</tr>
<tr>
<td>225°</td>
<td><img src="image10" alt="Uniform 225°" /></td>
<td><img src="image11" alt="Mass-Consistent 225°" /></td>
<td><img src="image12" alt="CFD 225°" /></td>
</tr>
<tr>
<td>270°</td>
<td><img src="image13" alt="Uniform 270°" /></td>
<td><img src="image14" alt="Mass-Consistent 270°" /></td>
<td><img src="image15" alt="CFD 270°" /></td>
</tr>
</tbody>
</table>
Although the uniform, mass-consistent, and CFD fire simulations were all able to match the fire spread up Mann Gulch, the CFD fire simulations showed much less sensitivity to the input wind direction. All five directions of the CFD runs gave reasonable results, while only two of the uniform runs and about three of the mass-consistent runs matched the observed well. Although the measure of accuracy of the Mann Gulch fire simulations is subjective, the simulations do point toward the CFD wind fields producing more accurate fire simulations than the other types of wind fields. The mass-consistent runs appear to give slightly better predictions than uniform winds.

The reduced sensitivity to direction shown by the CFD fire simulations could be important to fire managers trying to predict the spread of a fire in the future. Often in these cases, weather service prediction of wind direction is not precise and covers a range of directions. The reduced sensitivity of the CFD simulations might result in more accurate fire simulations. This may be less critical in post fire analyses, if the actual wind direction is know more accurately because of onsite, witness accounts.

4.5 Conclusions

Using winds simulated with the CFD and mass-consistent models increased the accuracy of fire spread simulations for the South Canyon Fire over those based on uniform wind fields. Also, a reduction in sensitivity to input wind direction was seen in both the Mann Gulch and South Canyon Fires. This reduction in sensitivity would benefit fire modelers because the error in wind direction from weather forecasts can be high. Using uniform winds that are off by 30 degrees or more could considerably change the simulated fire spread. The winds from the mass-consistent and CFD
models appear to reduce the error that propagates through to the fire progression in complex terrain. This is probably a result of the steering and speed up/down effects present in the simulated wind fields. For example, local terrain features such as drainages tended to align the wind direction with the drainage, despite the input wind direction. The Askervein Hill case study showed that changes in wind speed can also play an important role in the spread of a fire. The low winds in the lee of the hill simulated by the CFD simulation caused a significant decrease in the spread rate of the fire when compared to the mass-consistent and uniform wind cases. It seems that the effect of local terrain features on wind flow, and as a result fire spread, can be high. This is probably most important in cases of high winds and complex terrain, however, the Askervein Hill simulations show that even simple, relatively flat terrain can cause considerable changes in wind flow and fire spread.

The CFD model performed better than the mass-consistent model and the uniform wind field. The obvious explanation is that it includes physics, eg., conservation of momentum and turbulence, that are not included in the other methods. The mass-consistent model outperformed the traditional method of using a uniform wind field. Even though the CFD model produced better fire spread simulations than the mass-consistent model, both models could probably be useful to fire managers. The advantage of the mass-consistent model is that simulations only take a few minutes compared to the CFD model which can take up to 1.5 hours. Under strict time constraints, the time savings of the mass-consistent model could justify its use over the CFD model.
CHAPTER 5. CONCLUSIONS

Two wind models have been assessed for fire management purposes. Several important conclusions have been made from this work:

1. Both the CFD and mass-consistent models describe wind flow in complex terrain better than a uniform wind field description. In most simulations, a moderate amount of error should be expected in the simulated fields due to uncertainty in inputs such as the approaching boundary layer profiles and for physics not simulated like stability effects. If the uncertainty in the inputs is high, then at the very least, the simulated winds show the relative wind behavior of different locations in the terrain.

2. The CFD model produced more accurate wind fields than the mass-consistent model. This was especially evident on the lee side of hills and ridges where momentum effects became more important. The mass-consistent model tended to over-predict wind speeds in those areas, sometimes having high errors. Also, more turning and channeling of flow was seen with the CFD model compared to the mass-consistent model.

3. The spatial variability of the simulated winds had a considerable, sometimes dramatic, effect on fire spread. Both changes in wind speed and direction caused the fire behavior to change.
4. The most accurate fire spread simulations used the CFD wind fields. The mass-consistent fire spread simulations were an improvement over the traditional uniform wind fire simulations, but showed less accuracy than the CFD simulations.

5. Fire spread was less sensitive to general input wind direction for the simulated winds compared to the traditional uniform winds. Again, the CFD was best, followed by the mass-consistent winds, and finally the uniform winds. This would benefit fire modelers attempting to model fire spread when there is uncertainty in the correct wind direction to use.

6. Although the CFD model appears to provide more accurate wind fields than the mass-consistent model, both may be appropriate for fire management because of the differences in required computing resources of each. The mass-consistent simulations generally take much less time to compute than the CFD simulations. At times it may be more practical for fire managers to use the mass-consistent model rather than the longer running CFD model.

Overall, both the CFD and mass-consistent wind models demonstrated that they would be a useful addition to fire behavior prediction systems.

Much work remains in the area of microscale wind modeling for wildland fire management use. This study has only covered a portion of the subject area.

Possibilities for future work could include:

1. investigation of non-neutral atmospheric stability effects;

2. linkage with coarser meso-scale models (for initialization and/or boundary conditions);
3. spatially varying surface roughness;

4. validation in rougher, mountainous terrain;

5. evaluate the wind models in other fire spread models, possibly Prometheus (Tymstra 2007);

6. package the software so that it can be easily and successfully used by fire managers.
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